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PicoTDC: a flexible 64 channel TDC with picosecond
resolution
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ABSTRACT: The PicoTDC is a 64 channel TDC (Time to Digital Converter) ASIC, with 3ps or 12ps
time binning, developed at CERN for use in a large variety of high channel count scientific instru-
mentation. Acquired time measurements are processed on-chip with a programmable buffering and
triggered data flow architecture before being read out on 1 to 4 byte-wise readout ports with a total
readout bandwidth of up to 10 Gbps. Leading edge, falling edge or leading edge together with pulse
width can be captured at burst rates as high as 1.2 GHz and sustained rate of 320 MHz per channel.
Effective single-shot time resolution has been measured to be 3.7 ps RMS across all 64 channels
over its full dynamic range and as good as 1.35 ps RMS when using an on-chip adjustment feature
optimized for a specific channel (0.43 ps if averaged over multiple measurements). The PicoTDC
is implemented in a 65 nm CMOS process and 20k chips have been produced and packaged in a
400 pin plastic BGA package.
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1 Introduction

High-resolution time measurements are becoming increasingly important in high channel count
scientific instruments/detectors. In HEP (High Energy Physics) picosecond (ps) time resolution
measurements are required in Time Of Flight (TOF) detectors, for particle identification, and also
in very high rate tracking detectors, to distinguish particles from different primary interactions or
from different secondary decay vertices. High time resolution detectors are also getting increasing
importance in other scientific domains like LIDAR, TOF-PET, Fluorescence lifetime imaging,
etc. A previous generation TDC, with 8/32 channels and time resolution limited to 25 ps/100 ps
resolution, called the HPTDC [1], has been extensively used in HEP experiments (LHC at CERN
and others). This 20 years old chip is now out of stock and modern IC technologies enables a higher
channel count TDC with much better time resolution to be implemented. The PicoTDC, with its
programmable features, aims at a multitude of (HEP) instrumentation applications and targets new
R&D activities for high time resolution detectors and sensors (SiPM, SPAD, PM, LGAD, etc.). It
intentionally does not include a sensor specific analog front-end and discriminator circuit, which
normally needs to be optimized for each specific sensor type. The Analog front-end/discriminator
can be made from discrete commercial components, or be a sensor specific analog front-end
ASIC [6-8]. Modern IC technologies also enables significant buffering to be implemented on-chip
together with flexible programmable extraction of hits related to triggers, extensively used in high
rate HEP experiments. In high time resolution detectors, the TOT (Time Over Threshold) scheme
is often used to measure signal charge with the TDC, and/or to perform time-walk compensation
of leading edge time. The availability of up to 4 byte-wise readout ports at 320 MHz enables the
PicoI'DC to send data to an FPGA for further processing, or directly pass data to the extensively
used LPGBT optical link chip [16] to off-detector DAQ systems.

High time resolution measurements can alternatively be made with fast (Multi GHz) analog
sampling chips, where good time resolution can be obtained by fitting acquired analog pulses with



a known reference pulse shape (given by detector type). This is though often limited in number
of channels per chip, power consumption, triggering latency, rate and programmable flexibility,
and finally by the need of analog samples to be digitized with an (off-chip) ADC [11, 12]. In
recent years it has also been proposed by multiple groups to implement 10—100 ps time resolution
TDCs based on FPGAs [13, 14], with a limited number of channels per chip. These often require
non-trivial off-line corrections to be applied per channel and can have significant temperature and
supply voltage dependencies.

2 Architecture

A high stability time reference is required to assure high precision and highly stable time measure-
ments at the ps accuracy level and the TDC must assure continuous self-calibration to this time
reference, to compensate for possible temperature and power supply variations. This is accom-
plished using an external (system) clock as absolute time reference, which can conveniently be
distributed from a centralized source, generated by a stabilized crystal oscillator, possibly phase
locked to an atomic clock.
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Figure 1. Architecture and data flow in 64 channel PicoTDC.

As indicated in figure 1, the PicoTDC uses a 40 MHz reference input clock (reference for all
LHC experiments) that is multiplied by a very low jitter L-C based PLL to a 1.28 GHz clock, used
to drive a high-resolution Delay Locked Loop (DLL) based time interpolator circuit.

The DLL generates evenly spaced 12.2 ps time taps over the 1.28 GHz clock cycle, that are
further interpolated with an analog fine time interpolator to 3.05 ps time taps, as shown further
below. The generated 256/64 sampling clocks/taps, with 3/12 ps phase skew, are used to sample
the 64 differential hit inputs. The DLL and fine time interpolator are implemented in full custom,
driving two banks (an upper and a lower) of 32 channel time digitizers. Signal transitions (leading
and/or trailing) in the sampled channels are identified and encoded into a 8 bit fine time binary scale
and appended to a 5 bit medium scale counter driven by the 1.28 GHz clock. Time measurements



are buffered in a small 4 deep channel derandomizer, to handle short fast bursts before being
passed to the digital part of the chip, processing hit measurements at 320 MHz. At the entry to
the 320 MHz processing, each time measurement is appended with a 13 bit coarse time from a
40 MHz counter. This results in a large dynamic range (204 us) high-resolution time measurement
of 26 bits: 2 bit ultra fine time (3 ps), 6 bit fine time (12 ps) + 5 bit medium time (0.781 ns) + 13 bit
coarse time (25 ns). All being tightly phase locked to the 40 MHz input reference, without any time
discontinuities on a convenient linear scale. A de-glitcher can optionally be applied to hit inputs to
remove unwanted glitches on the terminated high slew rate differential hit inputs (differential high
slew rate hit signal required to make reliable ps time measurements).

Acquired full range time measurements are buffered in each channel in 512 deep latency/deran-
domizer buffers, awaiting trigger extraction processing and/or readout. A trigger extraction/matching
function, with configurable latency and time window (both with 25 ns resolution), and also individ-
ual time offset per channel (at full resolution), can extract time measurements of interest. Trigger
processing is performed such that consecutive triggers can have overlapping time windows, enabling
individual time measurements to be extracted multiple times for different triggers (required in cer-
tain high rate HEP applications). A dedicated trigger FIFO, containing time tags of triggers, assures
that high rate trigger bursts can be handled independently of required processing time to extract hits
for each trigger. Extracted time measurements are passed to 512 deep readout FIFOs, each shared
by 16 channels (4 channel groups of 16 channels), preceded by trigger/event info. Triggering can be
disabled, whereby time measurements are passed into the readout buffers. In case a readout FIFO
gets full, the chip can be configured to delete hits or back propagate buffering to the channel buffers.

Readout data is organized in 32 bit words containing time measurements of leading or trailing
edges or alternatively as a leading edge plus pulse width/TOT. In case of leading edge with TOT
pulse width, the resolution and dynamic range of the two fields can be configured according to
the needs of the specific application. Leading edge time can optionally be relative to the time of
the trigger (at 25 ns level), which reduces required dynamic range of leading edge in many HEP
applications. In triggering mode, each event is preceded by an event header (even if no hits found),
containing a trigger ID and trigger time tag. 32 bit words are read out on each readout port byte-wise
on differential signals at a rate of 320/160/80/40 MHz, giving an effective rate of up to 80 M hit
measurements per second per port (320 M hits/s for whole chip). For low rate applications, all
readout data can be passed to a single readout port.

The PicoTDC includes a configurable digital test pulse generator with programmable phase
and pulse width, with 3 ps resolution. This can be used to inject calibration pulses into analog hit
pre-processing for time calibration of the signal chain.

12C is used as control and monitoring interface. Configuration registers can be written (and
read) and monitoring information (monitoring counters, error status, etc.) can be read during
operation.

3 Fine time interpolator

The ps level time resolution of the PicoTDC is obtained with a two stage time interpolation, based
on the low jitter 1.28 GHz clock from the PLL [10]. The PLL is implemented with a L-C based
oscillator with a functional schematic shown in figure 2. The PLL has been measured to have a



RMS jitter of 340 fs. An L-C based PLL has a limited locking range, as the variable varactor used
in the PLL control loop has limited regulation range. This makes it difficult to guarantee locking
to the external reference over all process, temperature and voltage corners. The tank capacitor is
therefore implemented with a small switchable capacitor bank connected to the varactor diodes.
At initialization, an automatic Frequency Calibration (AFC) state-machine determines optimal

switchable capacitor value, to cover temperature and voltage variations.
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Figure 3. DLL and analog/resistive time interpolator.

A 64 stage DLL is driven from the 1.28 GHz clock and precisely locked to cover a complete
clock cycle, achieving 12 ps time binning as shown in figure 3. Each delay stage is made from a
differential delay cell, as indicated in figure 4, with a delay controlled by the differential pair tail
current (VBN of T1). The differential loads are regulated via a replica delay cell circuit (Vctrl of
TS5, T6) to assure correct function and appropriate signal amplitude of the delay cell over required
delay range. Additional load transistors (T4, T7) with dynamic R-(parasitic C) feedback speeds



up the cell to have a guaranteed 12 ps delay over worst-case process, voltage and temperature
conditions. Transistor sizes in the delay cell have been optimize for high speed operation and
acceptable mis-match, as this is critical to obtain adequate effective time resolution at ps level. DLL
locking is implemented with a classical bang-bang phase detector, coupled to an analog charge-
pump controlling the delay cells. Layout and signal distribution have been carefully optimized
for precise time tap generation with minimized mis-match, within an acceptable power budget.
Configurable time skewing features have been included in the phase detector to compensate for
possible static phase error (this has not been used in practice as carefully optimized phase detector
has been seen to have very small static phase error).

Delay Buffer

Figure 4. Differential delay cell with differential to single ended conversion.

A differential delay chain has been used as it has superior speed and power supply rejection, at
the cost of higher power consumption. This is however negligible compare to the total chip power
consumption. Simulations of jitter and mis-match induced DNL and INL along the delay chain is
shown in figure 5.
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Figure 5. Simulation of jitter and mis-match induced DNL and INL along DLL.

Differential signals from the DLL are converted (T8, T9. T10, T11) into single ended time
taps to a second stage analog R-(C) time interpolation circuit. It is important to notice that the rise



time of signals are longer than the 12 ps interpolation period and that the slew-rate of these signals
are kept nearly constant by the DLL control loop.

A relatively simple analog R- (parasitic C) weighting circuit [5], as shown in figure 6, is driven
by neighboring DLL time taps, generating 4 second-level interpolation time taps with 3 ps binning
for each 12 ps time tap from the DLL. By appropriately optimizing the resistors to the parasitic
capacitance loading, such a simple resistive time interpolation works very well, when the effective
slew rate of the time taps are stabilized by the DLL control loop. To get appropriate interpolation at
the beginning and the end of the delay chain, optimized “dummy” delay and interpolation circuits
have been added.
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Figure 6. 2"¢ stage analog/resitive time tap interpolation.

The 3 ps time tap signals are finally appropriately buffered and distributed to the 64 channel
time digitizer array (64 channels X 256 time taps = 16 k). The time digitizer array is split in an
upper and a lower part with the DLL, analog interpolator and drivers located in the middle. Time
tap buffers have a built in adjust feature, with 0.6 ps resolution, allowing individual time taps to be

adjusted/corrected for mis-match effects.
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Figure 7. Hit sampling with time capture and power optimized FF followed by meta-stability resolving FF.

In each channel, the 256 time taps sample the distributed and buffered hit signal with 3/12 ps
binning. Sampling flip-flops, as shown in figure 7, are optimized for precise and fast resolving
sampling (metastability), while at the same time have minimal capacitance loading on its clock
input with acceptable timing mismatch (this effectively determines power consumption and obtained
time resolution). Leading and trailing edges are identified in the sampled data and decoded into



binary form with a fast and delicate pipeline, using the precisely aligned multi-phase clocks. The
hit decoder is constrained to one hit transition per clock cycle, with glitch filtering, finding first hit
transition, resulting in an effective channel dead time of 0.78 ns and TOT minimum pulse width.
Decoded time information is loaded into a 4 deep 1.28 GHz derandomizer FIFO before being passed
to the 320 MHz data processing.

The delicate fine time interpolator part of the chip has on purpose been made to have constant
power consumption across the clock cycle (and to the extent possible also independent on hits) to
assure highly stable and very low jitter in all parts of the time interpolator. This has come at the cost
of power consumption, compared to alternative low power TDC architectures using Vernier type
gated coupled oscillators, having calibration and jitter issues from largely varying activity levels.
The effective RMS time resolution of the TDC has been estimated based on the following time
uncertainties from detailed circuit simulations:

Bin size 3ps — 3.05ps/V12 = 880fs RMS (3 ps binning mode)

PLL: 350fs RMS phase Jitter
DLL: 400fs RMS jitter/mis-match
Clock/hit distribution: 500fs jitter/mis-match
Capture FFs: ~1 ps mismatch (DNL)

Hit receivers: ~1 ps jitter

Total estimated time resolution assuming effects uncorrelated: ~1.8 ps RMS.

4 Implementation

The low jitter PLL was prototyped in a small test chip to verify correct function and characterize
its detailed jitter performance as shown in figure 8. Based on this prototype, the final PLL was
implemented with minor improvements. The DLL and analog time interpolator had previously
been submitted in a 130 nm CMOS test chip [4]. The implementation in 65nm has enabled a factor
~2 improvement in time resolution, over full PVT (Process, Voltage and Temperature) corners on
64 channels, at half the power and include extensive digital buffering with flexible triggering. Delay
and sampling cells have been redesigned for low power and mis-match effects.
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Figure 8. PLL prototype implementation and measured PLL phase noise versus frequency.



The DLL, the resistive fine time interpolator, together with the large number of sampling
flip-flips have been implemented in full custom design flow, with significant efforts spent to opti-
mize circuit details for best possible timing, minimal crosstalk, combined with acceptable power
consumption. Mis-match analysis was extensively made to assure that no specific parts of the de-
sign would give unexpected dominating mis-match effects. It was seen that dominating mis-match
comes from the sampling flip-flops (and confirmed in first prototype chip). Minor improvements
were made to the sampling flip-flops, with an acceptable power consumption increase. Timing
performance estimates made during the design matches relatively well-observed measurements.
It was realized that initial mis-match simulations of the sampling flip-flops underestimated their
effective mis-match by a factor 2 because of a modeling issue.

The chip and 1O are powered by 1.2 V. Hits/clock signals are 1.2 V max amplitude differential
with a dedicated differential receiver with on-chip 100 ohm termination, optimized for low jitter
reception. Readout ports have 100ohm differential drivers to prevent possible disturbances (e.g.
ground bounce) to propagate to the chip and hit/clock receivers. The critical low jitter PLL has
its separate power supply domain that is isolated from the possibly noisy chip substrate using a
triple well isolation feature available in the used technology. The time digitizer array with its DLL,
resistive time interpolator and channel sampling flip-flops is also a separate power supply domain
with on-chip decoupling and triple well isolation. The reminder of the chip, with 320 MHz digital
processing, does not have triple well isolation.

The final 65 nm CMOS chip layout can be seen in figure 9, with different parts of the chip
clearly visible. The characteristic “keyhole” shape is the L-C structure of the PLL.

Figure 9.  PicoTDC implementation in 65 nm CMOS technology. PLL clearly visible with “keyhole”
looking L-C circuit. Large 64 channel time digitizer on the left with DLL and analog interpolation circuit in
the middle. 320 MHz data processing with 64 channel FIFOs and 4 readout FIFOs visible on the right.

An initial full chip MPW prototype was submitted in 2018, followed by final production
masks in 2019, shared with another CERN chip project. Initial prototype samples were carefully
characterized by direct wire-bonding of naked chip die to a test board as shown in figure 9. After
confirmation of correct function and good timing performance, a customized 400 pin BGA package



was developed. Unfortunately, because of the ASIC crisis also heavily affecting the IC packaging
industry, a delay of nearly 2 years have accumulated before getting packaged chips. Testing of
packaged chips have confirmed its correct function and good timing performance.

5 Characterization

The PicoTDC has been extensively timing characterized at both bare die level [3] and in its
packaged form with an instrument setup as shown in figure 10: a source of random hits, a 0.5 ps
resolution motorized trombone, a Keysight 81134a pulse generator and a high precision and low
jitter programmable PLL chip from Silicon Labs [15]. No significant differences have been found
between naked chip die and in the customized BGA package.
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Figure 10. Characterization setup.

Detailed Code density tests with 3 ps binning is shown in figure 11. Code density tests (with
random hits) is very efficient to characterize differential and Integral non-linearity, but does by its
nature filter out jitter and noise effects. The relatively large DNL, with 3 ps bining, is dominated
by mis-match effects in the sampling flip-flops. When used as single/dual channel TDC the time
tap adjustment feature works very well as can be seen on the right plot of figure 11. When using
all channels, only a limited improvement is obtained using the time tap adjustment feature, as mis-
match in the sampling registers is dominating, as indicated on the color mapping of the code density
test across 32 channels in figure 12. It was considered to improve significantly the sampling flip-flop
mis-match, but this would have had a major power consumption impact and was not implemented, as
obtained time resolution is significantly better than what is normally required in HEP applications.

Effective single shot time resolution of the time interpolator (covering 0.78 ns) has been
measured with a high precision and low jitter time sweep as shown in figure 13 and figure 14. This
includes in addition to DNL/INL effects also jitter and noise effects and is the best measure of
effective TDC time resolution in real applications.

An extended time sweep covering a 25 ns period is shown in figure 14. A small but visible
jump is seen at the transition from one 25 ns clock cycle to the next at a delay of ~8000 ps. This is
most likely from the test board/setup, as on-chip cross talk is expected to be a 320 MHz pattern as
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Figure 11. Code density test with un-adjusted (left) and adjusted (right) time taps on single channel with
3 ps binning (upper) and 12 ps binning (lower). Numbers above plots are RMS values of DNL and INL.
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Figure 12. Code density test pattern across channel 0-31 with 12 ps binning before (left) and after (right)
applying time tap adjusts to compensate for DLL and time interpolator imperfections. Effective DNL RMS
before adjustment of 3.48 ps and after of 3.06 ps.

digital logic is running at this frequency. The 320 MHz effect is barely visible as a repeated (32)
pattern of 0.78 ns over the 25 ns delay range. Longer time sweeps have as expected not shown any
additional visible timing effects, as dynamic range is expanded with a 40 MHz counter. It must be
mentioned that detailed TDC time characterization at the ps level is quite challenging and delicate
as instrumentation, system and test board effects can be very hard to disentangle from real TDC
chip effects.
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Table 1 below shows a summary of the main timing performance parameters. Entries where
the time adjustment feature have been used with optimized parameters (based on DNL/INL code
density tests) only gives minor improvements when using all channels, as it cannot compensate
for random sampling register mis-match in the 32 channels sharing the time tap adjust feature. If
the adjust feature is used to compensate for mis-match in a single specific channel, then effective
single shot resolution can be improved from 3.74 ps to 1.35 ps, including INL, jitter and noise. It
was attempted to find an optimized time tap adjustment data set that would give improved time
resolution across all channels (so compensating for DNL/INL in DLL and analog interpolator), as
shown in figure 12. This only resulted in a minor improvement from 3.48 ps RMS to ~3.06 ps RMS
across all channels, so in practice not worth the effort of determining the best possible time tap
adjustment parameters.

When averaging is used for repeated measurements (N = 100) together with tuned time tap
adjusts for a specific channel, then an effective resolution as good as 0.43 ps RMS has been obtained
in a time sweep. In this case getting better time resolution than what can be expected from the
intrinsic time binning of 3.05 ps/V12 = 0.88 ps RMS. This is not contradicting, as jitter (clock
reference, PLL, DLL and hit signal) in this case will effectively result in binning smearing that
when averaged over multiple measurements can result in better RMS resolution than given by the
intrinsic time quantization.

Table 1. Timing performance summary for coarse mode (12 ps binning) and fine time mode (3 ps) for single
channel without and with tuned time tap adjustment feature used. Measurements given in RMS.

Code Density Test Sweep Test
adjusted DNL INL INL INL avg.
X 2.75ps 2.97ps 4.25ps 3.47ps
Coarse time
- 0.27ps 0.29ps 3.65ps 2.69ps
X 2.81ps 3.68ps 3.74ps 3.06ps
Fine time
- 0.39ps 0.35ps 1.35ps 0.43ps

Timing performance has been measured with changing temperature (20-50 deg C) and supply
voltage (1.10-1.30 V) and it has been confirmed to have only minor effects. A simple time offset
shift has been observed (no change of time bin, DNL, INL, jitter) at the level of less than 1 ps/°C and
less than 0.5 ps/mV power supply change. The observed time offset shift with temperature/voltage
is caused by different sensitivity in the hit signal path (short) and the more complex clocking path
(with PLL, DLL, analog interpolator). The hit signal path could artificially have been made longer,
to have same sensitivity as clock path, but this would give the risk of introducing additional jitter.

An absolute worst-case cross-talk measurement has been made with a fixed timing for a single
channel and all other channels (so 63 channels) being exercised in parallel and swept over a period
covering both rising edge and falling edge of aggressor channels. A max time shift of the victim
channel of 2LSBs has been measured as shown in figure 15, when used in 12 ps binning mode. The
leading and trailing edges of the 25 ns pulse width aggressor signal on the 63 channels are clearly

— 12—



visible. It has in practice not be possible to determine where this small cross talk occurs (test board,
wire-bonding, Chip 10, digitizer array, substrate coupling or simply from power supply coupling).
With a single channel aggressor, no clearly visible crosstalk has been seen.
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Figure 15. Extreme worst-case crosstalk characterization on one victim channel from 63 parallel aggressor
channels with 12 ps time binning.

The power consumption has been measured to be 1.3 W with all 64 channels having 3 ps binning
and hit rate of 1 MHz/channel. In 12 ps binning mode, total chip power is reduced to 0.85 W which
can be further reduced to 0.55 W if only 32 channels are enabled (lower 32 channels disabled).

6 Conclusions

A 64 channel TDC ASIC with ps time resolution and stability has been developed for HEP and
scientific high channel count instrumentation. Extensive on-chip buffering and triggering enables
its use at very high hit rates (320 MHz/channel) combined with flexible triggering to select relevant
measurements for readout. The PicoI'DC has significantly better time resolution than needed in
typical HEP applications, so in most cases the 12 ps binning mode (lower power consumption) is
sufficient. The 3 ps binning mode is very useful during detector R&D studies and can be used for
applications with very high time resolution requirements.

A first batch of 20k PicoaIDCs has been produced and packaged, with a production yield of
94%, and are available for the scientific community with relevant documentation [2]. A small
simple evaluation system with a PicaDC FMC plug-in card for a commercial FPGA evaluation
board has been made available to the HEP community with FPGA firmware and Python based DAQ
and characterization software (same as used for PicoTDC characterization). PicoI'DC evaluation
systems and chips have been distributed to more than 20 institutes for their R&D on high time
resolution sensors and detectors. Multiple Instrumentation modules/systems based on the PicoTDC
are becoming available [17, 18] and other applications are evaluating its possible use.

To the best of our knowledge, no similar TDC is currently available with effective ps time
resolution and stability on 64 channels.

13-



References

[1] M. Mota, J. Christiansen, S. Debieux, V. Ryjov, P. Moreira and A. Marchioro, A flexible multi-channel
high-resolution time-to-digital converter ASIC, IEEE Nucl. Sci. Symp. Conf. Rec. 2 (2000) 9/155.

[2] PicoTDC sharepoint site with chip manual, etc., https://espace.cern.ch/PicoTDC.

[3] PicoTDC TWEPP2019 presentation: https://indico.cern.ch/event/799025/contributions/3486148/
attachments/1902032/3140087/picoTDC_TWEPP_2019.pdf.

[4] L. Perktold and J. Christiansen, A fine time-resolution (<K 3 ps-rms) time-to-digital converter for
highly integrated designs, IEEE Int. Instrum. Meas. Technol. Conf. 2013 (2013) 1092.

[5] S. Henzler, S. Koeppe, D. Lorenz, W. Kamp, R. Kuenemund and D. Schmitt-Landsiedel, Variation
tolerant high resolution and low latency time-to-digital converter, IEEE 33rd Eur. Solid State Circ.
Conf. (ESSCIRC 2007) 2007 (2007) 194.

[6] F. Anghinolfi, P. Jarron, F. Krummenacher, E. Usenko and M.C.S. Williams, NINO: An ultrafast
low-power front-end amplifier discriminator for the time-of-flight detector in the ALICE experiment,
IEEE Trans. Nucl. Sci. 51 (2004) 1974.

[7] S. Gomez et al., FastIC: A Highly Configurable ASIC for Fast Timing Applications, IEEE Nucl. Sci.
Symp. Med. Imag. Conf. Rec. 2021 (2021) 1.

[8] M. Ciobanu et al., New Models of PADI, an Ultrafast Preamplifier-Discriminator ASIC for
Time-of-Flight Measurements, IEEE Trans. Nucl. Sci. 68 (2021) 1325.

[9] M. Ciobanu, N. Herrmann, K.D. Hildenbrand, M. KiS§ and A. Schiittauf, PADI, a fast
Preamplifier-Discriminator for Time-of-Flight measurements, IEEE Nucl. Sci. Symp. Med. Imag.
Conf. Rec. 2008 (2008) 2018.

[10] J. Prinzie, M. Steyaert, P. Leroux, J. Christiansen and P. Moreira, A single-event upset robust, 2.2 GHz
to 3.2 GHz, 345 fs jitter PLL with triple-modular redundant phase detector in 65 nm CMOS, IEEE
Asian Solid-State Circ. Conf. (A-SSCC), 2016 (2016) 285.

[11] E. Delagnes, D. Breton, H. Grabas, J. Maalmi, P. Rusquart and M. Saimpert, The SAMPIC Waveform
and Time to Digital Converter, IEEE Nucl. Sci. Symp. Med. Imag. Conf. (NSS/MIC) 2014 (2014) 1.

[12] M. Bitossi, R. Paoletti and D. Tescaro, Ultra-Fast Sampling and Data Acquisition Using the DRS4
Waveform Digitizer, IEEE Trans. Nucl. Sci. 63 (2016) 2309.

[13] K. Cui and X. Li, A High-Linearity Vernier Time-to-Digital Converter on FPGAs With Improved
Resolution Using Bidirectional-Operating Vernier Delay Lines, IEEE Trans. Instrum. Meas. 69
(2020) 5941.

[14] X. Qin, L. Wang, D. Liu, Y. Zhao, X. Rong and J. Du, A 1.15-ps Bin Size and 3.5-ps Single-Shot
Precision Time-to-Digital Converter With On-Board Offset Correction in an FPGA, IEEE Trans.
Nucl. Sci. 64 (2017) 2951.

[15] Silicon Labs chip si5341: https://www.skyworksinc.com/-
/media/SkyWorks/SL/documents/public/data-sheets/si5341-40-d-datasheet.pdf.

[16] LPGBT: 10/2.56 Gbits/s optical link chip for HEP experiments.
Manual: https://cds.cern.ch/record/2809058/files/IpGBT_manual.pdf.
Sharepoint: https://espace.cern.ch/GBT-Project.

[17] CAEN: https://www.caen.it/products/a5203/.

[18] Cronologic: https://www.cronologic.de/products/products-overview#tdcdata.

_ 14—


https://doi.org/10.1109/NSSMIC.2000.949889
https://espace.cern.ch/PicoTDC
https://indico.cern.ch/event/799025/contributions/3486148/attachments/1902032/3140087/picoTDC_TWEPP_2019.pdf
https://indico.cern.ch/event/799025/contributions/3486148/attachments/1902032/3140087/picoTDC_TWEPP_2019.pdf
https://doi.org/10.1109/I2MTC.2013.6555583
https://doi.org/10.1109/ESSCIRC.2007.4430278
https://doi.org/10.1109/ESSCIRC.2007.4430278
https://doi.org/10.1109/TNS.2004.836048
https://doi.org/10.1109/NSS/MIC44867.2021.9875546
https://doi.org/10.1109/NSS/MIC44867.2021.9875546
https://doi.org/10.1109/TNS.2021.3073487
https://doi.org/10.1109/NSSMIC.2008.4774801
https://doi.org/10.1109/NSSMIC.2008.4774801
https://doi.org/10.1109/ASSCC.2016.7844191
https://doi.org/10.1109/ASSCC.2016.7844191
https://doi.org/10.1109/NSSMIC.2014.7431231
https://doi.org/10.1109/TNS.2016.2578963
https://doi.org/10.1109/TIM.2019.2959423
https://doi.org/10.1109/TIM.2019.2959423
https://doi.org/10.1109/TNS.2017.2768082
https://doi.org/10.1109/TNS.2017.2768082
https://www.skyworksinc.com/-/media/SkyWorks/SL/documents/public/data-sheets/si5341-40-d-datasheet.pdf
https://www.skyworksinc.com/-/media/SkyWorks/SL/documents/public/data-sheets/si5341-40-d-datasheet.pdf
https://cds.cern.ch/record/2809058/files/lpGBT_manual.pdf
https://espace.cern.ch/GBT-Project
https://www.caen.it/products/a5203/
https://www.cronologic.de/products/products-overview#tdcdata

	Introduction
	Architecture
	Fine time interpolator
	Implementation
	Characterization
	Conclusions

