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Abstract At the Large Hadron Collider (LHC), absolute
luminosity calibrations obtained by the van der Meer (vdM)
method are affected by the mutual electromagnetic interac-
tion of the two beams. The colliding bunches experience rel-
ative orbit shifts, as well as optical distortions akin to the
dynamic-p effect, that both depend on the transverse beam
separation and must therefore be corrected for when deriv-
ing the absolute luminosity scale. In the vdM regime, the
beam-beam parameter is small enough that the orbit shift
can be calculated analytically. The dynamic-8 corrections
to the luminometer calibrations, however, had until the end
of Run 2 been estimated in the linear approximation only.
In this report, the influence of beam—beam effects on the
vdM-based luminosity scale is quantified, together with the
associated systematic uncertainties, by means of simulations
that fully take into account the non-linearity of the beam—
beam force, as well as the resulting non-Gaussian distortions
of the transverse beam distributions. Two independent multi-
particle simulations, one limited to the weak-strong approx-
imation and one that models strong-strong effects in a self-
consistent manner, are found in excellent agreement; both
predict a percent-level shift of the absolute pp-luminosity
values with respect to those assumed until recently in the
physics publications of the LHC experiments. These results
also provide guidance regarding further studies aimed at
reducing the beam-beam-related systematic uncertainty on
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beam-beam corrections to absolute luminosity calibrations
by the van der Meer method.
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1 Introduction

The determination of the absolute scale of the luminosity
delivered to the ALICE, ATLAS, CMS and LHCb experi-
ments at the LHC relies almost entirely [1] on the van der
Meer (vdM) method [2,3]. Luminosity calibrations, which
must be performed under specially tailored beam conditions,
use beam-separation scans, also known as vdM scans, to
relate the collision rate measured by a given luminometer
to the absolute luminosity inferred from directly measured
beam parameters. The proportionality between the measured
rate and the absolute luminosity is expressed in terms of a
“visible” cross-section denoted ovis, which is specific to the
luminometer and the counting method considered.

The accuracy requirements on oyis are driven by the
physics program. At the LHC, the comparison of the most
precisely measured cross-sections with the corresponding
theoretical predictions of the Standard model provide some
of the most stringent tests of higher-order calculations; they
also put strong constraints on parton-density distributions.
In particular, the experimental uncertainty affecting the fidu-
cial cross-sections for inclusive vector-boson production
(pp — Z+ X, pp — W + X) is totally dominated [4—
6] by the systematic uncertainty in the integrated luminos-
ity, that in these three publications ranges from 1.8 to 2.5%;
reducing that uncertainty by a factor of three would make
it comparable to the combination of all other experimen-
tal uncertainties, and significantly improve the sensitivity of
the associated Standard-Model tests. For more experimen-
tally challenging processes such as 7 production, the overall
measurement uncertainty remains significantly impacted by
that on the luminosity [7,8], even with the recently achieved
sub-percent uncertainty on the Run-2 integrated luminos-
ity [9]. At the HL-LHC, the measurement of the absolute
Higgs couplings drives the accuracy specifications. Projec-
tions of the experimental and theoretical uncertainties that
should be achievable by then led to set a 1% goal on the over-
all integrated-luminosity uncertainty [10, 11]. Since the latter
is known to receive comparable contributions from vdM cal-
ibrations, from rate-related instrumental non-linearities, and
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from long-term luminometer stability [9], the corresponding
target for vdM uncertainties at the HL-LHC has to remain
significantly smaller than this goal; it has been set to approx-
imately 0.6% by both the ATLAS and the CMS [11] Collab-
oration.

The beam parameters used to determine the absolute
luminosity during vdM scans are the particle populations
and transverse sizes associated with each colliding-bunch
pair. During a beam-separation scan, the mutual electro-
magnetic interaction between two opposing bunches induces
separation-dependent orbit shifts, as well as variations in
the transverse size and shape of each bunch, thereby dis-
torting the luminosity-scan curves from which the beam-
overlap integrals, or equivalently the convolved transverse
beam sizes, are extracted. Depending on the beam condi-
tions under which the scans are performed, the magnitude
of the resulting calibration bias — if left uncorrected — repre-
sents a significant fraction of, or can even exceed, the oyis
systematic-uncertainty budget.

The methodology first developed in Refs. [12,13] to quan-
tify the impact of beam—beam effects on the absolute lumi-
nosity scale has been adopted since 2013 by all LHC Collab-
orations. With as input the beam separation dialed-in at each
scan step, plus the measured bunch currents and convolved
beam sizes, the orbit shift induced by beam—beam deflections
was calculated analytically [14], and the optical distortion
associated with the dynamic-8 effect was evaluated in the
linear approximation [13] using the MAD-X package [15].
The two effects impacted the luminosity scale in opposite
ways, resulting at the time in a net upwards correction to
ovis of 1-1.5% for vdM calibrations at /s = 13 TeV.

A recent reevaluation of this methodology, using a new
beam—beam simulation package specifically developed for
vdM-scan studies, revealed that the linear approximation
used in the MAD-X simulation results in a significant under-
estimate of the optical-distortion correction [16].

These findings motivated the studies reported in the
present paper, which is organized as follows.

After a brief overview of the vdM-calibration methodol-
ogy at the LHC and of the impact thereon of beam—beam
effects (Sect. 2), the relevant simulation tools are presented in
Sect. 3: the MAD-X package used in the original implemen-
tation [12,13]; the B*B package presented in Ref. [16], that
models beam—beam dynamics in the transverse plane under
the weak-strong approximation; and the long-established
COMBI [17] multiparticle code, that is more CPU-intensive
but can simulate beam-beam effects in the strong-strong
regime with the optional inclusion of longitudinal dynam-
ics. Following a systematic cross-validation of the latter two
packages, B*B is used in Sect. 4 to develop an easy-to-use
parameterization of beam—beam corrections to vdM scans in
the limit of round, initially Gaussian bunches of equal bright-

ness' that collide at a single interaction point (IP) with zero
crossing angle. Deviations of the colliding-bunch configura-
tion from this idealized limit: non-Gaussian tails, elliptical
transverse bunch profiles, non-zero crossing angle, collisions
at multiple IPs, or unequal-brightness beams, are then either
accounted for using simulation-based adjustments to the ide-
alized parameterization, or found to be small enough to be
treated as a systematic uncertainty. These and other sources
of systematic uncertainty, such as tune or B* settings, that
may affect the beam—beam correction in the vdM regime are
consolidated in Sect. 5. An overall summary and a brief out-
look are offered in Sect. 6.

2 Luminosity-calibration methodology at the LHC

The vdM-scan formalism [2,3] that underpins the determi-
nation of the absolute luminosity scale at the CERN ISR,
RHIC and the LHC is summarized, for the simplest case,
in Sect. 2.1 below; generalizations of this formalism can be
found in Refs. [16,19,20]. At the LHC, because of both
instrumental and accelerator-physics reasons [1], vdM scans
are not performed during normal physics operation, but rather
under dedicated beam conditions (Sect.2.2). Their two fun-
damental ingredients, the transverse beam separation and the
measured collision rate, are both affected by the beam—beam
interaction (Sect. 2.3), at a level that is significant on the scale
of the precision goals outlined in Sect. 1.

2.1 Absolute luminosity scale from measured beam
parameters

In terms of colliding-beam parameters, the bunch luminosity
Ly, is given by

Lo = fimn /ﬁl(x, V) ax, y) d dy, (1)

where the opposing bunches are assumed to collide head-
on and with zero crossing angle, f; is the LHC revolu-
tion frequency, nin, is the bunch-population product and
012)(x, y) is the normalized particle density in the trans-
verse (x—y) plane of beam 1 (2) at the IP.2 With the standard
assumption that the particle densities can be factorized into

! There exist multiple definitions of the concept of beam brightness,
depending on the type of beam and the application considered [18]. In
the context of the present paper, the term brightness refers to the particle
density in transverse phase space. For round beams, it is defined as
B =np/ey, where n), is the bunch population and €y the normalized
transverse emittance.

2 This paper uses a right-handed coordinate system with its origin at the
nominal IP, and the z-axis along the direction of LHC beam 1; the latter
circulates in the clockwise direction when the LHC rings are viewed
from above. The x-axis points from the center of the LHC ring to the
IP, and the y-axis points upwards.

@ Springer



17 Page 4 of 52

independent horizontal and vertical component distributions,
p(x,y) = px(x) py(»), Eq. (1) can be rewritten as

Ly = frning L (0x1, Px2) Qy(loyls Py2)7 (2)

where

Qy(ox1, px2) = /pn(X)pxz(x)dx

is the beam-overlap integral in the x direction (with an analo-
gous definition in the y direction). In the method proposed by
van der Meer [2] at the ISR (Fig. 1, top), the overlap integral
(for example in the y direction) can be calculated as

Ry (0)
J Ry(8y)dsy’

where Ry (3y) is the collision rate, or equivalently the lumi-
nosity in arbitrary units, measured during a vertical scan at
the time the two beams are separated vertically by the dis-
tance 8. Because the collision rate Ry (dy) is normalized to
that at zero separation Ry (0), any quantity proportional to
the luminosity can be substituted in Eq. (3) in place of R.
Defining the vertical convolved bunch size ¥y [1] as

1 [ R,(8,)ds,
Ry(©0)

Qy(,oylv py2) = 3)

5, = )
and similarly for X, the bunch luminosity in Eq. (2) can be
rewritten as

niny
Ly = Jr

= Jr e 5
2T, 5, ®)

which allows the absolute bunch luminosity at zero sepa-
ration to be determined from the revolution frequency fr,
the bunch-population product 7173, and the product X, X,
which is measured directly during a pair of orthogonal scans.

If the transverse density profile of each beam B (B =
1,2) can be described by a single Gaussian of width o;p
(i = x,y), the convolved widths are given by

Ti=\Jof +oj = \/:3?161'1 + Biein ©

where €;p is the geometrical emittance of beam B in plane
i, and B is the corresponding value of the 8 function at the
IP3 In such a case, the beam-separation dependence of the
collision rate is given by

52

i
2

Ri(8:) = Ri(0) e 7. %

The luminosity curve R;(§;) is also Gaussian, and %; coin-
cides with the standard deviation of that distribution. It is
important to note, however, that the vdM method does not

3 Throughout most of the present paper, and unless explicitly specified
otherwise, the IP B-function is implicitly assumed to be the same for

the two beams and in the two planes: 85, = B3, = B}, = B}, = p*.
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Fig. 1 Top: van der Meer method at the CERN ISR. Shown is the
monitor rate Ry (8y) as a function of the relative vertical separation §y
of the two beams (Figure reproduced from Ref. [21], © CERN). Bot-
tom: beam-separation dependence of the visible interaction rate mea-
sured at the ATLAS IP during a horizontal vdM scan in pp collisions
at /s = 8TeV (LHC fill 3311), before (red circles) and after (purple
squares) noise and background subtraction. The subtracted contribu-
tions are shown as triangles. The scan curve is fitted to a Gaussian func-
tion multiplied by a sixth-order polynomial, plus a constant. (Figure
reproduced from Ref. [22], © CERN, CC-BY-4.0 license)

rely on any particular functional form of R;(§;): the quanti-
ties X and X can be determined for any observed luminos-
ity curve from Eq. (4) and used with Eq. (5) to determine the
absolute luminosity at 6, = 8, = 0.

In the more general case where the factorization assump-
tion breaks down, i.e. when the particle densities cannot be
factorized into a product of uncorrelated x and y components,



Eur. Phys. J. C (2024) 84:17

Page 5 of 52 17

Eq. (2) no longer holds, and a single pair of horizontal and
vertical scans is no longer sufficient to measure the overlap
integral in Eq. (1). One must then generalize the formalism
to the two-dimensional case [3], and scan over a grid in the
(8, 8y) beam-separation space to measure the product of the
convolved bunch widths [1,16]:

1 [ Ry y(8. 8y) d8, do,

T 5] =
122y 27 Ry.4(0,0)

®)

Here the square brackets highlight the fact that in the presence
of non-factorization, the quantity [X,X,] can no longer be
broken down into a product of two independent quantities.
Equation (5), however, remains formally unaffected, as do
Egs. (9)—(10) below.

In terms of luminometer observables, the bunch luminos-
ity can be written as

£, = Lot ©)

Ovis

where [y i the average number of inelastic collisions per
bunch crossing detected by the luminometer considered, and
ovis 18 the associated visible cross-section. Since fiyis is a
directly measurable quantity, the calibration of the absolute
luminosity scale amounts to determining the visible cross-
section oyis. Equating the absolute luminosity computed
from beam parameters using Eq. (5) to that measured accord-
ing to Eq. (9), yields:
2w Xy Xy

Ovis = Mvis,pk— (10)

ninj
where tyis pk is the visible interaction rate per bunch cross-
ing reported at the peak of the scan curve (Fig. 1, bottom).
Equation (10) provides a direct calibration of the visible
cross-section oys in terms of the peak visible interaction rate
Mvis,pk» the product of the convolved bunch widths %, Xy,
and the bunch-population product nin;.

In the presence of a significant crossing angle, the formal-
ism becomes more involved [16,19,23]. A non-zero crossing
angle in either the horizontal or the vertical plane widens the
corresponding luminosity-scan curve by the so-called geo-
metrical factor F:

\/1 + tan? ,./2 (0121 + 0122)/(%21 + Uczz)
- cos 6./2 .

F

(1)

Here 6. is the full crossing angle, o,p (B = 1, 2) are the
RMS bunch lengths of beams 1 and 2, and o, p the transverse
single-beam sizes in the crossing plane. The peak luminosity
is reduced by the same factor. The corresponding increase in
the measured value of X, or X, is exactly compensated by
the decrease in (tyis pk, SO that Egs. (4)—(10) remain valid,
and no correction for the crossing angle is needed in the
determination of ovjs.

2.2 Beam conditions during van der Meer scans

The strength of the beam-beam interaction is tradition-
ally quantified by the linear beam—beam parameter, defined
as [18,24]:

_ niroZi Zy By,
27 Ajon,2 ¥2 0x1(0x1 + 0y1)

ng

12)

Here &, is the horizontal beam—beam parameter experienced
by beam 2 (B2), the “witness beam”; n1 is the bunch popula-
tion of beam 1 (B1), the “source beam™; ro = 62/47'560m,,c2
is the classical radius of the proton; Ajon, p and Zp (B = 1, 2)
are the atomic mass number and charge number of the beam-
B particle type (proton or fully stripped ion); B}, is the value
of the B2 horizontal § function at the IP; y» is the relativis-
tic factor of the B2 particles, and oy (oy1) is the horizontal
(vertical) transverse RMS size of B1. Formulas for the other
beam and the other plane are obtained by interchanging B1
and B2, and/or x and y.

For the most frequent case of pp collisions, Eq. (12) takes
the more familiar form:

_ ”17’0,3:2
21 yr ox1(0x1 + U}'l)

§x2
In the case of equally populated, equally sized round beams,
this expression becomes much simpler:

nro B*

B 471)/0&

(13)

where n is the bunch population, and o9 = /€ B* is the
nominal RMS beam size at the IP.

In 2018, during high-luminosity physics running in
proton-proton (pp) mode, the LHC collided up to 2544
bunches with typical initial intensities of 1.1 x 10'! p/bunch,
grouped in trains of 36 to 144 bunches with a minimum
interbunch spacing of 25ns. Beams crossed with a half-
angle 6./2 of £130purad in order to mitigate the impact
of the long-range beam—beam interaction at parasitic cross-
ings. At the start of stable beams, the emittance was typ-
ically 2um-rad [25], the single-bunch luminosity around
7.8 x 103%cm=2s~! at IP1 and IP5, and the total lumi-
nosity close to 1.9 x 103 cm™2s~! at each of these two
IPs. These values correspond to a pile-up parameter u of
around 55 inelastic pp collisions per bunch crossing, and
to a bunch-averaged, head-on beam—beam parameter (£) of
approximately 0.005. The brightness, however, varied sig-
nificantly along the bunch string, occasionally resulting in &
values as high as 0.007 for some of the bunches.

In contrast, during pp vdM scans (Table 1), the injected
emittance is deliberately blown up and the bunch popula-
tion significantly lowered, in order to reduce the impact of
beam—beam effects as well as minimize the unbunched-beam
fraction and the intensity of satellite bunches. The bunches

@ Springer
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are isolated rather than in trains, and their number is limited
to 152 at most, in order to eliminate parasitic crossings and
collide with zero crossing angle in the interaction regions
where the beam-line layout so permits. The § function at
the IP is increased such as to bring the pile-up parameter
@ down to around 0.5, i.e. in a regime where luminometers
are free of instrumental non-linearities; this carries the addi-
tional advantage that it significantly increases the transverse
luminous size, allowing a more precise measurement of its
beam-separation dependence [1,22].

2.3 Beam-beam-induced biases and their correction

The mutual electromagnetic interaction between colliding
bunches shifts their orbits, and therefore modifies their
transverse separation at the IP (Sect.2.3.1); it also distorts
their transverse density distributions (Sect.2.3.2). These two
effects depend on the nominal separation A dialed-in at each
scan step. Their combination impacts both the normalized
integrals (X, Xy) and the peak (iyis pk) of the luminosity-
scan curves used in determining the absolute luminosity
scale. The strategy for correcting the resulting biases is out-
lined in Sect. 2.3.3; its detailed implementation is developed
in later chapters, in particular in Sects. 4.2.3 and 4.6.5.

2.3.1 Orbit shift

When two positively charged bunches collide with a non-
zero impact parameter, they experience a mutually repulsive
angular kick equivalent to that of a dipole located at the col-
lision point, the strength of which depends on the beam sep-
aration. In the round-beam limit and for pp collisions, the
angular kick experienced by a B2 bunch during a horizontal
beam-separation scan is given by [26]:

2 /952
2ron1 8 | 1 — e 8 2%%
Oy = ” ?x 5 , (14)

and similarly for a vertical scan. Here §, (resp. §) is the hor-
izontal (resp. total) beam separation, and X g = X, = X, is
the transverse convolved beam size. This formalism has been
extended by Bassetti and Erskine [14] and by Ziemann [27]
to the case of elliptical beams.

This angular deflection, first observed at the Stanford Lin-
ear Collider in eTe™ collisions [26], can be measured using
beam-position monitors (BPMs) installed both upstream and
downstream of the IP, as illustrated in Fig. 2 for the LHC [28].

In a circular collider, the beam—beam angular kick expe-
rienced by each beam B (B = 1, 2) in the i-plane (i = x, y)
results in a shift of its position at the IP, given by [29]

*
bb __ 'BiB

sh— __TiB___ g 15
B~ 2tan(rQ;) P (13)
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Fig. 2 Total beam—beam deflection angle (B1-B2) as a function of the
nominal separation A (denoted here by “knob setting”), during a vertical
vdM scan at the ATLAS IP in pp collisions at /s = 8TeV (LHC
fill 3316). For each beam separately, the deflection angle is obtained
from the difference between the outgoing- and incoming-beam angles
measured by BPMs located in the LHC arcs outside the closed-orbit
bump used for the scans. The zero of the horizontal axis is arbitrary,
since only relative beam displacements matter. The vertical convolved
beam size, denoted here by X, is extracted from a fit to Eq. (14), shown
by the red curve, with as input the bunch-averaged population N. (Figure
reproduced from Ref. [28], © CERN)

where B* is the value of the B function at the IP and Q;
is the betatron tune. The actual beam separation at the IP §;
therefore differs slightly from the nominal separation A;:

8 = A; + 8%, (16)

where the beam—beam-induced change in beam separation,
hereafter denoted by “orbit shift”, is given by Sfb = Sf’lb —85’217 .
Since 8%’ is, to first order, proportional to the corresponding
beam-beam parameter &g (Eqs. (12) and (14)), the orbit
shift varies from one bunch to the next. The A-dependence
of 8;’ b mirrors that displayed in Fig. 2 for the deflection angle,
with a peak-to-peak swing of £(1-2) um under typical vdM-
scan conditions, to be compared to typical ¥; values in the
110-160 pm range. The value of (Sf’b changes from scan step
to scan step, thereby expanding in a non-linear fashion the
beam-separation scale, i.e. the horizontal axis of scan curves
such as that illustrated in Fig. 1b. As a result, the overlap
integral of Eq. (4) increases by typically 0.7-1.4% per plane,
corresponding to a positive correction to ov;s in the 1.4-2.8%
range.

In practice, the correction for the beam—beam orbit shift
is implemented as follows. At each scan step and for each
colliding-bunch pair separately, (Sf’b is calculated using the
Bassetti—Erskine formula [14], with as input the measured
bunch populations (1, n2) and uncorrected convolved bunch
widths (X, Xy), as well as the beam energy, the * setting
and the tunes. The separation-dependent collision rate R; (;)
is then integrated according to Eq.(4) to obtain the beam—

beam corrected values £°™ and Zﬁ’orb, using the beam—
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Fig. 3 Beam-beam force exerted by the B1 (B2) source bunch as a
whole (red curve), as a function of the betatron amplitude of a B2 (B1)
test particle, for equally sized round beams. The amplitude is in units of
the RMS beam size. The green and brown lines correspond to the linear
component of the force at amplitudes of zero and 4o respectively, and
are akin to the effect of a quadrupole. The short (long) double arrows
illustrate the range of transverse kicks experienced by a small (large)
amplitude particle for beams either in head-on collision (solid blue
lines), or transversely separated by 40 (dashed magenta lines)

beam corrected separation § (Eq. (16)) instead of the nominal
separation A. The agreement of this simple analytical pro-
cedure with the predictions of self-consistent multi-particle
simulations will be addressed in Sect. 3.5.

2.3.2 Optical distortions

Not only does the electromagnetic field of the B1 bunch
deflect the B2 bunch as a whole: it also acts as a non-linear

lens that perturbs the trajectory of the individual particles in
that bunch, thereby modifying the transverse density distri-
bution of both bunches in a separation-dependent manner.

For small-amplitude particles and beams in head-on colli-
sion (Fig. 3, short blue arrows), the force is rather linear and
resembles that of a quadrupole (dotted green line), resulting
in a tune shift proportional to the beam—beam parameter &£ and
in the subsequent dynamic-f effect [13]. This “quadrupole
strength” is proportional to the derivative of the beam—beam
force; it is largest, and repulsive, for small-amplitude parti-
cles, changes sign around 1.60, and becomes weakly attrac-
tive at larger amplitude (dotted brown line).

If for simplicity one assumes that for a given beam sep-
aration, all particles are subject to the same quadrupolar-
like force (the strength and sign of which depend on the
beam separation), then the value of S* at the scanning IP
is modulated by the linear component of the beam—beam
force. This results in a modulation of the transverse beam
size, and therefore in a beam—separation-dependent modula-
tion of the actual luminosity; however the actual shapes of
the transverse density distributions projected on the x and y
axes remain unaffected by the quadrupolar-like force. This is
the approximation that was adopted in the first implementa-
tion of the optical-distortion correction [12,13], and that will
be further discussed in Sect.3.1.

While for small amplitudes (short arrows) the force
remains approximately linear, at amplitudes larger than lo
(long arrows) it includes significant non-linear contributions.
Large-amplitude particles, therefore, experience a tune shift
and a B-beating that depend both on the particle amplitude
(short vs. long arrows) [30], and on the beam separation (blue
vs. magenta arrows). The resulting optical distortions include
not only a change in optical magnification as in Ref. [13], but

Table 1 Beam conditions

during vdM scans at the LHC. Parameter

Typical scans (LHC Run 2)  Reference parameter set

Middle column: typical
parameters during the
2015-2018 pp scan sessions at
/s = 13TeV. Right column:
reference parameters used for
the cross-validation of the
beam—beam codes described in
Sect. 3; the parameter values are
chosen to match those used