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Abstract: This paper presents the design and characterisation of a front-end prototype ASIC for
the ATLAS High Granularity Timing Detector, which is planned for the High-Luminosity phase
of the LHC. This prototype, called ALTIROC1, consists of a 5×5-pad matrix and contains the
analog part of the single-channel readout (preamplifier, discriminator, two TDCs and SRAM).
Two preamplifier architectures (transimpedance and voltage) were implemented and tested. The
ASIC was characterised both alone and as a module when connected to a 5×5-pad array of LGAD
sensors. In calibration measurements, the ASIC operating alone was found to satisfy the technical
requirements for the project, with similar performances for both preamplifier types. In particular,
the jitter was found to be 15±1 ps (35±1 ps) for an injected charge of 10 fC (4 fC). A degradation
in performance was observed when the ASIC was connected to the LGAD array. This is attributed
to digital couplings at the entrance of the preamplifiers. When the ASIC is connected to the
LGAD array, the lowest detectable charge increased from 1.5 fC to 3.4 fC. As a consequence,
the jitter increased for an injected charge of 4 fC. Despite this increase, ALTIROC1 still satisfies
the maximum jitter specification (below 65 ps) for the HGTD project. This coupling issue also
affects the time over threshold measurements and the time-walk correction can only be performed
with transimpedance preamplifiers. Beam test measurements with a pion beam at CERN were also
undertaken to evaluate the performance of the module. The best time resolution obtained using only
ALTIROC TDC data was 46.3±0.7 ps for a restricted time of arrival range where the coupling issue
is minimized. The residual time-walk contribution is equal to 23 ps and is the dominant electronic
noise contribution to the time resolution at 15 fC.
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1 Introduction

The large increase in the number of interactions per bunch crossing (known as pileup) is one of the
main experimental challenges for the High-Luminosity LHC (HL-LHC [1]) physics program. The
High Granularity Timing Detector (HGTD) [2] will contribute to pileup mitigation in the forward
region of the ATLAS detector [3] by exploiting high-precision timing information to distinguish
between collisions occurring close in space but well-separated in time. In addition, the number of
collected hits being proportional to the luminosity, it will provide an instantaneous measurement
of the luminosity, reading this information at 40 MHz. The HGTD will use Low Gain Avalanche
Diode (LGADs) [4, 5] sensors, which are designed to provide a most probable charge value of 4fC
for a minimum ionizing particle at the largest radiation level seen by the detector (which is 2.5×1015

neq/cm2 and 2.5 MGy). The typical number of hits per track in the detector was optimized so that
the target average time resolution per track for a minimum ionising particle is 30 ps at the start of
the HGTD lifetime, increasing to 50 ps at the end of HL-LHC operation.

Each LGAD sensor pixel is read out by a front-end ASIC channel. This ASIC, called ALTIROC
(ATLAS LGAD Time Read Out Chip), is one of the key elements in the design of this new detector
concept. This ASIC must match the excellent timing performance of the LGAD. For unirradiated
LGAD sensors, the electronic jitter for an input charge of 10 fC is required to be smaller than 25 ps.
At the maximum fluence, the requirement is relaxed due to the reduced sensor gain: the electronic
jitter for an input charge of 4 fC is required to be smaller than 65 ps. The time-walk effect (after
correction) and time-to-digital converter contributions should be smaller than 10 ps. Since the
most probable charge value is 4 fC at the maximum fluence and considering the width of Landau
distribution, the lowest detectable charge should be at most 2 fC to have an efficiency to detect a hit
above 95%.

The ALTIROC design is such that the signal is amplified before entering a fast discriminator.
A time-to-digital converter (TDC) system provides the time of arrival (TOA) with respect to the 40
MHz clock if the rising edge of the discriminator arrives within a 2.5 ns window centred on the
LHC bunch crossing. A second TDC, using both the rising and falling edges of the discriminator,
provides a time over threshold (TOT) used as an estimate of the signal amplitude to correct for
the time-walk effect offline. The performance of the first prototype version (ALTIROC0), which
contained only the preamplifier and the discriminator, was described in Ref. [6]. In this paper, the
design and performance of a second prototype version (ALTIROC1) are presented. This second
version consists of a 5×5-pad matrix instead of 2×2-pad matrix, in which two TDCs and an SRAM
were added to the single-channel readout. Two preamplifier architectures were implemented: a
transimpedance preamplifier (TZ) for the 15 first channels and a voltage preamplifier (VPA) for the
remaining 10 channels.

The ALTIROC1 design is described in section 2, followed by a section on the readout system
used to characterise the devices (section 3). The results are presented in two different sections, the
first contains the results obtained on a test bench with a calibration signal (section 4) and the second
contains results obtained in beam tests (section 5).

– 2 –



2 Design

2.1 Preamplifier

High-frequency (GHz) preamplifiers are essential for picosecond time measurements as the jitter
scales with the noise divided by the signal slope (or bandwidth). As shown in Ref. [6], the rise
time also depends on the sensor current duration (typically 500 ps) as this current initially gets
integrated with the sensor capacitance. The optimum preamplifier speed is obtained by balancing
risetime against sensor current duration (a faster preamplifier just adds electronic noise whereas a
slower one degrades the jitter).

In early studies, commercial or custom-made discrete radio frequency (RF) voltage ampli-
fiers were used to read out the LGAD sensors. In contrast, for the ASIC, two architectures were
tested: voltage-sensitive and current- or transimpedance-sensitive preamplifier configurations were
made available, differing in resistor feedback. Indeed, low-feedback resistors yield small input
impedance and current-sensitive preamplifiers, whereas high-feedback resistors lead to voltage-
sensitive preamplifiers. The input impedance has no impact on the output risetime but changes the
decay time, potentially affecting the occupation time. In principle, the voltage-sensitive configura-
tion exhibits lower parallel noise (larger RF) but the longer signal duration makes it more sensitive
to low-frequency noise, such as the digital noise discussed below. Moreover, the 40 MHz repetition
rate at the LHC precludes a decay time longer than a few tens of nanoseconds and therefore the
resulting “voltage preamplifier” more closely resembles another transimpedance preamplifier, but
the naming scheme is maintained to distinguish the two configurations. The “voltage preamplifier”
uses a 25 kΩ feedback resistor (RF) giving an input impedance of ∼ 1 kΩ, whereas the “tran-
simpedance preamplifer” uses 4kΩ giving ∼300 Ω. The corresponding output waveforms can be
seen in Figure 1.

Both preamplifiers are built around a cascoded common source NMOS amplifier to ensure
high bandwidth (see Figure 2). The drain current (𝐼𝑑) of the input transistor is adjustable between
200 𝜇A and 1 mA. The transistor size is optimized to operate close to weak inversion while keeping
its capacitance small compared to that of the sensor. The operating current is chosen to minimize
the series noise while not dissipating too much power (< 2.25 mW/ch for the analog part). A
PMOS follower is added to isolate the load from the discriminator. The total preamplifier power
consumption is 0.85 mW using a nominal current 𝐼𝑑 = 600𝜇A in the input transistor. A bank of
seven capacitors (from 0 to 3.5 pF) can be connected by slow control to the preamplifier input to
emulate the sensor capacitance when measuring the ASIC alone. They are not used when the ASIC
is connected to the LGAD sensor array.

2.2 Discriminator

The measurement of the TOA of the particles is performed by a discriminator that follows the pream-
plifier. The discriminator rising edge position provides the TOA. Combining this information with
the falling edge position, provides the TOT. To ensure a jitter smaller than 10 ps, the discriminator
is built around a high-speed leading edge architecture with hysteresis to avoid re-triggering effects.
Two differential stages with small input transistors are used to ensure a large gain and a large band-
width (∼0.7 GHz). A 10-bit DAC (with a step size of 0.4 mV) is used to set a common discriminator
threshold (𝑉th) to all channels although 9 bits would have been sufficient. An additional 7-bit DAC
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Figure 1: Output amplitude as a function of time for voltage and transimpedance preamplifiers for
an LGAD signal. The voltage preamplifier is labelled VPA while the transimpendence preamplifier
is labelled TZ.

Figure 2: Preamplifiers schematics.

(with a step size of 0.8 mV) allows threshold corrections to be made individually for each channel
to compensate for differences amongst them or for different values of sensor leakage current. The
TOT obtained from the width of the discriminator is used to perform time-walk correction of the
TOA measurement. Each discriminator output is sent to a sampling cell to generate a “Hit Flag”
bit, that is equal to 1 in case of a hit or to 0 in case of no hit. The discriminator’s power consumption
is slightly less than 0.4 mW.
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2.3 Time-to-digital converter

The target quantisation step of the TDC for the TOA is 20 ps, and is below the gate-propagation delay
in 130 nm technology, thus the Vernier delay line configuration is employed. This configuration
consists of two lines, each composed of a series of delay cells implemented as differential shunt-
capacitors, controlled by a voltage signal that determines their delay. The timing resolution is
determined by the difference in the delays of the cells in each line. The TOA will be measured
within a 2.5 ns window centred at the bunch-crossing. An internal phase shifter is used to align
events within the 2.5 ns acceptance window. The hits have a time dispersion with an RMS of about
300 ps, so that such a window aligned with a precision of 100 ps contains all the hits. The maximum
conversion time for a 2.5 ns range must be below 25 ns so that hits happening in the following bunch
crossing can be converted.

Figure 3: Graphical representation of the working principle of the TDC. The drawing on the top
left shows how the START and STOP signals are generated, the first with the discriminator output
upon event detection, the second corresponding to the next clock edge. The gray area indicates the
2.5 ns detection window. On the top right, the schema represents the TDC, with the “slow” delay
line (140 ps cells) that propagates the START signal, and the fast delay line (120 ps cells) in which
the STOP signal is propagated. The difference between delays defines the bin. After each cell the
signals are compared (Q1, Q2, ...), and the bin number provides the converted measurement.

A graphical representation of the working principle of the TDC can be found in Figure 3. In
the slow line, the control voltage fixes the delay of each cell to 140 ps, while on the fast line it
fixes it to 120 ps. The START signal (rising edge of the discriminator) enters the slow delay line
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while the STOP signal (next rising edge of the 40MHz clock) enters the fast delay line. Although
initially the START signal is ahead of the STOP one, each delay-cell stage brings them closer by
an amount equal to the difference between the slow and fast cell delays, i.e. 20 ps. The number
of cell stages necessary for the STOP signal to surpass the START signal represents the result of
the time measurement with a quantisation step of 20 ps. A cyclical structure is employed to reduce
the number of cells per line and results in a smaller occupied area. Since the time measurement
is initiated only upon signal detection (instead of at each time-measurement window), the reverse
START-STOP scheme is used as a power-saving strategy. The conversion time of a 2.5 ns input
time interval is 21 ns, finishing before the next bunch crossing.

The TOT TDC provides a 9-bit digitization of the discriminator width, on a 20 ns range. It
uses an additional coarse delay line made of 160 ps delay cells to extend the measurement range to
20 ns, while a Vernier delay line provides the requested fine resolution of 40 ns. The START and
STOP signals are given by the rising edge and by the falling edge of the discriminator respectively.

As mentioned before, the delay cells of both TDCs are implemented as differential shunt-
capacitor voltage-controlled delay cells. Their delay is set by a control voltage (𝑉ctrl) that controls
the load of the cell. Three control voltages are necessary to control the three delay lines used in the
TDCs: 𝑉ctrl_fast to set the cell delay of fast cells to the desired value of 120 ps,𝑉ctrl_slow to set the cell
delay of slow cells to 140 ps for slow cells and𝑉ctrl_coarse to set the cell delay of slow cells to 160 ps.
These control voltages are generated by three delay-locked loops (DLLs) located in the periphery of
the ASIC and built around a classical architecture (phase comparator and a charge pump current).
Additional open-loop per-channel trimming is present to minimize dispersion between channels due
to cells mismatches. Each DLL uses the very same delay cells as those used in the corresponding
controlled delay lines: this ensures that the TDC steps don’t vary either with PVT (Process Voltage
Temperature) parameters or under irradiation. A compensation system is integrated for each DLL
in case if improper locking. This system consists of adding or removing a tuneable current into
the charge pump capacitor. On the test bench some of the DLLs exhibited locking issues, so this
compensation system was used for the measurements described in this paper.

The TDC power consumption is dependent on the time-interval being measured. For the TOA
TDC using 2.5 ns (full dynamic range), the average power consumption over the 25 ns measurement
period is about 5.2 mW. It is only 3.5 mW for a time-interval equal to half the dynamic range.
Thanks to the reverse START-STOP operation, the power consumption of the TDC is much lower
in the absence of a hit over threshold. This results in an average power consumption per channel
of 1.1 mW for both TDCs, assuming a time interval uniformly distributed (1.25 ns average) and a
maximal channel occupancy of 10%.

2.4 SRAM

A memory is integrated for each channel. It is implemented as a circular memory (SRAM) to
continuously store data, with a depth of 10 𝜇s. It is built around a standard 6T cell configuration
and it is written at a rate of 40 MHz. However, for power saving purposes, only the Hit Flag bit
generated by the discriminator sampling cell is written if no hit occurred. Conversely, if there is a
hit, the 16 bits of time measurement information (7 bits for the TOA and 9 bits for the TOT) as well
as the Hit Flag bit are written. The FIFO is read for each L1 signal arrival and the readout data are
then serialized before being sent to the acquisition system.
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2.5 Calibration: charge and digital injection

An internal pulser, common to all channels, is integrated to inject charge, producing a signal
mimicking one from an LGAD sensor. The pulser consists of a programmable DC current, which
is tuneable with an internal 6-bit DAC, that flows continuously through a 50 kW resistor (𝑅) until
it is interrupted by a command pulse, cmdpulse, that shorts the resistor to ground (see Figure 4). A
voltage step (V𝑠𝑡𝑒𝑝) equal to −𝑅 × 𝐼𝐷𝐴𝐶 , is then generated and sent through the internal 200 fF test
capacitors (C𝑡𝑒𝑠𝑡 ) of the selected channel. The input charge (𝑄𝑖𝑛 𝑗) is equal to 𝐶𝑡𝑒𝑠𝑡 ×𝑉𝑠𝑡𝑒𝑝 and the
dynamic range goes from 0 to 250 mV or 0 fC up to ∼40 fC (step ∼ 0.6 fC). A resistor R𝑡𝑒𝑠𝑡 can
be added in series with the C𝑡𝑒𝑠𝑡 capacitor in order to slow down the injected calibration signal and
mimic the rising edge (around 600 ps). The absolute value of C𝑡𝑒𝑠𝑡 and R𝑡𝑒𝑠𝑡 are known within
10% and the relative value between channels is within 1%. The command pulse is synchronous
with the 40 MHz clock and its relative phase can be moved through slow control parameters by
steps of 10 ps to perform the calibration of the TOA bin.

To study the TDC performance specifically, but also to perform the calibration of the TOT bins,
a digital injection (called external discriminator) is used. In this mode the discriminator output is
bypassed, and a discriminator-like signal is injected in the TDC. Both the start time and the width
of this signal can be tuned with a 10 ps step by slow control parameters.

Figure 4: Pulser schematics.

2.6 Layout

A prototype ASIC with 25 channels has been designed using CMOS 130 nm technology. It consists
of 15 transimpedance preamplifier channels that equip the first three columns, and 10 voltage
preamplifier channels that equip the last two columns, as can be seen in Figure 5a. Each channel is
made of a preamplifier followed by a discriminator, 2 TDCs and an SRAM with a depth of 10 𝜇s.
The size of the chip is 7.6 mm × 7.7 mm to accommodate the bump bonding to a sensor array with
a 1.3 mm × 1.3 mm pad size.

To understand the performance of the ASIC, an analog probe was integrated inside the prototype
ASIC. This probe allows the preamplifier signal to be read out by an oscilloscope. When this probe
is enabled, the preamplifier output is not only sent to the discriminator but also to an amplifier
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(a) (b)

Figure 5: ALTIROC1 layout (a) and dice (b).

allowing signal to be monitored with an oscilloscope. In a similar way, a digital probe allows
the output of the discriminator, that is sent to the TDC, to be monitored with an oscilloscope. A
summary of the main characteristics of ALTIROC1 can be found in table 1.

ALTIROC1 size 7.6 mm × 7.7 mm
ALTIROC1 pad size 1.3 mm × 1.3 mm

Preamplifier power consumption 0.85 mW
Discriminator power consumption 0.4 mW

TOA and TOT TDC power consumption 1.1 mW

Table 1: Main characteristics of ALTIROC1.

3 Readout system and devices

The custom ASIC read-out board of ALTIROC1 is shown in Figure 6a. The ASIC is mounted in
the dedicated central region of the board. An L-shaped high voltage (HV) pad is positioned next to
it, providing space for the HV wire bonds needed for the sensors. To understand the performance
of the ASIC prior to the digitization step, two analogue probes, one for the preamplifier and one for
the discriminator output, are integrated. The board also contains various probes of the DC voltages
that configure the delay values of the TDC cells.

A separate board was designed to integrate the custom FPGA, the powering units and a clock
generator. A photograph of this board can be seen in Figure 6b. The FPGA is responsible for the
transmission of clocks and slow control bits to the ASIC as well as the digital data acquisition.
Dedicated firmware and software were developed for the characterisation of ALTIROC1 [7]. A
PCIe cable ensures the interconnection of the two boards. The system can be operated either in
self-trigger mode when the ASIC registers a hit, or as a “slave” by receiving an external trigger. It
can also provide a trigger output, allowing for synchronization with other devices.
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To reduce the noise contributions of various powering and digital signals to the ASIC, a small
interface board, shown in Figure 6a, was designed and integrated in the system. This board is
connected between the ASIC board and the PCIe cable end and allows to switch various signals and
add RC filters through footprints on the back side.

(a) (b)

Figure 6: Photograph of an ALTIROC1 read-out board together with the small noise-filtering
interface board (a) and an FPGA board (b). On the ALTIROC1 board, the ASIC is bump-bonded
to an LGAD.

For the measurements presented in this paper, two boards were used. The first had only an
ASIC mounted on it and will be referred as the “ASIC board” hereafter. The second one, shown in
Figure 6a, had an ASIC bump-bonded to a sensor and will be referred as the “sensor board”. For this
latter board, an HPK2 W42 5×5-pads sensor produced by Hamamatsu Photonics was used. HPK2
is the second sensor HPK production focused on the research and development for the ATLAS and
CMS timing detectors [8]. This production has a deep and narrow multiplication layer implanted
in a high-resistivity bulk. Four splits of p-gain dose are implanted. HPK2 W42 belongs to the
fourth split with the lowest doping level. The interconnection between the ASIC and the sensor was
performed with the flip chip method after under-bump metallization deposition using 115 𝜇m thick
SnAg bumps.

4 Test bench results

This section presents the characterisation of ALTIROC1 with a test bench. For the ASIC board, a
capacitor was connected through a programmable switch to the preamplifier input, mimicking the
LGAD sensor capacitance and thus allowing the study of the device’s performance as a function
of the detector capacitance 𝐶𝑑 . The capacitance was tuneable from 0 pF to 3.5 pF with a step of
0.5 pF and the maximal value was always used to be as close as possible to the detector capacitance
of an LGAD. All the measurements were performed with only one channel activated, meaning the
preamplifiers, discriminators, TDC and SRAM of all other channels were turned off. When an
ASIC was connected to a sensor, the latter was always operated at a bias voltage high enough to
ensure its full depletion.
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The first step towards the evaluation of the full single-channel readout is the calibration of
the TDC since the TDC quantization steps are needed to obtain the real values of the TOA and
TOT. This was achieved by sending a square external trigger pulse directly to the TDC inputs, the
delay of which was adjustable in 10 ps steps. This bypassed the preamplifier and discriminator,
allowing direct measurements of the TOA as a function of the delay, as shown in Figure 7a. The
measured TOA TDC quantization step was found to be around 21.4 ps, slightly above the nominal
value of 20 ps. As a consequence, the maximum TOA that could be converted was slightly larger
than the nominal window of 2.5 ns. The uniformity of the quantization step for the TOA is shown
on Figure 7b and is better than 3%. Measurements are missing for a few channels due to an issue
with the SRAM which will be solved for the next ASIC version. The external trigger had a variable
width, adjustable in 10 ps steps which was used to measure the quantization steps for the TOT.
The averaged measured quantization step is 155.2 ps (38.1 ps) for the coarse (fine) TOT, close to
the nominal value of 160 ps (40 ps). The measured dispersions are better than 2% (5%), as can
be seen in Figure 7b. All these results are already close to the nominal values and they can be
further improved using internal TDC slow control parameters to adjust the quantization steps for
each channel individually. These further studies are outside the scope of this paper.
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Figure 7: (a) TOA as a function of the delay together with a linear fit. (b) Quantization step
as a function of the channel number for TOA, coarse TOT (TOTC) and fine TOT (TOTF). The
measurements were performed with the external discriminator for the sensor board.

As described in section 2.5, the test bench measurements can also be performed with a 𝐶test

capacitor of 200 fF (selectable by slow control) together with a calibration pulser. The pulser
generates a Dirac input charge with a relative precision between channels of ∼ 1%. The charge
is injected at the input of the preamplifier. In this setup, a common 10-bit DAC is used to set the
common discriminator threshold for all the channels. The dynamic range goes from 650 mV up
to 1 V in steps of 0.4 mV. Using this configuration, the common threshold value was scanned to
compute the efficiency, as illustrated in Figure 8a for two different input charges. The efficiency
curves were fitted with a Gauss error function:
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𝐴 × (1 + erf
−(𝑥 − 𝜇)
√

2𝜎
) (4.1)

where 𝐴 is a normalisation factor equal to 0.5 when the highest efficiency is 1, 𝜇 and 𝜎 are the
expected value and the square root of the variance of the related Gaussian function, respectively.
The parameter 𝜎 is an estimator of the voltage noise (N) of the preamplifier output. Since the signal
generated by the internal pulser is synchronous with the 40 MHz clock, this noise measurement is
not sensitive to any digital coupling synchronized with the clock. For the ASIC board, the noise
was measured to be 1.0±0.1 mV for transimpedance preamplifiers and 0.7±0.1 mV for voltage
preamplifiers. The noise for the sensor board is larger than that of the ASIC board by around 20%.
The preamplifier’s gain was computed as the difference of the Gauss error function expected values
for two input charges divided by the difference of the injected charges. For the transimpedance
preamplifiers the gain was measured to be 4.9±0.2 mV/fC irrespective of the presence of an LGAD
sensor array. For the voltage preamplifiers, the gain is similar to the transimpedance preamplifiers
when there is no sensor array (4.7±0.2 mV/fC). However, the gain is ∼20% lower in the presence of
an sensor array (3.7±0.2 mV/fC). This result is not understood. All these numbers are summarized
in table 2 together with other quantities characterising the ASIC performance described below.
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Figure 8: (a) Efficiency as a function of the discriminator threshold for the ASIC board for a
transimpedance preamplifier. The scan automatically stops when the efficiency is 0 for 5 consecutive
measurements. (b) Efficiency as a function of the charge for the lowest possible threshold for
transimpedance preamplifiers. For the two figure, the data are fitted with an Gauss error function.
The vertical line represents the charge value at which the efficiency is 99%.

The discriminator threshold was also scanned to find the lowest detectable charge (Q𝑚𝑖𝑛)
which is obtained for the lowest discriminator threshold with no data and when no charge is
injected. Figure 8b shows the efficiency as a function of the charge for the lowest discriminator
threshold. The data were fitted with a Gauss error function, and this fit was used to extract the
lowest detectable charge (defined as the charge value corresponding to an efficiency of 99% and
represented as a vertical dashed line on the figure). For the ASIC board, the lowest detectable
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Transimpedance preamp. Voltage preamp.
ALTIROC ALTIROC ALTIROC ALTIROC

+LGAD +LGAD
N [mV] 1.0±0.1 1.2±0.1 0.7±0.1 0.8±0.1

Gain [mV/fC] 4.9±0.2 4.9±0.2 4.7±0.2 3.7±0.2
dV/dt (Q𝑖𝑛 𝑗 =10fC) [mV/ps] 0.18±0.01 0.16±0.01 0.14±0.01 0.11±0.01
N/(dV/dt) (Q𝑖𝑛 𝑗 =10fC) [ps] 13±1 18±1 13±1 18±1

Q𝑚𝑖𝑛 [fC] 1.5±0.1 3.4±0.1 1.5±0.1 3.4±0.1
jitter (Q𝑖𝑛 𝑗 =10fC) [ps] 15±1 19±1 15±1 17±1

Table 2: Summary of the main averaged ALTIROC signal and noise parameters for transimpedance
and voltage preamplifiers and for the ASIC and sensor boards.

charge was found to be on average 1.5±0.1 fC regardless of the preamplifier type, with a dispersion
of 0.2 fC. These results match the ASIC requirement. However, when the ASIC was connected
to an LGAD sensor array, the lowest detectable charge increased to 3.4±0.1 fC, regardless of the
preamplifier type, with a dispersion of 0.3 fC. The degraded performance is attributed to a digital
coupling synchronized with the 40 MHz clock. The digital activity at the channel level generates a
40 MHz digital noise, not included in the noise measurements in table 2, that is partially injected
through the ground of the preamplifier and so amplified by it. The floorplan has been improved for
the next version of the ASIC to decrease this effect.

The threshold scans were used to reconstruct the analog pulse shape using the information of
the TDC by computing the average TOA and TOT for each value. Figures 9a and 9b show the
reconstructed pulse shape for transimpedance and voltage preamplifiers respectively, for an injected
charge of 10 fC. In each case, the results with and without an LGAD sensor array are compared.
First of all, the pulse duration is significantly lower for the transimpedance preamplifier compared
to the voltage preamplifier, as expected (see figure 1). The presence of the LGAD sensor array alters
the pulse shape, particularly the falling edge, due to couplings at the entrance of the preamplifier.
This effect is more prominent for the voltage preamplifiers and has significant implications for the
TOT measurements, as described below. The rising edge is not affected by this issue and the pulse
derivative (𝑑𝑉/𝑑𝑡) is extracted using a linear fit (see table 2). The pulse derivative is larger for
the transimpedance preamplifiers compared to the voltage preamplifiers, compensating for a larger
noise. The expected jitter computed as 𝑁/(𝑑𝑉/𝑑𝑡) is identical for the two types of preamplifiers
for the ASIC board and is equal to 13±1 ps. The expected jitter is slightly larger in the presence of
an LGAD sensor array and is equal to 18±1 ps.

The jitter can be calculated from the RMS of the TOA distribution. Figure 10a shows the
jitter variation as a function of the input charge for the ASIC and sensor boards. In the case of
the ASIC board, the discriminator threshold was set to 2 fC while for the sensor board, the lowest
possible threshold was used (Q𝑚𝑖𝑛=3.4 fC). The jitter is averaged over all channels separately for
the two preamplifier types. The contribution to the jitter, which is independent of the charge due to
the clock distribution and the TDC, was subtracted from the measurements. This contribution was
obtained from the width of the TOA distribution for the highest injected charge (∼40 fC) and was
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Figure 9: Reconstructed analog pulse using timing information from threshold scans for tran-
simpedance (a) and voltage (b) preamplifiers.

found to be about 15 ps. The jitter is very similar for transimpedance and voltage preamplifiers but
differences were observed with and without the sensor array, in particular at low charge. For an
injected charge of 10 fC, the jitter is 15±1 ps for the two preamplifier types for the ASIC board. For
the sensor board, the jitter is 19±1 ps (17±1 ps) for transimpedance (voltage) preamplifiers. The
values agree with the prediction using the measured noise and the derivative of the pulse, as shown
in table 2. The results satisfy the ASIC specification. The reasonable agreement with and without
the sensor array confirms that the 3.5 pF capacitor connected to the preamplifier correctly mimic
the presence of an LGAD array.

For an injected charge of 4 fC, the jitter was measured to be 35±1 ps for the ASIC board
regardless of the preamplifier type. The value scaled reasonably well with the expected charge
dependence of the jitter. However, when the sensor array was attached, the jitter significantly
degraded. This effect was traced back to a non-optimal value of the discriminator threshold utilized
in the measurements, due to the aforementioned digital coupling. Figure 10b shows that the jitter
for an injected charge of 4 fC increases with the charge threshold for the ASIC board using a
transimpedance preamplifier. Since the jitter is proportional to the pulse derivative and that the
pulse derivative reaches a maximum at half of the signal amplitude, the jitter is expected to be
minimal for a threshold of ∼2fC. The jitter is also expected to increase at lower thresholds, but
measurements with a threshold below 1.5 fC are not possible due to the noise. The jitter of the
ASIC board was measured using the same thresholds as those used for the sensor board, and similar
jitter levels were observed. These results confirm that the difference in jitter can be attributed to
the difference in the discriminator thresholds between the two boards. Even though the jitter is
degraded with the presence of the LGAD sensor array, the values are still in agreement with the
specification (below 65 ps).

To correct for time-walk effect, the TOT is used to estimate the signal charge. Figure 11 shows
the TOT (computed with a threshold equal to ∼3.4 fC) as a function of the injected charge. For the
ASIC board, the variation of the TOT with the charge is smooth and, as expected, the TOT range is
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Figure 10: (a) Jitter averaged over all channels as a function of the injected charge after floor
substraction. (b) Jitter averaged over all channels as a function of the charge threshold for the ASIC
board using a transimpedance preamplifier.

larger for the voltage preamplifier compared to the transimpedance preamplifier. When the ASIC
is connected to an LGAD sensor array, the TOT measurements are perturbed by the couplings at
the input of the preamplifiers, as shown in figure 1. For the voltage preamplifier, the TOT does
not scale proportionally with the injected charge as already observed in reference [6]. In this case,
the TOT can’t be used to correct for time-walk effect. Given its shorter pulse, the transimpedance
preamplifier is less sensitive to this issue. However, for a charge larger than 15 fC, the TOT has
a weak dependence on the input charge, making the time-walk correction less efficient. The next
section compares different methods to perform the time-walk correction using beam test data.

5 Beam test results

5.1 Data analysis

The ALTIROC1 sensor board was exposed to 120 GeV pions at the H6B beamline at the CERN-SPS
North Area during two weeks in Autumn 2021. The setup was similar to the one used in previous
HGTD beam tests [6, 9–11] and the differences are mentioned below. The setup included a EUDET
telescope [12] based on six MIMOSA pixel planes, combined with an FE-I4 [13] readout chip-based
module. The trigger logic was handled by a programmable Trigger Logic Unit (TLU) [14]. The
telescope was only used for the alignment.

The timing reference was provided by two Cherenkov counters consisting of a 6×6 mm2 quartz
bar coupled to a 5×5 mm2 silicon photomultiplier (SiPM). analog ASIC probe were sampled by
a Lecroy oscilloscope with sampling rate of 20 GSamples/s and a bandwidth of 2.5 GHz. The
40 MHz clock was also sampled to be able to associate the digital information to the oscilloscope
pulses.

A trigger was issued by ALTIROC when a hit was recorded, initiating the data acquisition of the
oscilloscope. While the digital data acquisition was done continuously, the oscilloscope buffered
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Figure 11: Distribution of the TOT as a function of the injected charge for the ASIC board (top)
and the sensor board (bottom) for a transimpedance (left) and voltage (right) preamplifier.

the data until its memory was full. At this point it was necessary to pause the data acquisition and
transmit the oscilloscope data. Therefore, a “busy” logic was implemented in the FPGA to stop the
ASIC acquisition while the oscilloscope was read out. A common event number provided a unique
mapping between the two data streams.

A complete description of the oscilloscope waveform processing can be found in Ref. [10].
The maximum of the pulse amplitude was estimated as the sample with the maximum amplitude.
The TOA for each quartz+SiPM system was calculated using the constant fraction discriminator
(CFD) method: it is defined as the point at which the signal crosses 20 % of its maximal amplitude.
The value was chosen to minimize the time resolution. Three independent time measurements were
available, allowing the time resolution for each device to be extracted. The first measurement is the
one provided by the sensor board and the two others are the ones from the quartz+SiPM systems.
The times are measured with respect to the 40 MHz clock. Three time differences can be computed
and fitted individually with a Gaussian function to extract the root mean square width. For each
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pair, this Gaussian width is equal to the quadratic sum of the time resolution of each device. This
gives a linear system of three equations and three unknowns which can be solved analytically. The
time resolution of the sensor board extracted with this method is the quadratic sum of the Landau
fluctuations on the signal shape, the ALTIROC jitter, the clock jitter and the time-walk residual
effect.

All the measurements were performed at room temperature. The device was operated close to
breakdown (-265 V), resulting in a MIP charge deposit of about 15 fC. The ALTIROC discriminator
threshold was set to 5 fC.

5.2 Results

The time resolutions of the two quartz+SiPM systems were measured to be 43.4±0.7 ps and
58.6±0.7 ps. The system with the smallest time resolution is used in the following figures. The
time of the quartz+SiPM system is measured with respect to the 40 MHz clock, allowing direct
comparisons with the TOA measured by ALTIROC.

As explained in the previous section, the TOT can’t be used to correct the time-walk effect
for the voltage preamplifiers. Hence, this type of preamplifier is not considered in this section.
For transimpedance preamplifiers, various strategies to perform the time-walk are presented and
compared.

5.2.1 TOT measurements

Figure 12a shows the average preamplifier probe signal shape, normalized to unity, for various values
of the TOA. The pulse shape depends on the TOA of the incoming particles due to the coupling
issues mentioned above. Consequently, the TOT depends on the TOA, as shown in figure 12b. The
smaller the TOA, the closer it is to the 40 MHz clock edge. For TOA values greater than 1600 ps,
the TOT becomes almost independent of the TOA.

0 1000 2000 3000 4000 5000 6000 7000

Time [ps]

0.2−

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 a
m

pl
itu

de

TOA=0ps

TOA=1000ps

TOA=2000ps

ATLAS HGTD  Test Beam

(a) (b)

Figure 12: (a) Preamplifier probe waveform for various TOA values. (b) TOT as a function of the
TOA.
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5.2.2 Time-walk correction using preamplifier probe information

Figure 13a shows time difference between the TOA measured by the sensor board and that from
the quartz+SiPM system as a function of preamplifier probe amplitude. The black dots display
the mean for each preamplifier probe amplitude slice and the red line is a polynomial fit to these
points used to perform the time-walk correction. Figure 13b shows the distribution of the time
difference between the TOA measured by the sensor and that from the quartz+SiPM system before
and after time-walk correction. The time resolution of the sensor board is 65.1±0.7 ps before and
40.2±0.7 ps after time-walk correction. The time resolution after correction is compatible with the
time resolution measured at room temperature for HPK2 sensors with the same doping level with a
radioactive 𝛽 source for an input charge of 15 fC, read out with custom electronics boards [15]. One
can conclude that the jitter is the same for the two electronic circuits and that the residual time-walk
contribution is negligible.

The time-walk can also be corrected using the TOT computed from the preamplifier probe,
which is a proxy for the signal amplitude. Figure 14 shows the variation of the time resolution
after time-walk correction as a function of the threshold used to compute the TOT. For the largest
threshold, the jitter is similar to the one obtained using the preamplifier probe amplitude for the time-
walk correction. Lowering the thresholds results in an increase in time resolution. For instance, the
time resolution after correction is 55±0.7 ps for a threshold of 5 fC. Subtracting the time resolution
after correction using the preamplifier probe amplitude gives the residual time-walk contribution
which is found to be 37 ps. The degradation of the time resolution is attributed to the dependence
of the TOT on the TOA, due to the digital coupling being synchronized with the 40 MHz clock.

(a) (b)

Figure 13: (a) Distribution of the time difference between the sensor board and quartz+SiPM
system as a function of the preamplifier probe amplitude. The dots correspond to the mean value
of the TOA distribution and the red line is a fit used to perform the time-walk correction. (b)
Distributions of the time difference between the sensor board and quartz+SiPM systems before
(red) and after (black) the time-walk correction together with Gaussian fits. The numbers are the
fitted Gaussian widths where the time resolution of the quartz+SiPM system has been subtracted
quadratically.
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Figure 14: Time resolution after time-walk correction as a function of the probe TOT threshold.

5.2.3 Time-walk correction using TDC information

At the HL-LHC, the HGTD is expected to use the TOT computed from the discriminator and the
TDC for the time-walk correction. Using this method for the beam test data, the time resolution
after correction was measured to be 54.2±0.7 ps at a threshold of 5 fC. This result is consistent with
the time resolution obtained after time-walk correction using the preamplifier probe TOT.

The time-walk correction was also performed using a modified version of the TOT measured
by ALTIROC: for each TOA bin, the average TOT was subtracted from the TOT. This new variable
called corrected TOT (corTOT) is by construction independent of the TOA. In this case, the time
resolution after correction was found to be 49.6±0.7 ps. This method helps to reduce the residual
time-walk contribution from 36 ps using the default TOT to 29 ps.

Finally, the time resolution was also measured for a restricted range of the TOA values (greater
than 1600 ps). In this window of 900 ps, the TOT has a weak dependence on the TOA and in
this case the time resolution was measured as 46.3±0.7 ps (see figure15) which is the best time
resolution obtained using only TDC data from ALTIROC. The residual time-walk contribution is
equal to 23 ps and remains the dominant electronic contribution to the time resolution, since the
jitter contribution is 15 ps at 15 fC as shown in figure 10a. A summary of the time resolution
obtained for various time-walk correction methods can be found in table 3.

Time-walk correction method Time resolution
No correction 65.1±0.7 ps

Preamplifier probe amplitude 40.2±0.7 ps
Preamplifier probe TOT 55.0±0.7 ps

ALTIROC1 TOT 54.2±0.7 ps
Corrected ALTIROC1 TOT 49.6±0.7 ps

ALTIROC1 TOT for TOA > 1600 ps 46.3±0.7 ps

Table 3: Time resolution for various time-walk correction methods.
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(a) (b)

Figure 15: (a) Distribution of the time difference between the sensor board and quartz+SiPM
system as a function of the TOT, for TOA values greater than 1600 ps. The dots correspond to
the mean value of the TOA distribution and the red line is a fit used to perform the time-walk
correction. (b) Distributions of the time difference between the sensor board and quartz+SiPM
systems before (red) and after (black) time-walk correction together with Gaussian fits for TOA
greater than 1600 ps. The numbers are the fitted Gaussian widths where the time resolutions of the
quartz+SiPM system has been subtracted quadratically.

6 Conclusion

A prototype of the front-end electronics ASIC for the ATLAS High Granularity Timing Detector
has been designed and tested with calibration signals and beam test beams. This prototype, called
ALTIROC1, consists of a 5×5-pad matrix and contains the analog part of the single-channel readout
(preamplifier, discriminator and two TDCs). Two preamplifier architectures (transimpedance and
voltage) have been implemented and tested.

In calibration measurements, the ASIC specification requirements are found to be fully satisfied
with ALTIROC1, with similar performances for the two preamplifier options. In particular, the jitter
is 15±1 ps (resp. 35±1 ps) for an injected charge of 10 fC (resp. 4 fC). However, the performance
degraded when the ASIC was connected to an LGAD sensor array. This effect is attributed to digital
coupling synchronized with the 40 MHz clock. The lowest detectable charge increased from 1.5 fC
to 3.4 fC when the LGAD sensor array was included. While the jitter is almost unchanged at 10 fC,
it increases significantly at 4 fC. Nevertheless, the ALTIROC jitter specification (to be below 65 ps)
is still met. The voltage preamplifier is more sensitive to the coupling issue due to its longer pulse
duration. The TOT is strongly affected by this effect and can’t be used to perform the time-walk
correction. The transimpedance preamplifier is less sensitive to this effect thanks to its shorter pulse
duration, but the TOT exhibits a dependence with the TOA due to couplings synchronized with the
40 MHz clock.

Beam test measurements with a pion beam at CERN were also undertaken to evaluate the
performance of the module using an HPK2 W42 5×5 sensor operated at a bias voltage of -265 V. In
these conditions, the most probable charge is 15 fC. The measurements presented in this paper focus
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only on transimpedance preamplifiers. A time resolution of 40.2±0.7 ps was measured when the
time-walk correction was performed using the preamplifier probe amplitude. The time resolution
was worse using the TOT due to the couplings issue. The best time resolution obtained using only
ALTIROC TDC information was found to be 46.3±0.7 ps, for a restricted TOA range where the
TOT is almost independent of the TOA. The residual time-walk contribution is equal to 23 ps and
is the dominant electronic contribution to the time resolution at 15 fC.

The next iterations of the ASIC will consist of a 15×15-pad matrix, with the introduction of all
the digital blocks. In addition to timing measurements, the ASIC will provide the number of hits
per bunch crossing for different time windows needed to measure the luminosity. The design will
be optimized to minimize the coupling issue. Along with the characterisation of the digital blocks
of the front-end readout chain, the new ASIC will be evaluated at the HGTD operation temperature
and under various irradiation conditions.
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