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Abstract: The High Granularity Timing Detector (HGTD) will be installed in the ATLAS experiment
to mitigate pile-up effects during the High Luminosity (HL) phase of the Large Hadron Collider
(LHC) at CERN. Low Gain Avalanche Detectors (LGADs) will provide high-precision measurements
of the time of arrival of particles at the HGTD, improving the particle-vertex assignment. To cope
with the high-radiation environment, LGADs have been optimized by adding carbon in the gain layer,
thus reducing the acceptor removal rate after irradiation. Performances of several carbon-enriched
LGAD sensors from different vendors, and irradiated with high fluences of 1.5 and 2.5×1015 neq/cm2,
have been measured in beam test campaigns during the years 2021 and 2022 at CERN SPS and
DESY. This paper presents the results obtained with data recorded by an oscilloscope synchronized
with a beam telescope which provides particle position information within a resolution of a few μm.
Collected charge, time resolution and hit efficiency measurements are presented. In addition, the
efficiency uniformity is also studied as a function of the position of the incident particle inside the
sensor pad.
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1 Introduction

The High Granularity Timing Detector (HGTD) [1, 2] will be added to the ATLAS experiment [3]
during the so-called Phase-II upgrade preceding the high-luminosity phase of the LHC (HL-
LHC) [4, 5]. Low Gain Avalanche Detector (LGAD) sensors [6] have been extensively studied
during the R&D phase of the HGTD project. These sensors must meet performance targets regarding
time resolution of 50 ps (70 ps) per hit, collected charge >4 fC and hit efficiencies of 97% (95%) at
the start (end) of their lifetime. The expected maximum fluence is 2.5 × 1015 neq/cm2 [2]. These
requirements should be achieved taking into account a discriminator of about 2 fC of the front-end
ASIC foreseen for HGTD, ALTIROC [7].

Many previous beam test campaigns were devoted to quantifying LGAD performances before [8,
9] and after [10, 11] irradiation. A variety of pad structures, such as single-pad diodes and segmented
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arrays of pad diodes with various granularities, from several vendors were tested to prove they meet
the requirements to be operated over the entire HL-LHC lifetime. Irradiated devices met the required
performance up to 1015 neq/cm2, however, some optimization was still required.

In beam tests [11] as well as in laboratory measurements [12], it was observed that the addition
of carbon in the gain layer helps reducing the operating voltage needed to collect the same charge by
a reduction of the acceptor removal rate after irradiation, hence improving the radiation hardness [13]
of the sensors. This is extremely important at higher fluences where standard LGADs need a rather
high voltage to maintain their performance (gain, time resolution) after irradiations.

Beam test campaigns conducted in the last three years have been devoted to study the
performances of LGAD sensors from different vendors and irradiated with higher fluences, 1.5–2.5×
1015 neq/cm2. Some of these beam tests were also used to analyze the sensor mortality rates when
exposed to high-intensity beams to mimic end-of-life conditions of HGTD LGADs at the HL-LHC.
A second paper is under preparation and will describe this particular phenomenon.

The present paper aims to describe the performance of a selection of promising LGAD sensors
with carbon enriched gain layer that could equip the future HGTD. The tested LGADs are described
in section 2. The response of the LGADs to particles has been tested in test beam facilities with an
experimental set-up presented in section 3. The collected data are analyzed according to the method
described in section 4. The results of these tests are presented in section 5.

2 Sensors

The prototypes tested in this paper were manufactured by Fondazione Bruno Kessler (FBK) in
Povo, Italy and by the Institute of Microelectronics (IME) of the Chinese Academy of Sciences in
China, where the latter are of two different designs, one by the Institute of High Energy Physics
(IHEP) and the other by the University of Science and Technology of China (USTC), both in China.
An additional device produced by Centro National de Microelectrónica (CNM) Barcelona, Spain
is included in the tests for timing purposes due to its excellent time resolution before irradiation.
However, its full performance is not described in this paper as it was studied in the past [8].

In order to study the LGAD performance after irradiation, the sensors were exposed to fluences
up to 2.5×1015 neq/cm2 at the TRIGA reactor in Ljubljana, Slovenia with fast neutrons. Table 1 lists
the LGAD sensors measured in the beam tests, including the vendor, the sensor IDs, the implant of
the multiplication layer as well as the irradiation type and fluence. It also includes the device name
assigned to each sensor for easier reference in the text: a concatenation of the sensor vendor (CNM,
FBK, USTC, IHEP) and the irradiation level in units of 1015 neq/cm2. For instance, CNM-0 refers to
an unirradiated CNM LGAD, which was used in all beam tests as a time reference.

Figure 1 shows the leakage current-voltage (I-V) characteristics for several tested sensors. The
I-V measurements for all sensors revealed a leakage current below 5 µA at about 500 V.

2.1 FBK devices

These samples are LGAD sensors optimized for timing, also known as Ultra-Fast Silicon Detectors
(UFSDs) [14–16] which combine an optimized sensor geometry with a moderate internal gain to
achieve a time resolution of 30 to 40 ps for minimum ionizing particles (MIPs).
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Table 1. List of CNM, FBK, USTC-IME and IHEP-IME LGAD sensors studied in the 2021 and 2022 beam
test periods including the information on the implant of the multiplication layer, the irradiation level and type
and the facility where they were tested.

Device name Vendor Sensor ID Implant Irradiation type
Fluence

[neq/cm2]
Tested at

CNM-0 CNM W9LGA35 boron unirradiated — DESY/CERN

FBK-1.5 FBK UFSD3.2 W19 boron + carbon neutrons 1.5×1015 DESY/CERN
FBK-2.5 FBK UFSD3.2 W19 boron + carbon neutrons 2.5×1015 DESY/CERN

USTC-1.5 USTC-IME v2.1 W17 boron + carbon neutrons 1.5×1015 DESY
USTC-2.5 USTC-IME v2.1 W17 boron + carbon neutrons 2.5×1015 DESY

IHEP-1.5 IHEP-IME v2 W7 Q2 boron + carbon neutrons 1.5×1015 DESY/CERN
IHEP-2.5 IHEP-IME v2 W7 Q2 boron + carbon neutrons 2.5×1015 CERN

Figure 1. Leakage current-voltage dependence for all sensors performed at −30 °C.

This production run is called UFSD3.2 and aimed to investigate different gain layer designs
where two different gain depths were considered: shallow and deep. The gain layer depth is 2 µm
and the active thickness in most of the wafers is 45 µm. In particular, with respect to the previous
production run UFSD3, this one has an optimization of the carbon level and a different array inter-pad
gap. Devices in W19 have a thinner bulk for a better time resolution and a combination of deep gain
layer and carbon implantation. Different boron doses are considered: 0.70, 0.74, 0.78 (W19), 0.94
and 0.98 (W7) in arbitrary units (a.u.). as well as carbon doses: 0.4, 0.6 (W19), 0.8 and 1 (W7)
in a.u. Different diffusion cycles are used, in particular, low (W7) and high (W19) implantation
energies. The units could not be made available due to non-disclosure agreement and are not the
same for all the producers mentioned in this paper.

The combination of deep gain layer, high doping and carbon implantation shows exceptional
performance for the devices from wafer W19 compared with those from wafer W7 (shallow gain
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layer, carbon, same type as FBK old production UFSD3, 55 µm active thickness). W19 shows
improved behavior: lower voltage for a similar collected charge, better time resolution and lower
power dissipation. The carbon dose for devices in W19 is 0.6 a.u. The acceptor removal mechanism
reduces the effective doping concentration in the gain layer and the sensor performance can be
partially recovered by increasing the applied bias voltage after irradiation. The gain layer depletion
voltage, Vgl, varies with the fluence as given by:

𝑉gl = 𝑉gl0 × exp(−𝑐 × 𝜙eq) (2.1)

where c is the acceptor removal coefficient. For these devices (W19), this coefficient is 1.73 ×
10−16 cm2 [17].

2.2 IHEP-IME devices

The production run for the IHEP-IME devices considered in this paper is called version 2 [18],
yielding silicon wafers with a 50 µm-thick high-resistivity epitaxial layer, from which 3 out of 8 are
carbonated. The wafers were split into four quadrants. The implantation and diffusion scheme is
carbon implantation and diffusion plus boron implantation and diffusion (CHBL) for wafers W7 and
W8, and CLBL for wafer W4. The carbon doses differed from quadrant to quadrant in the wafer and
the values that were considered in the full production are 0.2, 0.5, 1, 3, 5, 6, 8, 10 and 20 a.u. The
most promising devices belong to wafer W7 and quadrant Q2 with a carbon dose of 0.5 a.u. The
acceptor removal coefficient for these devices (W7Q2) is 1.14×10−16 cm2. The breakdown voltage,
Vbd, is around 170 V. Before irradiation Vgl is 24.4 V.

2.3 USTC-IME devices

The production run for the USTC-IME devices considered in this paper is called version 2.1 [19],
yielding 8-inch wafers with a 50 µm epitaxial layer from which 4 out of 5 are carbonated. The
gain layer dose is medium and the energy is low. The implantation is boron and the carbon dose
is 1 a.u. The wafers include small arrays. The average breakdown voltage is about 190 V, the Vbd

is in the range of 150 to 240 V. An under bump metallization was deposited on the wafers and
afterwards were diced. This version aimed to lower the Vbd to enhance the irradiation hardness
further and improve and evaluate the yield of the 15×15 arrays. Devices from wafer W17 show
impressive radiation hardness. The acceptor removal coefficient for these devices (W17) is about
1.23×10−16 cm2.

Table 2 summarizes the different properties of the tested sensors in terms of Vgl0, diffusion
scheme and acceptor removal coefficient.

Table 2. Summary of properties for FBK, USTC-IME and IHEP-IME LGAD sensors studied in the 2021 and
2022 beam test periods.

Device name Vgl0 [V] Diffusion c [cm2]
FBK-1.5/2.5 50 H 1.73 × 10−16

USTC-1.5/2.5 27 L 1.23 × 10−16

IHEP-1.5/2.5 25 CHBL 1.14 × 10−16
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3 Test beam set-up

One HGTD beam test campaign was conducted at DESY [20] on beamline 24 using a 5 GeV electron
beam followed by a campaign at the CERN SPS [21] H6A line using a high-momentum 120 GeV
pion beam. The beam profile size was about 2 × 2 cm2 in both cases. The set-up used at DESY was
identical to the set-up described in detail in [11].

The LGADs were mounted on custom readout boards [22] with on-board and external
amplification stages to enhance their signal. The position of the devices under test (DUTs)
was coherently controlled by a micrometric 𝑥 − 𝑦 motor stage in the plane perpendicular to the beam
axis (𝑧 direction).

The set-up included a beam telescope in which six planes were used to track the incident charged
particles. The telescope’s role was to provide the position of the incoming particles in the frame of
each DUT to perform efficiency measurements. A four-channel oscilloscope was used to sample the
waveforms from the DUTs. A trigger system was used to initiate the data acquisition (DAQ) of the
oscilloscope and the tracking planes, which can be uniquely linked by a common event number. The
trigger fired on a signal from the tracking system, except during oscilloscope dead time or times
during which the telescope or reference tracking plane was in a “busy” state.

3.1 Set-up at DESY

The time resolution of each DUT was estimated by testing it with two other devices, including a time
reference system. At DESY, a silicon photomultiplier (SiPM) combined with a quartz bar provided a
time reference that was acquired by the DAQ together with two DUTs. The measured time resolution
from this device was found to be 62.6±0.6 ps for an operating voltage of 27 V. This time resolution
was degraded compared to the previous measurements [11] due to ageing and irradiation effects.

The set-up included a EUDET telescope based on six MIMOSA [23] pixel planes. It was
combined with an FE-I4 [24] readout chip-based module to reconstruct the tracks. A plastic
scintillator coupled to a photomultiplier tube was also used in the front of the set-up. The coincidence
between the FE-I4 hitOR signal and the scintillator signal was used to trigger the data-taking. The
FE-I4 chip was configured to consider only signals in a region of interest (ROI) compatible with the
DUT geometries. The trigger logic was handled by a programmable Trigger Logic Unit (TLU) [25].
Moreover, a NIM logic circuit was implemented to generate a busy signal covering the time the
oscilloscope needed to read out its data buffer. Dry ice-based cooling was used to maintain, but not
control, the temperature of the DUTs between −43 °C to −25 °C. The monitoring of the temperature
and humidity was performed with Pt100 probes.

3.2 Set-up at CERN

The set-up at CERN relied on the MALTA telescope [26]. MALTA is a full-scale monolithic pixel
detector implemented in TowerJazz 180 nm CMOS technology. It contains a small pixel electrode that
allows for the implementation of a fast, low-noise and low-power front-end, which is sensitive to the
charge released by ionising radiation in a 20–25 μm deeply depleted region. The novel asynchronous
matrix architecture is designed to ensure low power consumption and high rate capability.

The MALTA telescope installed in the North Area of CERN, on the H6 beamline, consists of
six MALTA chips, three on each side of the DUT. The timing reference is a second LGAD sensor,
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CNM-0, which has been placed next to the cooling box. It has been calibrated in the lab and in beam
tests to a time resolution of 54.8 ps at room temperature. Its time resolution at a temperature of
−30 °C is 35 ps. For triggering on a particle, the second MALTA sensor is used in coincidence with
a scintillator placed at the back of the telescope. If the two sensors record a signal, an FPGA-based
triggering system records the telescope data from all six planes and the waveforms from both the
DUT and the LGAD used as a timing reference. A remote-controlled cooling system was used to
maintain the temperature of the DUTs at −20 °C in a hermetic box.

4 Data analysis

Two independent systems were used to collect the data processed in this analysis: the oscilloscope,
which provides data on the LGAD and SiPM waveforms, and the telescope (MALTA at CERN and
EUDET-type at DESY) which gives information on the particle tracks.

This section describes the general methodology used to reconstruct and process the information
from these two chains, and how it is used to derive the physical quantities for the analysis.

4.1 Track reconstruction for data taken during DESY beam tests with EUDET-type telescope

The EUDET-type telescope and FE-I4 together provided tracking information allowing the
reconstruction of the trajectory of particles and the identification of the specific position where the
DUT was hit.

The tracking capability of the EUDET-type telescope was provided by six MIMOSA planes
as explained in section 3.1. The positions of the MIMOSA, FE-I4 and DUT planes were recorded
with a precision of 1 mm in the 𝑧-direction along the beam line. The positions of the hits from
each MIMOSA plane, together with their respective 𝑧-coordinate, were used to reconstruct particle
trajectories and the (𝑥,𝑦)-coordinates of hits in the DUT planes.

After the removal of so-called “hot” pixels from the MIMOSA planes, identified as those with
an occupancy higher than ten times the average, the remaining hits were grouped into clusters.
Only clusters with a maximum of 20 hits were used for tracking. The cluster coordinates were the
centroid of the hit coordinates in 𝑥 and 𝑦. Only events with exactly one cluster in the FE-I4 were
considered. The MIMOSA planes were aligned by iteratively shifting the planes’ coordinates in 𝑥

and 𝑦 direction with respect to a reference plane. This procedure aimed to minimize the difference
between the reconstructed track position at the MIMOSA plane and the measured hit position in
the same plane. The position resolution was taken as the resolution of the fit performed during the
alignment procedure.

Given the 𝑧-position of the MIMOSA planes along the beam axis and the 𝑥- and 𝑦-positions of
the hits in these planes, three-dimensional (3D) tracks were built. The procedure is described in [8]
and [11] for data taken during beam tests at CERN SPS with 120 GeV pion beam for which tracks
are straightforward, as multiple scattering can be considered negligible. For data collected at DESY
with a 5 GeV electron beam, the procedure was slightly different because electrons may be scattered
in the equipment around the DUTs. As shown in figure 2, 3D-proto-tracks are reconstructed from
the three MIMOSA planes before the DUTs on the beam trajectory (“upstream triplets”), and other
3D-proto-tracks are reconstructed from the three MIMOSA planes after the DUTs (“downstream
triplets”). The downstream triplets must coincide with a hit in the FE-I4 plane.
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Figure 2. Track reconstruction for data collected during beam tests at DESY. 3D-proto-tracks are
reconstructed from the three MIMOSA planes before the DUTs (“upstream triplets”) and other 3D-proto-tracks
are reconstructed from the three MIMOSA planes after the DUTs (“downstream triplets”). The downstream
triplets must coincide with a hit in the FE-I4 plane. A complete track is considered to be found if a downstream
triplet matches an upstream triplet in the central region with a minimal distance of approach of 150 μm.

For each event, all possible downstream and upstream triplets are reconstructed and a complete
track is considered to be found if a downstream triplet matches an upstream triplet in the central
region with a minimal distance of approach of 150 μm. Only events with a single complete track
through the six MIMOSA planes are considered.

4.2 Track reconstruction for data taken during CERN SPS beam tests with MALTA telescope

The event reconstruction, including coarse alignment, fine alignment and tracking, was done using
the software package Proteus [27]. Adjacent pixel hits were combined into clusters. The tracks
reconstructed from these three telescope layers was extrapolated to the plane of the DUT, taking into
account multiple scattering using the General Broken Lines (GBL) formalism. The precision of the
positional resolution using six MALTA chips is less than 10 µm.

4.3 Oscilloscope data processing

A complete description of the LGAD waveform processing can be found in [11]. In summary,
the procedure is the following: after the start and stop points of the pulse were determined, the
pedestal was computed in a region outside the pulse where no signal was expected. This pedestal was
subtracted from all the data points of the waveform on an event-by-event basis. After that subtraction,
the start and stop points were re-computed. Several waveform properties can be extracted at this step
such as the maximum of the pulse amplitude, the charge, the rise time, the jitter, the signal-to-noise
ratio and the time of arrival (TOA).

The maximum of the pulse amplitude was estimated as the sample with the maximum amplitude.
The collected charge was defined as the integral of the pulse in the signal region divided by the
trans-impedance of the read-out board and the gain of the voltage amplifier. The TOA was calculated
with a constant fraction discriminator (CFD) method and it was defined as the point at which the
signal crosses a predefined fraction ( 𝑓CFD) of its total amplitude. For the analysis of the DESY beam
test data, the TOA value at 𝑓CFD = 20% was used for the SiPM whereas for the DUTs, the TOA value
was chosen to be 𝑓CFD = 50%.

The last step was to produce a merged file containing the oscilloscope and telescope data
together. In this way, for each event and for each DUT, both the information extracted from the
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oscilloscope waveforms and the position of the hit of the beam particle in the sensor plane are
available for a common analysis.

5 Sensors performance results

The studies presented in this paper aim to evaluate the performance of carbon-enriched LGAD sensors
at two irradiation levels, 1.5 and 2.5×1015 neq/cm2, with particle beams using the reconstructed
position of the tracks in the sensor planes. The following LGAD properties have been investigated:
the collected charge, the time resolution and the hit reconstruction efficiency.

5.1 Data selection

In all subsequent analyses, background events were removed with a timing cut using a 2 ns window
from the maximum point of the distribution of the difference between the TOA of the DUT and that
of the SiPM. Additionally, the signal amplitude in the SiPM was required to be three times higher
than the noise level.

The value of the discriminator of the future ALTIROC chip corresponds to a collected charge of
2 fC, as explained in section 1. The efficiency and the time resolution were computed using this
threshold in the analysis.

To measure the global efficiency and the collected charge of the sensors, another condition was
added: only the fiducial region of 0.5x0.5 mm2 in the center of the DUTs was used.

5.2 Collected charge

After the background removal, for each DUT, the distribution of the charge (defined in section 4.3)
was fitted with a Landau-Gaussian convoluted function. The collected charge reported for each
sensor was defined as the most probable value (MPV) from this fit. Figure 3 shows an example
distribution for sensor USTC-1.5.

Figures 4 and 5 show the collected charge as a function of bias voltage for different single-pad
sensors irradiated at fluences of 1.5 × 1015 neq/cm2 and 2.5 × 1015 neq/cm2, respectively. Bias
voltages were kept lower than the single event burnout (SEB) voltage at which the sensor dies due to
a large amount of energy deposited by a highly energetic particle in the active zone [28]. All sensors
characteristics are given in section 2. In both figures, the results come either from sensors tested at
DESY with 5 GeV electrons or from sensors tested at CERN with 120 GeV pions. The methods to
analyse these two types of data from different tracking devices are described in sections 4.1 and 4.2.

Figure 4 shows that after an irradiation at a fluence of 1.5 × 1015 neq/cm2, the collected charge
is above the minimum required charge of 4 fC needed for a good timing measurement with the
future HGTD detector. This minimum is reached at around 270 V for all sensors, however the sensor
FBK-1.5 was tested at higher bias voltages. For sensor IHEP-1.5, the same performances were found
whether measurements were performed with a 5 GeV electron beam at DESY or with a 120 GeV
pion beam at CERN. For sensor FBK-1.5, at the same bias voltage, the collected charge was slightly
higher for measurements at DESY than for those at CERN. Between 350 V and 400 V, which is
the range with common bias voltage, the sensors manufactured by IHEP and USTC showed better
performances than those from FBK.
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Figure 3. Charge distribution for the sensor USTC-1.5 operated at 350 V. The distribution was fitted
with a Landau-Gaussian convoluted function. The collected charge, defined as the most probable value, is
6.3 ± 0.03 fC.
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Figure 4. Collected charge as a function of bias voltage for different single-pad sensors: FBK-1.5, USTC-1.5
and IHEP-1.5. Sensors FBK-1.5 and IHEP-1.5 were tested both at DESY with a 5 GeV electron beam and
at CERN with a 120 GeV pion beam, whereas sensor USTC-1.5 was tested only at DESY. The dashed line
corresponds to the minimum required charge of 4 fC for a good timing measurement with the future HGTD.

The comparison between figures 4 and 5 shows that the higher the fluence, the worse the
collected charge at the same bias voltage. Indeed, figure 5 shows that after an irradiation at a
fluence of 2.5 × 1015 neq/cm2, the minimum required collected charge of 4 fC is reached for a bias
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Figure 5. Collected charge as a function of bias voltage for different single-pad sensors: FBK-2.5, USTC-2.5
and IHEP-2.5. Sensor FBK-2.5 was tested both at DESY with a 5 GeV electron beam and at CERN with a
120 GeV pion beam, whereas sensors USTC-2.5 and IHEP-2.5 were tested only at DESY. The dashed line
corresponds to the minimum required charge of 4 fC for a good timing measurement with the future HGTD.

voltage around 370 V for sensor IHEP-2.5, around 500 V for sensor FBK-1.5 and 470 V for sensor
USTC-2.5. Comparing the different sensors at this fluence, those manufactured by IHEP show better
performance than sensors from FBK and USTC at the same bias voltage. This discrepancy is less
significant at a fluence of 1.5 × 1015 neq/cm2.

5.3 Time resolution

The time resolution is one of the key parameters when assessing LGAD sensor performance and
has been explained in detail in [11]. To extract the DUTs’ time resolutions, the distributions of the
difference between the TOA of the DUTs and that of the time reference device (SiPM at DESY and
CNM-0 at CERN) was used.

During the DESY beam test campaign, there were two DUTs (labelled as 1 and 2 in equation (5.1))
and one SiPM connected to the oscilloscope. Hence, it was possible to compute three time differences
on an event-by-event basis between all these devices:

𝑡1 − 𝑡2

𝑡1 − 𝑡SiPM

𝑡2 − 𝑡SiPM

(5.1)

The three distributions were fitted with a gaussian function, each of them giving a width 𝜎𝑖 𝑗

where 𝑖 and 𝑗 are the names of the devices used for each distribution. Assuming that the time
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resolution of the devices are independent, each of measured resolution 𝜎𝑖 𝑗 corresponds to

𝜎𝑖 𝑗 = 𝜎𝑖 ⊕ 𝜎𝑗 (5.2)

where 𝜎𝑖 and 𝜎𝑗 are the resolutions of each device. This gives a system of three equations and three
unknowns which can be solved analytically.

No matter which DUTs are tested, the SiPM time resolution should have the same value. Overall,
during the DESY beam test campaign, the SiPM time resolution was measured 17 times with this
method and its average resolution was found to be 𝜎SiPM = 62.6 ± 0.6 ps with variations up to 7 %
due to differences in running conditions (e.g. bias voltage settings).

During the CERN beam test campaign, the time reference was given by CNM-0 with a known
time resolution of 54.8 ps. The time resolution of the DUT was computed as for the DESY analysis:
the distribution of the difference between the TOAs of the reference LGAD and the DUT was fitted
with a gaussian function, giving a width 𝜎DUT-LGAD. The time resolution of the DUT is then directly
given by the equation:

𝜎DUT-ref LGAD = 𝜎DUT ⊕ 𝜎ref LGAD (5.3)

where 𝜎ref LGAD = 54.8 ps.
Figures 6 and 7 show the time resolution as function of the bias voltage for different single-pad

sensors irradiated at fluences of 1.5 × 1015 neq/cm2 and 2.5 × 1015 neq/cm2 respectively. In both
figures, the results come either from sensors tested at DESY with 5 GeV electrons or from sensors
tested at CERN with 120 GeV pions.
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Figure 6. Time resolution as a function of bias voltage for different single-pad sensors: FBK-1.5, USTC-1.5
and IHEP-1.5. The measurements were performed in the conditions described in figure 4. The dashed line at
70 ps represents the maximum time resolution permitted by the future HGTD after irradiation.
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Figure 7. Time resolution as a function of bias voltage for different single-pad sensors: FBK-2.5, USTC-2.5
and IHEP-2.5. The measurement were performed in the conditions described in figure 5. The dashed line at
70 ps represents the maximum time resolution permitted by the future HGTD after irradiation.

Both figures show an improvement in the time resolution with higher bias voltage, as expected.
Figure 6 shows that sensors irradiated at a fluence of 1.5× 1015 neq/cm2 can achieve a time resolution
of around 39 ps for sensors FBK-1.5 and IHEP-1.5 at a bias voltage of 450 V and of 44 ps for sensor
USTC-1.5 at a bias voltage of 350 V.

Figure 7 shows that even after an irradiation at a fluence of 2.5 × 1015 neq/cm2, time resolution
measurements can almost reach the same values as after an irradiation at a lower fluence of
1.5 × 1015 neq/cm2. Indeed, at a higher bias voltage of 550 V, sensors FBK-2.5 and USTC-2.5
can achieve a time resolution of 40 ps and of 46 ps, respectively. Sensor IHEP-2.5 achieves a time
resolution of around 43 ps at the same bias voltage of 450V as for the measurement at a fluence of
1.5 × 1015 neq/cm2.

5.4 Hit reconstruction efficiency

The hit reconstruction efficiency is defined as the number of reconstructed tracks giving a signal on
the center of the sensor for which the charge in the sensor is greater than a given threshold value,
Qcut, divided by the total number of reconstructed tracks crossing the same fiducial region:

Hit Efficiency =
Reconstructed tracks with 𝑞 > 𝑄cut

Total reconstructed tracks
(5.4)

As explained in the paragraph 5.1, Qcut is set to 2 fC.
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5.4.1 Efficiency as a function of the bias voltage

Figures 8 and 9 show the efficiency as a function of bias voltage for different single-pad sensors
irradiated at fluences of 1.5 × 1015 neq/cm2 and 2.5 × 1015 neq/cm2, respectively. In both figures,
the results come either from sensors tested at DESY with 5 GeV electrons or from sensors tested at
CERN with 120 GeV pions.

200 250 300 350 400 450 500 550
Bias Voltage[V]

50

60

70

80

90

100

Ef
fic

ie
nc

y 
[%

]

ϕeq = 1.5x1015neqcm−2ϕeq = 1.5x1015neqcm−2ϕeq = 1.5x1015neqcm−2ϕeq = 1.5x1015neqcm−2ϕeq = 1.5x1015neqcm−2

ATLAS HGTD Test Beam

FBK-1.5 (-40 to -30oC, DESY 2022)
FBK-1.5 (-20oC, CERN 2021)
IHEP-1.5 (-43 to -30oC, DESY 2022)
IHEP-1.5 (-20oC, CERN 2021)
USTC-1.5 (-39 to -24oC, DESY 2022)

Figure 8. Efficiency as a function of bias voltage for different single-pad sensors: FBK-1.5, USTC-1.5 and
IHEP-1.5. The measurements were performed in the conditions described in figure 4. The dashed line at 95%
corresponds to the efficiency needed for required operation of the future HGTD after irradiation.

Both figures show that a higher efficiency can be reached by increasing the bias voltage. Figure 8
shows that all DUTs irradiated at a fluence of 1.5 × 1015 neq/cm2 can achieve an efficiency of more
than 98.9%. Figure 9 shows that at a higher fluence of 2.5 × 1015 neq/cm2, the bias voltage needs to
be higher than at 1.5 × 1015 neq/cm2 to reach almost similar performances or just below. Indeed, at a
fluence of 2.5 × 1015 neq/cm2, the sensors tested at DESY reach an efficiency of 99% for FBK-2.5
and 98.1% for USTC-2.5. This is well beyond the efficiency of 95% required for good operation of
the future HGTD after irradiation. As for the time resolution, the effects of the temperature can
also be seen in the efficiency: the sensors tested at CERN at a higher temperature of −20 °C reach a
lower efficiency of 95%.

5.4.2 Efficiency uniformity

Figures 10 (a) and 10 (b) show the two-dimesional (2D) map of the efficiency as a function of the
hit position for the IHEP-1.5 sensor (figure (a)) and the FBK-2.5 sensor (figure (b)). Both sensors
were tested at DESY with a 5 GeV electron beam. They were enclosed in a styrofoam box, filled
with dry ice, which was moving upwards during data taking due to the evaporation of the dry ice.
Movements, temperature variation, and other factors may contribute to the smeared figures.
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Figure 9. Efficiency as a function of bias voltage for different single-pad sensors: FBK-2.5, USTC-2.5 and
IHEP-2.5. The measurements were performed in the conditions described in figure 5. The dashed line at 95%
corresponds to the efficiency needed for required operation of the future HGTD after irradiation.
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Figure 10. 2D maps of the efficiency as a function of hit position in the sensor plane. Figure (a) was made for
the sensor IHEP-1.5 operated at a bias voltage of 400 V. Figure (b) was made for the sensor FBK-2.5 operated
at a bias voltage of 550 V. Both sensors were tested at DESY with a 5 GeV electron beam.
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For more details, figure 11 shows the uniformity of the efficiency along the y-axis for the sensors
irradiated at a fluence of 1.5 × 1015 neq/cm2 and tested at DESY with a 5 GeV electron beam. The
efficiency of the sensor USTC-1.5 shows some variation up to 1.5% of the mean efficiency on the
plateau. Figure 11 also allows to extract the size of the region where the efficiency was larger than
99.8% of the efficiency computed in the center of the DUT. These sizes are given in table 3 for the
three sensors. Table 3 also gives the size of the region where the efficiency is larger than 95%, which
is the required efficiency for irradiated sensors. These numbers can be compared to the nominal
surface of 1.3×1.3 𝑚𝑚2 of the DUTs.

Table 3. Mean efficiency in the center of each DUT. The bias voltage applied for each measurement is also
indicated. The 5th column contains the size of the region where the efficiency is larger than 99.8% of the mean
efficiency given in column 4. The last column contains the size of the region where the efficiency is larger
than 95%, which is the minimal efficiency needed for required operation of the future HGTD after irradiation.

Sensors Bias Voltage Temperature Efficiency Size of the plateau
[V] [°C] in the DUT center at 99.8% of if eff > 95%

[%] DUT eff [μm] [μm]

FBK-1.5 460 -32 99.4 740 863
USTC-1.5 350 -33 98.9 937 1085
IHEP-1.5 400 -38 99.8 888 987
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Figure 11. Projections on the 𝑦-axis of the efficiency for sensors irradiated at a fluence of 1.5 × 1015 neq/cm2

and tested at DESY with a 5 GeV electron beam. The dashed line at 95% corresponds to the efficiency needed
for required operation of the future HGTD after irradiation.
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6 Conclusion and outlook

The High Granularity Timing Detector requires high-performance and radiation-resistant sensors.
LGADs have been studied both in terms of radiation resistance and performance. Beam test
campaigns have led us to choose promising technologies studied in this paper. Carbon-enriched
LGAD samples from three vendors were considered: FBK, IHEP-IME and USTC-IME. The LGADs
were irradiated to simulate their end-of-life state and studied under particle beams at DESY and
CERN in 2021 and 2022.

Although irradiated at fluences of 1.5 to 2.5 × 1015 neq/cm2, the LGADs presented in this paper
were operated at voltages below 550 V. Under these conditions, they achieved the objectives of a
collected charge of more than 4 fC while guaranteeing an optimum time resolution below 70 ps. An
efficiency larger than 95% uniformly over the sensor’s surface is obtained with a charge threshold of
2 fC. These results confirm the feasibility of an LGAD-based timing detector for HL-LHC.
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