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1 Introduction

The predictions of the StandardModel (SM) of particle physics are in excellent agreementwithmeasurements
of proton–proton (pp) collisions at the Large Hadron Collider (LHC) [1]. Nonetheless, some aspects
of our universe cannot be explained within the framework of the SM, such as the excess of matter over
antimatter, the origin of the neutrino masses, the nature of dark matter and dark energy, and the hierarchy
and fine-tuning problems. Many possible ways to find solutions have been proposed, including models
based on supersymmetry, which help to explain why the Higgs boson’s mass is very far from the Planck
scale. However, the measured Higgs boson branching fractions are in good agreement with the SM
predictions, so it is not easy to accommodate new particles whose masses are generated via the Higgs
mechanism. One class of particles that are motivated by a variety of phenomenological models based on
string theory or large extra dimensions are vector-like fermions that transform as non-chiral representations
of the unbroken SM gauge group [2]. They therefore have Dirac masses and decouple from the electroweak
scale in the large-mass limit.

A large number of searches for vector-like quarks have been performed at the Tevatron [3, 4] and the
LHC [5–22]. Following the suggestion in Refs. [23, 24], a search for vector-like leptons (VLL) in a doublet
VLL model has been performed by ATLAS and is presented in this article. A similar search was performed
by the CMS Collaboration using 138 fb−1 of pp collisions at

√
𝑠 = 13 TeV and excludes vector-like 𝜏-lepton

masses below 1045GeV at the 95% confidence level (CL) [25]. The VLL doublet 𝐿 ′
= (𝜈𝜏

′
, 𝜏

′) comprises
two fermions of approximately equal mass that couple only to the third-generation leptons. The VLL
production cross section is dominated by 𝑝𝑝 → 𝜈𝜏

′
𝜏
′, which is approximately 3.7 times greater than either

the pp → 𝜏
′+
𝜏
′− and 𝑝𝑝 → 𝜈𝜏

′
𝜈𝜏

′ modes, which have approximately equal cross sections. The 𝜈𝜏
′ decays

exclusively intoW+
𝜏
−, while the 𝜏′ decays are 𝜏′− → Z𝜏− and 𝜏′− → H𝜏

− where the branching fraction
of the former is larger but asymptotically approaches that of the latter with increasing 𝜏′ mass (𝑀𝜏

′) due to
the Goldstone equivalence principle [26]. Examples of leading-order (LO) Feynman diagrams for VLL
production and decay are displayed in Figure 1. Given the possible decays, the search is performed by
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selecting events containing at least two charged light leptons, 𝑒± or 𝜇±, zero or more 𝜏-leptons decaying
hadronically, and a momentum imbalance transverse to the beam. To achieve better background rejection
than is possible with an event selection based on kinematic and topological variables, a boosted decision
tree (BDT) algorithm is utilized as an event classifier [27, 28].
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Figure 1: Examples of LO Feynman diagrams for VLL production and decay: (a) 𝜏′𝜈′𝜏 production followed by 𝜏
′

decay into 𝑍𝜏 and 𝜈′𝜏 decay into 𝜏
+
𝑊

−, where 𝑞𝑢 (𝑞𝑑) represents a weak isospin +1⁄2 (−1⁄2) quark, (b) production of
𝜏
′
𝜏
′ followed by the decay into 𝑍𝜏− and 𝜏+𝐻, and (c) 𝜈′𝜏𝜈

′
𝜏 production followed by 𝜈

′
𝜏 decay into𝑊𝜏.

This article is organized as follows. A brief description of the ATLAS detector is given in Section 2.
Section 3 presents the data and simulation samples used in this search. The reconstruction of objects used
in the search for a VLL signal is delineated in Section 4. Section 5 describes techniques used to perform
the event selection, while Section 6 outlines the method used to estimate the backgrounds. A discussion of
the systematic uncertainties is given in Section 7. The statistical method used to arrive at the 95% CL
upper limit on the VLL production cross section, and hence the mass exclusion region, is described in
Section 8. Finally, the analysis and results are summarized in Section 9.

2 ATLAS detector

The ATLAS detector [29] at the LHC covers nearly the entire solid angle around the collision point.1 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |𝜂 | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
provides up to four measurements per track, the first hit normally being in the insertable B-layer (IBL)
installed before Run 2 [30, 31]. It is followed by the silicon microstrip tracker (SCT), which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |𝜂 | = 2.0. The TRT also provides
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the center of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis.
The pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of
Δ𝑅 ≡

√︃
(Δ𝜂)2 + (Δ𝜙)2.
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electron identification information based on the fraction of hits (typically 30 in total) above a higher
energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9. Within the region |𝜂 | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |𝜂 | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |𝜂 | < 1.7, and two copper/LAr hadron endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimized for electromagnetic and hadronic energy measurements, respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring
the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.
The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. A set of
precision chambers covers the region |𝜂 | < 2.7 with three layers of monitored drift tubes, complemented by
cathode-strip chambers in the forward region, where the particle flux is highest. The muon trigger system
covers the range |𝜂 | < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap
regions.

Interesting events are selected by the first-level trigger system implemented in custom hardware, followed
by selections made by algorithms implemented in software in the high-level trigger [32]. The first-level
trigger accepts events from the 40MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger further reduces in order to record events to disk at about 1 kHz.

An extensive software suite [33] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulation samples

The data sample used in this article corresponds to an integrated luminosity of 139 fb−1 of pp collisions at a
centre-of-mass energy (

√
𝑠) of 13 TeV collected by the ATLAS detector during the 2015–2018 data-taking

periods after requiring stable LHC beams and that all detector subsystems were operational [34]. The
primary luminosity measurement was performed using the LUCID-2 detector [35]. Candidate events are
required to satisfy the dilepton triggers (ee, 𝜇𝜇, e𝜇) [32, 36, 37]. These triggers have looser identification
and isolation requirements than the single-lepton triggers but have comparable signal efficiency for events
satisfying the analysis selection. The lowest 𝑝T threshold for the leading lepton ranged from 12GeV to
22GeV and for the sub-leading lepton it ranged from 8GeV to 17GeV.

To evaluate the effects of the detector resolution and acceptance on the signal and background, and to
estimate the SM backgrounds, simulated event samples were produced using dedicated event generators.
The detector response to the final-state particles was then modelled using a Geant4-based Monte Carlo
(MC) detector simulation [38, 39]. The simulated data must account for the fact that significantly more than
one inelastic pp collision occurs per bunch crossing, with the average number ranging from 13 to 38 for the
2015–2018 data-taking periods, respectively. Inelastic collisions were simulated using Pythia 8.186 [40]
with the A3 set of tuned parameters [41] and the NNPDF2.3lo [42] set of parton distribution functions
(PDFs), and overlaid on the signal and background MC samples. These simulated events were reweighted to
match the conditions of the collision data, specifically the number of additional pp interactions (pile-up).
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In order to optimize the signal selection and to estimate its acceptance and efficiency, a simulated VLL
sample was generated using the model described in Refs. [23, 24]. This model was implemented at
LO, usingMadGraph5_aMC@NLO 2.6.2 [43] with the NNPDF2.3lo PDF to generate the parton-level
process, and selecting events with two, three, or four-or-more light leptons and ≥ 0 hadronically decaying
𝜏-leptons, with all leptons having 𝑝T > 18GeV and |𝜂 | < 2.8. The generated 𝜏

′ mass points are 130GeV
and 200GeV to 1300GeV in steps of 100GeV. These samples were then reweighted to next-to-leading
order (NLO) in QCD. To perform the fragmentation and hadronization, these events were processed using
Pythia 8.212 with the A14 set of tuned parameters [41] and the NNPDF2.3lo PDFs.

Since each VLL can decay into a vector boson or a Higgs boson and a 𝜏-lepton, the selection requirements
are ≥ 2 light leptons and ≥ 0 𝜏-leptons decaying to hadrons (𝜏had). The leptonic decays of 𝜏-leptons are
not explicitly considered in the analysis. Top quark and multi-vector-boson events can contribute to the
background since they have similar final states. Therefore, to estimate the SM backgrounds, samples
of simulated events were generated, containing multiple final-state leptons that result from decays of
either directly produced vector bosons or vector bosons from top quark or H decays. Backgrounds from
misidentified leptons are estimated with data-driven methods, as discussed in Section 6.

The vector-boson samples were produced using either Sherpa 2.2.1 or Sherpa 2.2.2 [44] with the
NNPDF3.0nnlo [45] set of PDFs, and the set of tuned parton-shower parameters developed by the
authors of Sherpa [46]. The 𝑉+ jets samples, where 𝑉 is either a W or Z boson, and the semileptonic
diboson samples were produced using Sherpa 2.2.1, while the fully leptonic diboson samples and the
triboson samples were produced using Sherpa 2.2.2. The matrix element (ME) calculations were matched
and merged with the Sherpa parton shower using the MEPS@NLO prescription [47–50] based on
the Catani–Seymour dipole factorization procedure [51]. For the 𝑉+ jets samples, the calculation was
performed at NLO in QCD for up to two partons and at LO for up to four partons using the Comix [52] and
OpenLoops [53–55] libraries. For the diboson sample, this was performed for one parton at NLO and
up to three partons at LO, while, for the triboson sample, the calculation was performed at NLO for the
inclusive sample and at LO for up to two partons.

The electroweak production of single-top events, and also tt and tt+H production, was simulated by
PowhegBox v2 [56–58] at NLO with the ℎdamp parameter

2 set to 1.5𝑚top [59], the NNPDF3.0nlo [45]
PDF set, and the top-quark mass set to 172.5GeV. The diagram removal scheme [60] was employed to
handle interference between single-top 𝑡 +𝑊 associated production and tt production [59]. Partons were
hadronized and showered by Pythia 8.230 [61], using the A14 tune and the NNPDF2.3lo PDF set.

The tt+𝑉 , t+Z, t+WZ, ttt, tttt and tt+WW events were generated byMadGraph5_aMC@NLO 2.3.3 [43]
at NLO, using the NNPDF3.0nlo PDF set for tt+𝑉 , t+Z, t+WZ, ttt and tt+WW , and the NNPDF3.1nlo
PDF set for tttt. Parton hadronization and showering was performed by Pythia 8.210 using the A14 tune
and the NNPDF2.3lo PDF set. A summary of simulated signal and background samples is provided in
Table 1.

4 Object reconstruction

All events used in this analysis are required to contain a primary vertex [62]. It is selected as the pp
collision vertex candidate with the highest sum of the squared transverse momenta of all associated tracks

2 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix
elements to the parton shower. It effectively regulates the high-𝑝T radiation against which the tt system recoils.
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Table 1: Simulated signal and background samples used in this analysis. The physics process is listed, along with the
ME generator and order of the ME calculation, the parton hadronization and showering model, and the PDF used to
simulate the process.

Process ME Generator ME Order Showering Model PDF
Signal MadGraph5_aMC@NLO LO Pythia 8 NNPDF2.3lo

𝑍 → ℓℓ Sherpa 2.2.1 NNLO Sherpa NNPDF3.0nnlo
𝑊 → ℓℓ Sherpa 2.2.1 NNLO Sherpa NNPDF3.0nnlo

𝑉𝑉 (lep) Sherpa 2.2.2 NLO Sherpa NNPDF3.0nnlo
𝑉𝑉 (semi-lep) Sherpa 2.2.1 NLO Sherpa NNPDF3.0nnlo
𝑉𝑉𝑉 Sherpa 2.2.2 NLO Sherpa NNPDF3.0nnlo

𝑡 PowhegBox v2 NLO Pythia 8 NNPDF2.3lo
𝑡𝑡 PowhegBox v2 NLO Pythia 8 NNPDF2.3lo
𝑡𝑡 +𝑊𝑊 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo
𝑡𝑡 + 𝐻 PowhegBox v2 NLO Pythia 8 NNPDF2.3lo
𝑡𝑡 +𝑉 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo
𝑡𝑡𝑡 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo
𝑡𝑡𝑡𝑡 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo
𝑡 + 𝑍 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo
𝑡 +𝑊𝑍 MadGraph5_aMC@NLO NLO Pythia 8 NNPDF2.3lo

with 𝑝T > 500MeV. In addition, there must be at least two tracks associated with that vertex.

Electron candidates are reconstructed from energy clusters in the EM calorimeter that match a reconstructed
track [63]. They are required to have 𝑝T > 30GeV in order to suppress the number of fake electrons. In
addition, they are required to be within |𝜂 | < 2.47 with the region 1.37 < |𝜂 | < 1.52 being excluded since
it contains a significant amount of non-sensitive material in front of the calorimeter. To match these objects
to the primary vertex, the track’s transverse and longitudinal impact parameters (𝑑0 and 𝑧0, respectively)
are required to satisfy |𝑑0 |/𝜎(𝑑0) < 5 and |𝑧0 sin 𝜃 | < 0.5mm. Furthermore, these candidates must satisfy
object identification criteria by applying one of several working points [63]. By applying different quality
criteria, each working point offers a trade-off between identification efficiency and misidentification rate.
A likelihood-based discriminant is constructed from a set of variables that enhance electron selection,
while rejecting photon conversions and hadrons misidentified as electrons [63]. An 𝜂- and 𝐸T-dependent
selection is applied to the likelihood discriminant. For this search, the Tight likelihood working point is
used, which has a 75% efficiency at 𝐸T = 30GeV, increasing to 88% at 𝐸T = 100GeV [63], when used to
identify electrons from Z-boson decays. Electrons are also required to be isolated using criteria based on
ID tracks and topological clusters in the calorimeter; the Loose isolation working point is applied and has
an efficiency of approximately 99% [63]. Correction factors are applied to simulated electrons to take into
account the small differences in reconstruction, identification and isolation efficiencies between data and
MC simulation.

Muon candidates are reconstructed by combining a reconstructed track from the inner detector with one
from the muon spectrometer [64], with the requirement that 𝑝T > 20GeV and |𝜂 | < 2.5. In addition,
the transverse and longitudinal impact parameters of the track are required to satisfy |𝑑0 |/𝜎(𝑑0) < 3
and |𝑧0 sin 𝜃 | < 0.5mm. To reject misidentified muon candidates, primarily originating from pion and
kaon decays, several quality requirements are imposed on the muon candidate. The Medium working
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point is used to select muons with 𝑝T < 300GeV and the HighPt working point is used for those with
𝑝T > 300GeV [64]. This choice ensures a 97% efficiency at 𝑝T = 30GeV for the Medium working point,
and 76% at 𝑝T = 500GeV for the HighPt working point [64]. An isolation requirement based on ID tracks
and topological clusters in the calorimeter is imposed. The TightTrackOnly isolation working point is
used, resulting in an efficiency between 94% and 99% for muons from W-boson decays in simulated tt
events [64]. Similarly to electrons, correction factors are applied to simulated muons to account for the
small differences between data and simulation.

Particle-flow (PFlow) jets within |𝜂 | < 4.5 are reconstructed using the anti-𝑘𝑡 algorithm [65, 66] with
a radius parameter 𝑅 = 0.4 [67], using neutral PFlow constituents and charged constituents associated
with the primary vertex as input [68]. These jets are then calibrated to the particle level by applying a jet
energy scale derived from simulation [69]. Furthermore, in situ corrections based on the collected data are
applied [69]. A cleaning procedure is used to identify and remove jets arising from calorimeter noise or
non-collision backgrounds. To suppress jets arising from pile-up, a discriminant called the ‘jet vertex tagger’
(JVT) is constructed using a two-dimensional likelihood method [70]. The Medium JVT working point is
used, which has an average efficiency of 95%. Jets used in this analysis are required to have 𝑝T > 20GeV
and |𝜂 | < 2.5. Jets originating from b-quarks are identified using the DL1r b-tagging algorithm [71, 72].
The working point used corresponds to a b-tagging efficiency of 77% [71, 72], measured in a sample of
simulated 𝑡𝑡 events. The corresponding rejection factors are approximately 130, 4.9 and 14 for light-quark
and gluon jets, c-jets, and hadronically decaying 𝜏-leptons, respectively. Correction factors are applied to
the simulated jets to take account of the small differences in reconstruction and identification efficiencies,
and the energy scale and resolution differences, between data and MC simulation.

The event selection for this analysis considers only those 𝜏-leptons that decay into final states containing
a 𝜈𝜏-neutrino and hadrons, denoted by 𝜏had. Since the 𝜈𝜏 escapes the detector volume undetected, only
the hadronic decay products consisting of one or three charged hadrons and up to two neutral pions are
visible and they are denoted by 𝜏had-vis. Reconstruction of 𝜏had-vis [73, 74] is seeded by jets reconstructed
from topological clusters by the anti-𝑘𝑡 algorithm with the radius parameter set to 𝑅 = 0.4. The tracks
associated with the jet are required to originate from the primary vertex by satisfying the impact parameter
requirements |𝑑0 | < 1mm and |𝑧0 sin 𝜃 | < 1.5mm. If these requirements are satisfied, the tracks are then
required to be within a cone of size Δ𝑅 = 0.2 around the jet axis, surrounded by a conical isolation region
covering 0.2 < Δ𝑅 < 0.4, in order to be considered a 𝜏had-vis candidate. The direction of the 𝜏had-vis
candidate in (𝜂, 𝜙) is calculated as the vector sum of the topological clusters within Δ𝑅 = 0.2 of the jet
axis, using the 𝜏had-vis vertex as the origin. A multivariate discriminant is used to select tracks that were
produced by charged 𝜏had decay products [73, 74]. Reconstructed 𝜏had-vis objects are selected for the
analysis if they have exactly one or three associated tracks (1- or 3-prong) with a total charge equal to ±1.
The 𝜏had-vis objects must also satisfy the requirements 𝑝T > 20GeV and |𝜂 | < 2.47, excluding the region
1.37 < |𝜂 | < 1.52. These requirements have an efficiency of about 85% for 1-prong and 70% for 3-prong
𝜏had-vis objects [73, 74] as estimated from simulated Z/𝛾∗ → 𝜏

+
𝜏
− events. A multivariate regression

technique trained on MC samples is used to determine the 𝜏had-vis energy scale using information from
associated tracks, calorimeter energy clusters, and reconstructed neutral pions [73, 74] .

A recurrent neural network (RNN) classifier [75] is employed to select 𝜏had-initiated jets and reject those
initiated by quarks or gluons. The RNN is trained on simulated Z/𝛾∗ → 𝜏

+
𝜏
− (for signal) and simulated

dijet events (for background). The training variables are single-track variables, and reconstructed kinematic
and topological variables. This analysis uses the Medium working point with an efficiency of 75% (60%)
for 1-prong (3-prong) candidates and a background rejection factor of 35 (240). A boosted decision
tree (eBDT) [73, 74] is used to reject electron backgrounds misidentified as 1-prong 𝜏had-vis objects.
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Variables used for its training include information from the calorimeter, the tracking detector, and the
visible momentum measured from the reconstructed tracks. The Tight working point with an efficiency of
75% is used. To assess the contribution from misidentified leptons (Section 6), less stringent (Loose) object
identification requirements are applied. When selecting Loose 𝜏had-vis there is an additional requirement
for the RNN score to be at least 0.01. In addition, a dedicated muon-veto criterion is used to reject muons
reconstructed as 𝜏had-vis. Correction factors are applied to simulated 𝜏had objects to take into account the
small differences in reconstruction and identification efficiencies between data and MC simulation. The
energy scale and resolution differences between data and MC simulation are also accounted for by applying
scale factors. A summary of the lepton object definitions is presented in Table 2.

Table 2: Object definitions used in the analysis for leptons. Tight objects are those selected for the nominal analysis
and pass the prescribed selection requirements. Loose objects are those used to assess the contribution from the
fake-lepton background and fail one or more selection requirements.

Electrons Muons 𝜏had-vis

Tight likelihood Loose isolation Medium (HighPt) TightTrackOnly isolation Medium RNN

Tight Pass Pass Pass Pass Pass
Loose Fail* Fail* Pass Fail Fail
*Loose electrons are defined as failing either the Tight likelihood or the Loose isolation requirements, but not both.

The missing transverse momentum (with magnitude 𝐸missT ) [76] is reconstructed as the negative vector
sum of the 𝑝T of all the selected electrons, muons, jets, and 𝜏had-vis. An extra track-based ‘soft term’ is
built using additional tracks associated with the primary vertex, but not with any reconstructed object.
The use of this track-based soft term is motivated by improved performance in 𝐸missT in a high pile-up
environment.

To avoid cases where the detector response to a single physical object is reconstructed as two separate
final-state objects, an overlap removal procedure is used. If electron and muon candidates share a track, the
electron candidate is removed. After that, if the Δ𝑅𝑦,𝜙 distance

3 between a jet and an electron candidate is
less than 0.2, the jet is discarded. If multiple jets satisfy this requirement, only the closest jet is removed.
For jet–electron distances between 0.2 and 0.4, the electron candidate is removed. If the distance between
a jet and a muon candidate is less than 0.4, the muon candidate is removed if the jet has more than two
associated tracks; otherwise the jet is removed. The 𝜏had candidates are seeded from jets, so this procedure
removes any ambiguity in their selection.

5 Analysis strategy

Based on the production and decay modes of the 𝜏′ and 𝜈𝜏
′ given in Section 1, the multilepton final states

are expected to maximize the signal sensitivity, and hence the multilepton final states are used to search
for the VLL signal. To further optimize the signal sensitivity, the different decay modes are targeted by
splitting the data into seven training regions (given in Table 3) based on the numbers of light leptons and

3
Δ𝑅𝑦,𝜙 is the Lorentz-invariant distance in the rapidity–azimuthal-angle plane, defined as Δ𝑅𝑦,𝜙 =

√︃
(Δ𝑦)2 + (Δ𝜙)2 where the

rapidity is 𝑦 = (1/2) [(𝐸 + 𝑝𝑧)/(𝐸 − 𝑝𝑧)].
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𝜏had, a 𝐸
miss
T requirement. In all regions at least one light-flavour jet is required. Additional requirements

are derived by maximizing the signal significance through the application of a BDT [27, 28]. This leads to
the seven signal regions (SRs) defined in Table 4.

Table 3: The regions used in the training and optimization of the BDT. The training regions are split according to the
number of light leptons (𝑁ℓ), and their charge (SS same charge, OS opposite charge) and flavour (SF same flavour,
OF opposite flavour), the number of 𝜏had (𝑁𝜏 ), and the missing transverse momentum (𝐸

miss
T ). Every region has a

requirement that it contain at least one jet (𝑁jet > 0).

Variables BDT Training Regions

BDT 2ℓ SSSF, 1𝜏 2ℓ SSOF, 1𝜏 2ℓ OSSF, 1𝜏 2ℓ OSOF, 1𝜏 2ℓ, ≥2𝜏 3ℓ, ≥1𝜏 4ℓ, ≥0𝜏
𝑁ℓ 2 2 2 2 2 3 ≥ 4
Charge/flavour SSSF SSOF OSSF OSOF - - -
𝑁𝜏 1 1 1 1 ≥ 2 ≥ 1 ≥ 0
𝐸
miss
T [GeV] ≥ 120 ≥ 90 ≥ 60 ≥ 100 ≥ 60 ≥ 90 ≥ 60

Table 4: The BDT score requirement imposed on the training regions which are used to define the signal regions. No
other requirement differs between the two regions.

Variables Signal Regions

BDT 2ℓ SSSF, 1𝜏 2ℓ SSOF, 1𝜏 2ℓ OSSF, 1𝜏 2ℓ OSOF, 1𝜏 2ℓ, ≥2𝜏 3ℓ, ≥1𝜏 4ℓ, ≥0𝜏
BDT Score ≥ 0.15 ≥ 0.1 ≥ 0.1 ≥ 0.1 ≥ −0.11 ≥ 0.08 ≥ 0.08

In addition to the seven SRs, three control regions (CRs) are used in order to normalize the dominant
physics background (tt + Z, WZ, and ZZ) estimates to data, and a fourth CR is used to assess fake 𝜏had
objects originating from gluon-initiated jets and pile-up. These CRs are defined in Table 5. Since events in
the𝑊𝑍 CR do not have a 𝜏-lepton, its kinematic variables are set to zero when calculating the BDT score.
To confirm that the CRs are modelled correctly and that the obtained background normalization factors are
also valid in the regions with different numbers of light leptons and 𝜏-leptons, three validation regions
(VRs) are defined, as also shown in Table 5. An additional seven VRs are used to confirm that the BDT
models the data correctly. These VRs are selected where the BDT distribution is expected to primarily
contain background events, as shown in Figure 5. The SRs, CRs, and VRs are selected such that there is no
overlap of events between the regions. The BDT distribution shape in the CRs is shown in Figure 2, which
demonstrates good agreement between data and the background simulation.

To classify the events as signal or background, the AdaBoost BDT algorithm [27, 28] is used as implemented
in the scikit-learn package [77]. The training and optimization of the BDT are performed in two steps. The
first step is the optimization of the BDT hyperparameters and the second step is the optimization of the
training through the selection of the variables used for the training.

To optimize the hyperparameters (Maximum Tree Depth, Maximum Features Per Split, Minimum Samples
Per Leaf, Minimum Samples Per Split, Number of Estimators, and Learning Rate) the set of 34 kinematic
and topological variables listed in Table 6 were used. These variables are chosen as they are expected
to provide good separation between the background and signal topologies. To avoid biasing the search
by selecting a specific mass, the simulated signal samples described in Section 3 are combined with
equal weight for 𝑀𝜏

′ set to 800, 900 and 1000GeV to train the BDT. All of the background samples are
considered in the training, including fake light leptons and 𝜏-leptons. A scan over the hyperparameters is
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Figure 2: A comparison of the BDT scores for data and the predicted background after performing the fit described in
Section 8 in the corresponding CRs used to estimate the three dominant backgrounds: (a) tt+Z, (b) WZ, and (c) ZZ.
The first bin of the tt+Z and ZZ distributions contains underflow events, while the last bin of theWZ distribution
contains overflow events. The hatched band represents the combined statistical and systematic uncertainties.

Table 5: The definition of the CRs used to determine the normalization of the largest backgrounds, as well as the CR
used to assess fake 𝜏-leptons originating from gluon-initiated jets and pile-up. In addition, the VRs used to validate
the CRs are also defined. Both the CRs and VRs are selected so that they do not overlap with the SRs or with each
other but are similar enough to avoid problems when extrapolating between the three regions. Like the SRs, the CRs
and VRs have the requirement that 𝑁jet > 0.

Control Regions Validation Regions
𝑡𝑡+Z WZ ZZ Fake 𝜏had 𝑡𝑡+Z WZ ZZ

BDT 4ℓ, ≥0𝜏 3ℓ, ≥1𝜏 4ℓ, ≥0𝜏 2ℓ OSSF, 1𝜏 3ℓ, ≥1𝜏 2ℓ SSOF, 1𝜏 3ℓ, ≥1𝜏
𝑁ℓ ≥ 4 3 ≥ 4 2 3 2 3
𝑁𝜏 ≥ 0 0 ≥ 0 1 ≥ 1 1 ≥ 1
𝑁𝑏 > 0 0 0 - > 0 0 0
𝐸
miss
T [GeV] ≥ 60 ≥ 90 < 60 ≥ 60 - - -
Charge/flavour - - - OSSF - SSOF -
BDT score < 0.08 ≥ 0.08 < 0.08 < −0.15 < 0.08 < 0.1 < 0.08
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performed using the 5-fold cross-validation procedure to train the BDT, where the simulated data samples
are split into five equal randomized samples, with four being used in the training and the fifth used as a
testing sample. The training is performed five times so that each of the five samples is used as a testing
sample. The set of hyperparameters with the highest receiver operating characteristic (ROC) score is
selected.

To select the optimal set of training variables, a BDT is trained in each analysis region defined by lepton
multiplicity using the full set of 34 variables. The ranking of the variables is evaluated using the procedure
provided by the scikit-learn package. The lowest-ranked training variable is then removed and the BDT is
retrained. This procedure is repeated until the ROC score decreases by more than 1%. This leads to each
SR having its own unique set of training variables, which are listed in Table 7.

The final set of training variables is then compared with data to confirm that they are well modelled. To
avoid any bias in the analysis, only events with a BDT score not satisfying the SR criteria (Table 4) are
used in the comparison, since they are background dominated. Through the use of a 𝜒2 test, a probability
of > 5% is found for agreement between data and simulation for all variables used in the BDT training.
Figure 3 shows the distributions of some highly ranked variables in each of the BDT training regions.

6 Background estimation

There are two basic categories of backgrounds to the signal. One category, the irreducible backgrounds, is
defined by those processes that yield the same final state as the signal. The other category, the reducible
backgrounds, is defined by those that mimic the final state because of misidentified leptons or non-prompt
leptons as well as misidentified lepton charge. The irreducible backgrounds are estimated from the
simulated samples discussed in Section 3.

Similarly to Ref. [78] the simulated background in the WZ CR is found not to agree with data when
examined as a function of the number of jets in the event. Since inverting the BDT score criteria for this
CR yielded a similar mismodelling, the data in this region are used to calculate a scale factor to correct the
MC simulation to the data in the WZ CR, which then agreed with data.

Charge misidentification for electrons arises from photon conversions or bremsstrahlung and is challenging
to describe through detector simulation. Therefore, scale factors are derived and applied to simulated
background events to match the charge misidentification probabilities observed in data. The scale factors
are derived using a Z → ee data sample and are parameterized as a function of 𝑝T and 𝜂 [63].

The reducible backgrounds from misidentified leptons (electron, muons and 𝜏had) are estimated from data
by using the fake-factor (FF) method to derive a transfer function from a background-dominated region to
the SR [79]. The transfer function is the ratio of events passing the tight lepton selection to events passing
a loose lepton selection in the background-dominated CR. Since the SRs require multiple leptons, the FF is
used to estimate the probability of an object being either a misidentified lepton or a non-prompt lepton
from an in-flight decay. The FF is calculated as a function of the lepton 𝑝T.

Non-prompt or fake light leptons can originate from decays of bottom or charm hadrons, pion or kaon
decays, jets misidentified as electrons, and electrons from photon conversions. To calculate the transfer
function for electrons, the background CR requires exactly one electron with a loose selection and no other
leptons, 𝐸missT < 40GeV, 𝑁jet ≥ 2, and no reconstructed b-jets. The background CR for muons requires
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Table 6: List of the input variables used to train the BDT. The final set is reduced by assessing the impact of removing
the lowest-ranked variables on the ROC score for each training region independently.

Variable Description

𝐸
miss
T The missing transverse momentum in the event

S(𝐸missT ) The missing transverse momentum’s significance in the event
𝐿T The scalar sum of light lepton 𝑝T in the event
𝐿T + 𝐸

miss
T The scalar sum of light lepton 𝑝T and the missing transverse momentum in the event

𝐿T + 𝑝T(𝜏) The scalar sum of light lepton 𝑝T and 𝜏-lepton 𝑝T in the event
𝑝T(ℓ1) The leading light lepton’s 𝑝T in the event
𝑝T(ℓ2) The sub-leading light lepton’s 𝑝T in the event
𝑝T( 𝑗1) The leading jet’s 𝑝T in the event
𝑝T(𝜏1) The leading 𝜏-lepton’s 𝑝T in the event
𝑁 𝑗 The number of jets in the event
𝑁𝑏 The number of 𝑏-jets in the event
𝐻T The scalar sum of jet 𝑝T in the event
𝐿T + 𝐻T The scalar sum of light lepton 𝑝T and jet 𝑝T in the event
𝑀ℓℓ The invariant mass of all light leptons in the event
𝑀ℓ𝜏 The invariant mass of all light leptons and 𝜏-leptons in the event
𝑀ℓ 𝑗 The invariant mass of all light leptons and jets in the event
𝑀 𝑗 𝑗 The invariant mass of all jets in the event
𝑀 𝑗 𝜏 The invariant mass of all jets and 𝜏-leptons in the event
𝑀T The transverse mass of the leading light lepton and 𝐸missT in the event
𝑀OSSF The invariant mass of the opposite-sign same-flavour light-lepton pair closest to the 𝑍 mass in the event
Δ𝜙( 𝑗1𝐸

miss
T ) Δ𝜙 between 𝐸missT and the leading 𝑝T jet in the event

Δ𝜙(ℓ1𝐸
miss
T ) Δ𝜙 between 𝐸missT and the leading 𝑝T light lepton in the event

Δ𝜙(ℓ1ℓ2) Δ𝜙 between the leading and sub-leading 𝑝T light leptons in the event
Δ𝜙(ℓ1 𝑗1) Δ𝜙 between the leading 𝑝T light lepton and jet in the event
Δ𝜙(𝜏1𝐸

miss
T ) Δ𝜙 between 𝐸missT and the leading 𝑝T 𝜏-lepton in the event

Δ𝜙(ℓ1𝜏1) Δ𝜙 between the leading 𝑝T light lepton and 𝜏-lepton in the event
Δ𝜙( 𝑗1𝜏1) Δ𝜙 between the leading 𝑝T jet and 𝜏-lepton in the event
Δ𝑅( 𝑗1𝐸

miss
T ) Δ𝑅 between 𝐸missT and the leading 𝑝T jet in the event

Δ𝑅(ℓ1𝐸
miss
T ) Δ𝑅 between 𝐸missT and the leading 𝑝T light lepton in the event

Δ𝑅(ℓ1ℓ2) Δ𝑅 between the leading and sub-leading 𝑝T light leptons in the event
Δ𝑅(ℓ1 𝑗1) Δ𝑅 between the leading 𝑝T light lepton and jet in the event
Δ𝑅(𝜏1𝐸

miss
T ) Δ𝑅 between 𝐸missT and the leading 𝑝T 𝜏-lepton in the event

Δ𝑅(ℓ1𝜏1) Δ𝑅 between the leading 𝑝T light lepton and 𝜏-lepton in the event
Δ𝑅( 𝑗1𝜏1) Δ𝑅 between the leading 𝑝T jet and 𝜏-lepton in the event
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Table 7: The ranking of the variables used as inputs to BDT algorithm for each of the training regions. Variables are
ranked relative to each other by counting the instances a particular variable is used by the BDT nodes in defining the
signal–background separation. Variables that do not have a ranking are not included in the corresponding training
region. The final variables in each training region are selected using an optimization procedure.

Variable 2ℓ SSSF, 1𝜏 2ℓ SSOF, 1𝜏 2ℓ OSSF, 1𝜏 2ℓ OSOF, 1𝜏 2ℓ, ≥2𝜏 3ℓ, ≥1𝜏 4ℓ, ≥0𝜏
𝑝T(𝜏1) 1 1 1 1 2 2
𝑀ℓ𝜏 2 2 5 3 1 1
𝐿T + 𝐸

miss
T 3 3 2 2 23 4 1

𝐸
miss
T 4 7 4 21 5 8 5

Δ𝜙(𝜏1𝐸
miss
T ) 5 6 6 13 3 3

Δ𝑅(ℓ1ℓ2) 6 24 7 7 15 17
𝑀 𝑗 𝑗 7 21 24 15 1 12 19
𝑀ℓ 𝑗 8 11 26 11 27 14 2
Δ𝜙(ℓ1𝐸

miss
T ) 9 16 20 8 20 10 15

Δ𝑅(ℓ1𝜏1) 10 8 12 6 16 15
Δ𝑅( 𝑗1𝜏1) 11 9 17 25 25 23
Δ𝑅(ℓ1𝐸

miss
T ) 12 29 11 19 17 11 10

Δ𝜙(ℓ1ℓ2) 13 13 18 16 28 13 9
Δ𝑅(𝜏1𝐸

miss
T ) 14 27 9 5 12 9

𝑝T( 𝑗1) 15 19 10 12 22 19 11
𝑀T 16 23 16 18 8 17 7
Δ𝜙( 𝑗1𝜏1) 17 20 27 29 24
𝑀ℓℓ 18 10 25 20 10 22 4
𝑝T(ℓ1) 19 4 30 5 16
S(𝐸missT ) 20 5 14 24 9 24 8
𝑁 𝑗 21 14 28 23 26 22
𝐿T + 𝑝T(𝜏) 22 22 26
𝑝T(ℓ2) 23 15 18
Δ𝑅( 𝑗1𝐸

miss
T ) 24 18 23 10 31 21

Δ𝜙(ℓ1 𝑗1) 25 17 13 17 13 25 13
𝑁𝑏 26 26 21 22 29 20 14
𝐿T 27 32 32 3
𝑀 𝑗 𝜏 28 31 15 9 6 18
Δ𝑅(ℓ1 𝑗1) 29 8 4 11 18
𝐿T + 𝐻T 12 3 14
𝑀OSSF 22 7 6 12
Δ𝜙(ℓ1𝜏1) 25 19 19 16
Δ𝜙( 𝑗1𝐸

miss
T ) 27 21 6

𝐻T 28 28 33 21 20
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Figure 3: A comparison of the total background and signal distributions for 𝑀𝜏
′ = 800, 900 and 1000GeV in

variables that are highly ranked in the BDT training. The signal distribution is scaled by the value indicated in the
legend. The background prediction is taken after performing the fit described in Section 8, while the signal prediction
is taken before the fit. The hatched band represents the combined statistical and systematic uncertainties. The last bin
contains overflow events. The arrows in the ratio plot are for points that are outside the range. (a) 𝑀ℓ𝜏 for the 2 ℓ
SSSF, 1 𝜏 training region (b) 𝑝T (𝜏1) for the 2 ℓ SSOF, 1 𝜏 training region (c) 𝐿T + 𝐻T for the 2 ℓ OSSF, 1 𝜏 training
region (d) 𝐿T + 𝐸

miss
T for the 2 ℓ OSOF, 1 𝜏 training region (e) 𝑝T (𝜏1) for the 2 ℓ, ≥ 2 𝜏 training region (f) 𝑀ℓ𝜏 for

the 3 ℓ, ≥ 1 𝜏 training region (g) 𝐿T for the ≥ 4 ℓ, ≥ 0 𝜏 training region.

14



exactly one muon with a loose selection and zero electrons and 𝜏-leptons, 𝐸missT < 40GeV, and at least two
jets with the leading jet 𝑝T > 35GeV.

Since only 𝜏had decays are selected, fake 𝜏-leptons originate from misidentified jets that can arise from
several sources: light- and heavy-flavour jets, gluon radiation, and jets from pile-up. The SRs are
dominated by light- and heavy-flavour jets misidentified as 𝜏-leptons. Therefore, FFs are calculated
independently in dedicated CRs corresponding to light- and heavy-flavour jets. The Z + jets FF CR uses a
Z + jets sample, which is enriched in light-flavour fake 𝜏-leptons with a requirement of Z → 𝜇

+
𝜇
− decay

and |𝑚𝜇𝜇 − 𝑚𝑍 | < 15GeV. In addition, the sample is required to have zero reconstructed b-jets and
𝐸
miss
T < 60GeV. The tt FF CR is a dilepton tt sample, enriched in heavy-flavour fake 𝜏-leptons with
a requirement of exactly two light leptons that satisfy |𝑚ℓℓ − 𝑚𝑍 | > 10GeV, exactly one 𝜏-lepton that
satisfies the loose criteria, and at least two jets with at least one satisfying the b-jet requirements. The
FF is calculated separately for 1- and 3-prong 𝜏-leptons. The FFs calculated in the Z + jets and tt CRs
are combined by performing a template fit of the BDT score in each training region. The fit uses MC
‘truth’-matched fake 𝜏-leptons to compare the fake composition in the analysis region and the Z + jets and
tt CRs.

7 Systematic uncertainties

The systematic uncertainties considered in this analysis come from instrumental and theoretical sources,
affecting both the overall event yield and the shape of the distribution. They are evaluated by varying each
source around its nominal value as described below.

The uncertainties in the theoretical production cross sections used to simulate the background events
are calculated following the same approach as in Ref. [80]. These uncertainties are assigned to every
background process whose normalization is not determined by the fit. These backgrounds come from
Z + jets,WW , triple vector boson, and top-quark processes.

Uncertainties from missing higher-order contributions are evaluated [81] by applying seven independent
variations of the QCD factorization and renormalization scales by factors of one-half and two in the matrix
elements after removing combinations that differ by a factor of four. The effect of the uncertainty in the
strong coupling constant 𝛼s(𝑚𝑍 ) = 0.118 as well as the uncertainties in the nominal PDF set, used in the
generation of simulated events, is evaluated by following the PDF4LHC recommendations [82]. In addition,
the modelling uncertainty due to the choice of generator for tt + Z production is evaluated by comparing
samples from the nominal generator MC@NLO+Pythia 8 and the alternative generator Sherpa 2.2.1.
This gives an uncertainty of up to 7.9% in the tt + Z background estimate.

The uncertainty in the full integrated luminosity as obtained from the LUCID-2 detector is 1.7% [35]
and is applied to the background and signal processes that are normalized to the theoretical predictions.
Uncertainties associated with the pile-up reweighting procedure range from 0.2% to 3.5% [83].

Instrumental uncertainties are evaluated for each object that is considered in the analysis. For the selected
leptons, they originate from the reconstruction and identification efficiency, the energy (momentum) scale
and resolution, and the isolation efficiency [63, 64, 84]. The uncertainty related to trigger efficiencies is
also included. For jets, the uncertainties originate from the jet energy scale and resolution [68, 85], the
matching of jets to the primary vertex [83], and the identification of 𝑏-jets [71, 72]. Furthermore, the
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impact of a possible miscalibration of the soft-track component of the 𝐸missT is derived from a data–MC
comparison of the 𝑝T balance of the hard and soft 𝐸

miss
T components [86].

Systematic uncertainties associated with the light-lepton fake factors [79] account for the jet composition
differences between the region where the fake factors are derived and the analysis regions where they are
applied, as well as the differences between the values of fake factors calculated in regions with different
selection requirements. Additionally, the uncertainty arising from the modelling and limited sample sizes
is taken into account. The uncertainties are treated independently for each of the different sources of
misidentified objects.

Uncertainties from several sources are evaluated for the FF derived for 𝜏-leptons. Most notably, to account
for the limited numbers of simulated events in the regions used to determine the composition of fake
𝜏-lepton samples, the uncertainty of the fitted fractions from the template fit to the Z + jets and tt FF CRs,
is evaluated as the difference between the two values 0% and 100%, for each SR. Furthermore, a systematic
uncertainty to account for the gluon-initiated and pile-up fake 𝜏-lepton contribution is applied. To assess
this uncertainty a new CR is defined with a less restrictive RNN score requirement on the loose 𝜏had-vis in
the Z + jets FF CR, which increases this contribution from roughly 40% to 60% in the CR. The systematic
uncertainty in the estimated number of fake 𝜏-leptons is then taken as the difference between applying the
nominal FF in each SR and the FF calculated with the less restrictive RNN requirement. The nominal FF is
calculated by applying a minimum RNN requirement of 0.01, while for the assessment of its systematic
uncertainty a minimum value of 0.005 is used. Since gluon-initiated and pile-up fake 𝜏-leptons typically
have low 𝑝T, the 𝜏-lepton FF systematic uncertainties are split into <40GeV and >40GeV regions and
assessed independently. The gluon-initiated and pile-up contribution is only taken for fake 𝜏-leptons
with 𝑝T less than 40GeV, and the large uncertainty of 28% is constrained in the Fake 𝜏had CR (Table 5),
which is a highly populated region dominated by gluon- and pile-up-initiated fake 𝜏-leptons. However,
the gluon-initiated and pile-up fake 𝜏-lepton fraction is less than 20% in the SRs, where the BDTs tend
to select 𝜏-leptons with 𝑝T greater than 40GeV, so this uncertainty does not have an impact on them.
Additionally, uncertainties are derived for the 𝜏-lepton fake factors by accounting for the numbers of events
in the Z + jets and tt FF CRs.

8 Results

In order to test for the presence of a VLL signal, the BDT score templates for signal and background
events are fitted to the data using a binned maximum-likelihood (ML) approach in the RooFit and RooStats
frameworks [87, 88]. The normalizations of theWZ, ZZ, tt + Z, and VLL templates are allowed to vary,
while the other backgrounds’ normalizations are assigned Gaussian constraints based on their respective
normalization uncertainties. In addition, the systematic uncertainties are included in the fit as nuisance
parameters with correlations across regions and processes taken into account. To quantify the statistical
significance of the fit and its resulting power to reject the background-only hypothesis, a test statistic is
constructed using the profile likelihood ratio [89].

After performing the simultaneous fit of the seven SRs and four CRs to the data, the fitted normalization
factors relative to the theoretical expectations for the main backgrounds are 1.06± 0.14 forWZ, 1.02± 0.07
for ZZ, and 1.18 ± 0.18 for tt + Z. Figure 4 shows a comparison between the data and the signal and
background yields for the SRs, CRs, and corresponding VRs. Figure 5 shows the templates and data versus
BDT score for each of the analysis regions after applying the selection requirements in Table 4 but before
the SR’s BDT requirement is applied. The regions with BDT score values less than the SR requirement are
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used as VRs. In all SRs the number of observed events is compatible with the background hypothesis.
Tables 8 and 9 show the total background and signal yields in all SRs and CRs after fitting to data.

Table 8: Total observed yields as computed by the fit for signal regions. The uncertainty contains both the systematic
and statistical uncertainties. The prediction for each background sample is taken after a likelihood fit is performed to
measure the VLL production cross section. Background normalization factors are also applied. The ‘Other Top’
sample includes contributions from single top, tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The prediction
from the signal samples is taken before the likelihood fit is performed. The background contributions may not add up
to equal the total background due to rounding.

Signal Regions 2 ℓ SSSF, 1 𝜏 2 ℓ SSOF, 1 𝜏 2 ℓ OSSF, 1 𝜏 2 ℓ OSOF, 1 𝜏 2 ℓ, ≥ 2 𝜏 3 ℓ, ≥ 1 𝜏 ≥ 4 ℓ, ≥ 0 𝜏
Observed Events 6 3 37 7 4 2 8
Total Background 4.60 ± 0.60 3.70 ± 0.40 28.00 ± 1.80 3.80 ± 0.50 5.70 ± 0.40 3.90 ± 0.30 7.20 ± 0.70
Other Top 0.81 ± 0.19 0.85 ± 0.24 1.60 ± 0.40 0.63 ± 0.19 0.76 ± 0.09 0.35 ± 0.07 0.44 ± 0.13
𝑡𝑡+𝑍 0.14 ± 0.04 0.28 ± 0.07 2.10 ± 0.40 0.08 ± 0.05 0.82 ± 0.16 1.11 ± 0.20 3.10 ± 0.60
𝑍𝑍 0.09 ± 0.02 0.13 ± 0.02 1.83 ± 0.14 0.05 ± 0.01 2.06 ± 0.28 1.10 ± 0.12 2.00 ± 0.25
𝑊𝑍 0.95 ± 0.16 1.28 ± 0.19 12.40 ± 1.60 0.51 ± 0.09 < 0.01 < 0.01 0.06 ± 0.04
Triboson 0.14 ± 0.02 < 0.01 0.47 ± 0.04 < 0.01 0.05 ± 0.01 0.10 ± 0.01 0.19 ± 0.02
Fakes 2.40 ± 0.50 1.18 ± 0.17 9.60 ± 1.50 2.50 ± 0.40 2.03 ± 0.17 1.20 ± 0.13 1.39 ± 0.34
𝜏
′(130GeV)* 3.40 ± 2.40 8.00 ± 4.00 11.00 ± 5.00 6.00 ± 2.40 25.00 ± 6.00 13.00 ± 4.00 5.40 ± 3.50

𝜏
′(500GeV)* 12.60 ± 0.80 13.60 ± 0.80 29.60 ± 1.40 10.70 ± 0.70 13.80 ± 1.00 13.70 ± 0.70 4.70 ± 0.40

𝜏
′(800GeV)* 2.35 ± 0.13 2.20 ± 0.12 6.16 ± 0.30 2.48 ± 0.14 1.72 ± 0.13 2.25 ± 0.13 0.94 ± 0.06

𝜏
′(1000GeV)* 0.73 ± 0.04 0.67 ± 0.04 1.90 ± 0.09 0.82 ± 0.04 0.51 ± 0.04 0.68 ± 0.04 0.29 ± 0.02
*Pre-fit

Table 10 shows the impact of each source of systematic uncertainty on the signal strength 𝜇 in the
signal-plus-background fit. Signal strength is defined as the ratio of the signal cross section estimated
using the data to the predicted signal cross section. The nuisance parameters are grouped according to
their origin. To evaluate the impact of each source of systematic uncertainty, the source is removed from
the full fit and the signal strength and its uncertainty are recalculated. The square of the impact is defined
as the decrease in the squared signal-strength uncertainty. The nuisance parameters associated with the
background normalization have the highest impact on 𝜇, while the systematic uncertainties associated with
the fake-lepton estimation have the second-highest impact.

Using the VLL doublet model in Refs. [23, 24], the predicted significance of the signal is expected to
be greater than 5 standard deviations for 𝑀𝜏

′ in the range from 130GeV to 600GeV and greater than
3 standard deviations for values of 𝑀𝜏

′ up to 800GeV. Above this mass the expected significance decreases
to ≈ 1 standard deviation at 1 TeV. The observed significance is found to be / 1 standard deviation over
the entire 𝑀𝜏

′ range probed, as shown in Table 11.

No significant deviation from the SM prediction is observed. Therefore, the 95% CL exclusion limit on
the VLL production cross section as a function of 𝑀𝜏

′ is calculated and shown in Figure 6. In order to
estimate the 95% CL upper limit on the VLL cross section, a simultaneous binned likelihood fit of the
seven SRs and four CRs is performed, using the CLs method [90] with the asymptotic approximation.
The expected limit is shown with the black dashed line, and the shaded regions correspond to its one and
two standard-deviation uncertainty bands. The observed 95% CL exclusion limit is shown with the solid
black line. The expected lower limit on 𝑀𝜏

′ is found to be 970GeV, and the observed limit to be 900GeV,
by comparing the NLO theory prediction with the expected and observed 95% CL cross-section limits.
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Table 9: Total observed yields as computed by the fit for control regions. The uncertainty contains both the systematic
and statistical uncertainties. The prediction for each background sample is taken after a likelihood fit is performed to
measure the VLL production cross section. Background normalization factors are also applied. The ‘Other Top’
sample includes contributions from single top, tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The prediction
from the signal samples is taken before the likelihood fit is performed. The background contributions may not add up
to equal the total background due to rounding.

Control Regions tt+Z W Z ZZ Fake 𝜏

Observed events 67 96 774 7743
Total background 67 ± 8 97 ± 9 774 ± 28 7760 ± 90
𝑍+jets < 0.03 0.1 ± 0.1 < 0.03 2.55 ± 0.32
Other Top 6.3 ± 0.9 2.0 ± 0.6 0.73 ± 0.14 66 ± 7
𝑡𝑡+𝑍 51 ± 8 3.1 ± 0.6 6.5 ± 1.2 52 ± 9
𝑍𝑍 4.8 ± 0.5 2.5 ± 0.2 753 ± 28 95 ± 5
𝑊𝑍 10.0 ± 0.1 82 ± 9 0.17 ± 0.03 370 ± 50
Triboson < 0.03 0.9 ± 0.1 0.44 ± 0.04 1.71 ± 0.15
Fakes 4.8 ± 0.8 7.0 ± 0.7 12.4 ± 1.2 7170 ± 100
𝜏
′(130GeV)* 11 ± 4 12 ± 4 285 ± 21 1380 ± 100

𝜏
′(500GeV)* 0.7 ± 0.1 7.4 ± 0.5 0.64 ± 0.13 3.71 ± 0.31

𝜏
′(800GeV)* < 0.03 3.1 ± 0.2 < 0.03 0.06 ± 0.02

𝜏
′(1000GeV)* < 0.03 1.2 ± 0.1 < 0.03 < 0.03
*Pre-fit
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Figure 4: Summary of post-fit yields for data and background, and pre-fit yields for signal modelling in the (a) SRs
and (b) CRs and corresponding VRs. Uncertainty bands contain both the systematic and statistical uncertainties.
Background normalization factors are also applied. The ‘Other Top’ sample includes contributions from single top,
tt, tt+W , t+Z, t+WZ, tt+H, tt+WW , tttt, and ttt. The arrow in the ratio plot is for the point that is outside the range.
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Figure 5: The post-fit BDT score distributions of data, background, and pre-fit signal modelling. The arrows indicate
the point where there is a break between the regions and indicate the SRs used in the likelihood fit. The remaining
distribution is treated as a VR and is not used in the fit (with the exception of (c) 2 ℓ OSSF, where the low BDT score
region is used as a CR and is included in the fit); however, fitted nuisance parameters are propagated to these regions.
The uncertainty bands contain both the systematic and statistical components. The first bin contains underflow events
and the last bin contains overflow events. The arrows in the ratio plot are for points that are outside the range. (a) 2 ℓ
SSSF, 1 𝜏; (b) 2 ℓ SSOF, 1 𝜏; (c) 2 ℓ OSSF, 1 𝜏; (d) 2 ℓ OSOF, 1 𝜏; (e) 2 ℓ, ≥ 2 𝜏; (f) 3 ℓ, ≥ 1 𝜏; (g) ≥ 4 ℓ, ≥ 0 𝜏.
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Table 10: Impact of each source of systematic uncertainty on the signal strength 𝜇 in the signal-plus-background fit.
𝑀𝜏

′ = 900 GeV is considered. Both the positive and negative impacts on 𝜇 are considered. Individual sources of
uncertainty are grouped for brevity but are treated as independent and uncorrelated in the fitting procedure. Impact
of the total statistical uncertainty is also presented.

Uncertainty +Δ𝜇 −Δ𝜇
Normalization factors 0.046 0.059
Fakes 0.033 0.050
Other theory uncertainties 0.017 0.012
𝜏-lepton ID and reconstruction 0.016 0.045
Light-lepton ID, reco., energy scale and momentum resolution 0.016 0.033
Jet energy scale and resolution, JVT, pile-up reweighting 0.016 0.012
𝜏-lepton energy scale 0.011 0.010
𝐸
miss
T 0.008 0.003
Luminosity 0.015 0.006
Flavour tagging 0.003 0.003
MC and fake-background statistical uncertainty 0.066 0.120
Total systematic uncertainty 0.098 0.160
Total statistical uncertainty 0.450 0.350

Table 11: Results from the fitting procedure for the VLL mass points studied. The expected and observed signal
significances, and the 95% CL exclusion limits are shown.

𝜏
′ Mass [GeV] Significance Exclusion Limit [fb]

Expected Observed Expected Observed

130 5.9 −0.4 1110+520−310 953
200 12 −0.4 100+44−28 90
300 15 0.1 17.0+7.5−4.8 18
400 12 0.3 7.4+3.3−2.1 8.7
500 10 0.7 3.6+1.6−1.0 4.7
600 7.6 0.9 2.3+1.0−0.6 3.1
700 5.1 1.0 1.8+0.8−0.5 2.4
800 3.4 1.1 1.5+0.7−0.4 2.1
900 2.1 1.1 1.3+0.6−0.4 1.8
1000 1.3 1.2 1.2+0.6−0.3 1.7
1100 0.8 1.1 1.2+0.6−0.3 1.7
1200 0.5 1.1 1.2+0.6−0.3 1.7
1300 0.3 1.1 1.2+0.6−0.3 1.7
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Figure 6: The 95% CL exclusion limit on the VLL production cross section as a function of VLL mass. The black
dashed line represents the expected limit while the shaded regions are its one and two standard-deviation uncertainty
bands. The solid black line is the observed limit as a function of VLL mass. The red curve is the NLO theory
prediction along with its uncertainty.

9 Conclusions

A search for vector-like leptons in a doublet model is performed using 139 fb−1 of pp collision data recorded
at
√
𝑠 = 13 TeV by the ATLAS detector at the LHC. The search is performed using events with final states

containing multiple light leptons and 𝜏had. Observing no excess of events above the SM expectation, a 95%
CL upper limit on the cross section is calculated using the CLs method. Using a doublet model where the
vector-like leptons couple to the third-generation SM leptons, the observed mass range from 130GeV to
900GeV is excluded at the 95% CL, while the highest excluded mass is expected to be 970GeV.
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