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ABSTRACT

Understanding the underlying physics of vacuum electrical breakdown is of relevance for the development of technologies where breakdown
is of significance, either as an intended part of device operation or as a cause of failure. One prominent contemporary case of the latter is
high-gradient linear accelerators, where structures must be able to operate with both high surface electric fields and low breakdown rates.
Temporal clustering of breakdowns has for long been observed in accelerating structures. In this work, the statistics of breakdown clustering
were studied using data collected by a system applying DC voltage pulses over parallel disk electrodes in a vacuum chamber. It was found that
the obtained distributions of cluster sizes can be explained by postulating that every breakdown induces a number of follow-up breakdowns
that are Poisson-distributed with A < 1. It was also found that the primary breakdown rate, i.e., the breakdown rate after discounting follow-
up breakdowns, fluctuates over time but has no discernible correlation with cluster size. Considered together, these results provide empirical
support for the interpretation that primary and follow-up breakdowns are categorically different kinds of events with different underlying
causes and mechanisms. Furthermore, they support the interpretation that there is an actual causal relationship between the breakdowns in a
cluster rather than them simply being concurrent events with a common underlying cause.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0111677

I. INTRODUCTION

Vacuum electrical breakdown is the appearance of an electri-
cally conductive plasma arc across an interelectrode vacuum gap,
triggered by the application of a strong electric field on the electrode
surface. Understanding the phenomenon is of importance for the
development of devices that either use vacuum breakdown as part of
their operation or whose operation is disrupted by breakdown. One
prominent contemporary case of the latter is linear accelerators with
a high accelerating gradient, whose cavities must be able to operate
at high surface electric fields and low breakdown rates.' * This has
led to increased interest in breakdown research by the accelerator
community in the last two decades.

While understanding of the mechanics of breakdown plasma
ignition remains incomplete, the dominant view is that the dynam-
ics of the breakdown are generally determined by the cathode,

which provides the ions that constitute the plasma.” An initial pop-
ulation of ions could multiply by being accelerated back to the
cathode and sputter more ions.”’ What causes the initial ejec-
tion of ions from the cathode is perhaps the least understood part
and perhaps the most relevant part for finding ways to prevent
breakdown. High local field emission current density has long been
believed to be a part of the chain of events leading to breakdown,"’
and it has been observed in cathode surface scans as a precursor
to breakdown.!’ Hence, it is possible that the initial ion popula-
tion is produced by local evaporation on the cathode caused by
the field emission current.''"® However, that in turn raises the
question of what causes the high current density. The most com-
mon explanation is that surface protrusions cause geometric field
enhancement.!' However, such emission sites have been observed
to dynamically appear and disappear under the application of elec-
tric field.'” Hence, if the current is simply caused by geometric field

AIP Advances 12, 115317 (2022); doi: 10.1063/5.0111677
© Author(s) 2022

12, 115317-1


https://scitation.org/journal/adv
https://doi.org/10.1063/5.0111677
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0111677
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0111677&domain=pdf&date_stamp=2022-November-10
https://doi.org/10.1063/5.0111677
https://orcid.org/0000-0001-8174-9870
https://orcid.org/0000-0002-5828-200X
https://orcid.org/0000-0001-7378-5345
mailto:anders.korsback@helsinki.fi
https://doi.org/10.1063/5.0111677

AIP Advances ARTICLE

enhancement, there must be a microprocess where the electric field
causes the shape of the surface to evolve, another subject of study
in recent years.”‘ v

Breakdowns have an observed tendency to be clustered in
time,”'®"? and recent research has shown that temporally clustered
breakdowns also tend to be spatially clustered.”””' In a previous
paper published by our collaboration, we introduced the con-
cepts of primary and follow-up breakdowns.”’ Primary breakdowns
are independent events that occur constantly at a low event rate.
Follow-up breakdowns are breakdowns occurring at a higher event
rate but only in the immediate aftermath of a preceding breakdown.
This, together with the observed concurrent temporal and spatial
clustering of breakdowns, led us to conclude that follow-up break-
downs are induced by preceding breakdowns. However, a reasonable
alternative interpretation of the data would be that instead of the ear-
lier breakdowns in a cluster causing the latter, they are all instead
caused by some common underlying cause that temporarily and
locally causes an elevated event rate.

In this paper, we further explore the statistics of breakdown
clustering, particularly the distribution of cluster size. We do so
in order to provide further support for our interpretation that pri-
mary and follow-up breakdowns are two different kinds of events in
terms of underlying causes and mechanics and that there is indeed
a causal relationship between the breakdowns in a cluster. In this
paper, we only consider temporal clustering and not spatial clus-
tering as the experimental setup used to collect the data used did
not have the capability to localize breakdowns at the time of the
experiments.

The experiments that this paper is based on were carried
out at CERN in the DC Spark Lab. It is a facility and associated
experimental effort established to be complementary to experiments
using accelerating structures. By using voltages in the kilovolt range
applied over gaps in a size range of tens of micrometres, it allows
for breakdown experiments to be carried out at lower hardware
cost and higher data collection throughput compared to experiments
using accelerating structures. The experimental setup and methods
used are sufficiently general that the results should be applicable
beyond the field of accelerator technology. The data analyzed in this
paper is partly reused data from previous experiments and partly
new data, all of them treated with a novel focus on cluster size
distribution.

Il. EXPERIMENTAL METHODS
A. Measurement setup and process

All measurements were performed using the setup we have
named as the large electrode DC spark system. It uses interchange-
able disk electrodes, shown in Fig. 1, in a parallel surface (diameter
62 mm) geometry. The parallel geometry is ensured by stacking
the electrodes together with a cylindrical insulating ceramic Al,O3
spacer in between, resting on a rim below the gap surface. The height
of the spacer determines the size of the interelectrode gap, which was
60 ym in all experiments. All critical dimensions were manufactured
to a tolerance of 1 ym. The edges of the top surface of the electrode
are rounded (radius 1 mm) to mitigate field enhancement by the
edge and to prevent breakdown through the spacer. All electrodes
used in these experiments were made from 3D forged oxygen-free

scitation.org/journal/adv

FIG. 1. Electrode used by the large electrode system for breakdown experiments.
A pair of such electrodes facing each other symmetrically forms the interelectrode
vacuum gap. The spacer separating the electrodes rests on the outer rim of the
bottom electrode, and in turn supports the top electrode by the rim.

electronic copper, in accordance with the CERN standard for copper
used for accelerating structures.”

The electrode-spacer stack is held in a vacuum chamber
(107" bar), with voltage pulses applied through electrical
feedthroughs. Voltage is provided by a DC power supply, charging
a 200 m long coaxial cable used as a pulse-forming network. Square
pulses of length in the us range are applied from the cable over the
electrodes by closing and opening a fast solid-state high voltage
switch. Pulsing is controlled by a programmed microcontroller that
provides the input signal for the switch and in turn communicates
with a desktop computer, providing high-level control and data
logging in LabVIEW.

Pulsing is performed at a constant rate of up to 1000 pulses per
second, capped by power dissipation constraints at higher voltages.
The microcontroller counts the number of applied pulses. Upon the
occurrence of a breakdown, the DC supply voltage is cut off, and
pulsing is paused for half a minute to allow for restoration of the
vacuum. The breakdown drains the charge stored in the coaxial
cable. The occurrence of the breakdown is logged by the system,
together with the number of pulses that preceded it, thus provid-
ing a record of the total number of pulses applied and the points in
the sequence of pulses when breakdowns happened.

Pulsing is resumed by a signal sent from the computer to the
microcontroller, and a simultaneous signal that turns on the DC
supply voltage is sent. This causes the charge and the voltage in the
cable to rise asymptotically toward a set value, reaching 90% of the
set value in about 700 ms and 99% of it in about 1400 ms. Thus, the
voltage of the applied pulses is gradually ramped up in the aftermath
of a breakdown.

As the system has already been described thoroughly else-
where, we provide references to more detailed descriptions of the
system, including a schematic of the circuit and a discussion of
instrumentation issues and capabilities.' """

B. Measurement runs

A total of six datasets produced by different measurement runs
were used for the analysis in order to study breakdown clustering
under varied conditions. The input parameters of the measurement
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TABLE |. Input parameters and other properties of experiments producing the
datasets. The voltage of dataset VI was feedback-controlled and fluctuated in the
range 4.0-4.8 kV.

Dataset I m o 1mv v VI

Electrode type Hard Hard Hard Soft Soft Hard

Voltage (kV) 23 28 42 45 465 *
Pulse length (us) 60 35 20 50 50 5.0
Number of breakdowns 30108 1537 3200 2099 1578 3856

Number of pulses (x10°) 784 139 87 404 64 296
Breakdownsperpulse(><10_5) 384 1.10 3.69 0.52 2.47 1.30

runs and the number of pulses and breakdowns in the datasets are
summarized in Table 1.

Datasets I-III are the same as in the previous study of break-
down statistics,”’ labeled B-D, respectively. These were all run
consecutively on the same electrode pair. This electrode pair was
used as machined and thus of relatively hard copper. In this paper,
we refer to this kind of electrode pair as “hard” for the sake of
brevity. The system was set to run automatically at a set voltage and
pulse length, applying voltage pulses and recording breakdowns as
described in Sec. I A until a satisfactory amount of data had been
collected or the setup was needed for other activities.

Datasets IV and V are new datasets collected for this study.
They were collected using an electrode pair that had been subjected
to heat treatments after machining, treatments identical to those
used to bond accelerating structures together.”” The treatments heat
the electrodes almost to the melting point of copper, causing the
copper to become soft and obtain a large grain size. We correspond-
ingly refer to this kind of electrode pair as “soft.” This electrode pair
was previously used in our recent study on electrode breakdown
performance conditioning,”® where it was referred to as sample 3.
This electrode pair was used for the present study because it had
undergone extensive conditioning during the preceding experiment
and was unlikely to condition further. As with datasets I-III, these
datasets were also collected by letting the system run automatically
at a set voltage and pulse length.

Dataset VI is the same as that in the study of breakdown con-
ditioning,”® where it was referred to as sample 2. This dataset was
collected using a “hard” electrode pair, a different one from the one
used to collect datasets I-III. Contrary to the other datasets, the pulse
voltage was not held constant in this measurement run. Instead, as
this measurement run was carried out as a part of our study of elec-
trode conditioning, the voltage was controlled by a negative feedback
loop in response to the breakdown behavior: The set value of voltage
was reduced by up to 10 V if a breakdown happened within 20 000
pulses after the preceding breakdown and increased by 10 V if there
was no breakdown during 100 000 consecutive pulses. As this was a
pristine electrode pair, it spent the first 23 x 10° pulses condition-
ing before settling to fluctuate around a level of ultimate breakdown
performance. This initial conditioning was excluded from the anal-
ysis in this paper. Thus, voltage fluctuated over the course of the
measurement run, but the breakdown rate was largely constant
due to negative feedback. The pulse length was also set to a con-
stant value in this measurement run. The system ran automatically
until then.

scitation.org/journal/adv

For a more detailed description of this measurement run and
the feedback loop, please refer to the conditioning study.”°

For further discussion on the differences in the material state
and breakdown dynamics between electrodes of soft and hard
copper, again refer to the conditioning study.”®

lll. RESULTS AND DISCUSSION
A. Breakdown classification

For each dataset, every breakdown was classified as either a pri-
mary or a follow-up breakdown. The classification was done based
on statistical analysis of the number of pulses between two con-
secutive breakdowns.”’ The threshold number of pulses between
breakdowns is determined for each dataset; every breakdown hap-
pening within that many pulses of the preceding breakdown is
classified as a follow-up, and the remaining are classified as pri-
mary ones. The threshold is obtained from the probability density
function of the number of pulses between breakdowns by fitting a
sum of two exponential decreases to it. One of the two terms of the
fit corresponds to primary breakdowns, and the other terms cor-
respond to follow-up breakdowns. Thus, the relative magnitudes
of the two terms for a given number of pulses between break-
downs give the probabilities of the second breakdown of the pair
being either a primary or a follow-up. Thus, the number of pulses
between breakdowns for which the terms are equal can be used as
the aforementioned threshold value for classification.

This provides a reasonably accurate classification of break-
downs, with a significant risk of misclassification only for the num-
ber of pulses between breakdowns close to the threshold. For a more
thorough discussion on the method of classification and for illustrat-
ing figures, please refer to the previous work.”’ Spatial localization of
breakdowns could also be used to improve classification,”’ but this
feature is not yet available for the datasets used in this paper.

The number of primary and follow-up breakdowns thus
obtained is shown in Table II. The number of breakdowns of each
type for datasets I-III differs slightly from that reported in the previ-
ous work? since the fit was made this time with a priority to define
the threshold as accurately as possible rather than obtaining the best
possible fit to the majority of the probability density functions.

B. Cluster size distribution

Having classified breakdowns into primary and follow-up
breakdowns, we further study breakdown clustering. We define a

TABLE II. Number of primary and follow-up breakdowns in each dataset.

Dataset I on m I1v Vv VI
Number of primary 5672 833 2105 1287 673 2799
breakdowns

Number of 24436 704 1095 812 905 1057

follow-up breakdowns
Total number

of breakdowns

Ratio follow-up breakdowns 4.31

per primary

30108 1537 3200 2099 1578 3856

0.85 0.52 0.63 1.34 0.38
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cluster as a series triggered by a primary breakdown and followed
by subsequent follow-up breakdowns that occur until the next pri-
mary breakdown takes place. For the sake of brevity, we use “cluster”
to also mean lone primary breakdowns without any follow-up ones.

Histograms of cluster sizes were calculated for each dataset, and
attempts were made to find a function that fits the data. We found
that the best possible fit was obtained by making the following postu-
late: Each breakdown (of either kind) induces a number of follow-up
breakdowns that is Poisson-distributed with a constant A < 1, that
is, the probability that a breakdown induces exactly n follow-up
breakdowns is

At

P(n) = n!

@

The value of the parameter A would depend on system-specific
conditions such as voltage applied and energy released in a break-
down, with conditions that cause a higher likelihood of follow-up
breakdowns resulting in a larger A and larger clusters. The key
point is that A is constant throughout the cluster, i.e., every break-
down in a cluster would have an equal chance of inducing fur-
ther breakdowns regardless of its place in the cluster. Thus, from
our postulate, a general shape for the distribution of cluster size
is one that holds regardless of the strength of the tendency for
breakdowns to induce follow-up breakdowns. The requirement that
A < 1 is made to ensure that the cluster will eventually extinguish
itself rather than continuously inducing follow-up breakdowns
indefinitely.

Analytically deriving the probability mass function (PMF) of
cluster size from Eq. (1) would be awkward; thus, it was instead
obtained numerically through a Monte Carlo method. For each

ARTICLE scitation.org/journall/adv

value of A from 0.01 to 0.90 in increments of 0.01, a billion clus-
ters were randomly generated to obtain the PMF of the cluster size
for that particular value of A. Each cluster was generated as fol-
lows: The cluster starts with a primary breakdown, and a random
Poissonian number is generated to determine whether any follow-
up breakdowns are induced. If the number is greater than zero,
it gives the number of follow-up breakdowns in the first genera-
tion. For each of these, a Poissonian random number is likewise
generated to determine the number of follow-up breakdowns in
the next generation and so on in a cascade manner. This contin-
ues until a generation produces no further breakdowns. At this
point, the total number of breakdowns in the cluster is tallied.
PMFs for values of A in between those tested for were obtained by
interpolation.

From the PMFs thus obtained, the expected number of clusters
of each size in a dataset is obtained by normalizing the PMF to the
total number of clusters in the dataset. The normalized PMF was fit
to the histograms, with A being the sole fitting parameter. The fits
were performed using Pearson’s y” test, finding the value of A that
minimizes the test statistic y*. The tail ends of the histograms where
the expected number of clusters of a given size is less than 5 were
excluded from the fit as the test breaks down for small expectation
values.

Figure 2 shows the histograms of the cluster size along with the
fits. Error bars show the expected binomial random variation (one
standard deviation) around the expectation value. From the y* value
and the number of degrees of freedom (two less than the number of
bins since there is one fitting parameter), p-values for each fit can
be calculated. If the fit would be a perfect match with the underlying
distribution, and thus if any difference between the fit and the data

Data set | Data set I Data set Il
10000 1000
A=0.40 A=0.47 1000 A=0.25
1000 p=19x 10% p=0.62 p=6.8x10°
100
100
100
(£ 10
10
[}
@
3 1 10
e 012345672829 01 23 4567 o 1 2 3 4
Y
o
o Data set IV Data setV Data set VI
o 1000
Q 1000 _ -
e A=0.26 A =042 1000 A= 8.12;
5 0=0.69 p=0.053 p=0.
=2 100
100 100
10
10 10

0o 1 2 3 4 0o 1

2 3 4 5 01 2 3 4 5

Number of follow-up breakdowns in cluster

FIG. 2. Histograms showing the distributions of cluster sizes and fits of the (normalized) PDF. Histogram bars show the number of clusters of each size; red error bars show

the fit and expected variation (one standard deviation) around the fit value.
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TABLE lI1. Properties of fits to histograms of cluster size, datasets |-VI.

scitation.org/journal/adv

TABLE IV. Properties of fits to histograms of cluster size, subsets of dataset I.

Dataset I II III v v VI Subset 11 1.2 1.3 1.4 L5
Electrode type Hard Hard Hard Soft Soft Hard Number of clusters 614 1049 1019 2421 1008
Number of FitA 0.75 0.51 0.24 0.08 0.45
breakdowns 30108 1537 3200 2099 1578 3856 Fit XZ 11.23 12.05 13.52 17.00 26.16
Number of clusters 5672 833 2105 1287 673 2799 Degrees of freedom 9 7 3 1 6

Fit A 040 047 025 026 042 027  Fitp-value 026 010 0.0036 3.7x107° 21x107*
Fit Xz 226.2 440 2191 1.47 934 7.20

Degrees of freedom 8 6 3 3 4 4

Fit p-value 19x 107 062 6.8x 107 0.69 0.053 0.13

would be due to random variation, we would expect p-values for the
fits to be uniformly distributed in the range 0-1. Thus, p-values for
the fits provide an indication of how well our postulate fits the data.
Table 1T shows the properties of the fits.

As we can see from Table III, the p-values are consistent with
our postulate for datasets IT and IV-VI. Visual inspection of Fig. 2
confirms this, with the histogram bin heights for these datasets being
within or slightly outside the error bars. We think that the extent to
which the data and the fits match is remarkable, considering how the
bin heights vary over two to three orders of magnitude and how the
fit is not particularly flexible but largely fixed by the first data point,
as that point has the smallest relative error bars due to the law of
large numbers.

For datasets I and III, we get p-values showing a statistically
significant difference between the data and the fit. Visual inspection
of Fig. 2 shows that the relative shape of the two is the same in both
cases. The data are consistently below the fit at small cluster sizes and
consistently above it at large cluster sizes. We also note that these
two datasets are relatively large, being first and third in the number
of both breakdowns and clusters, respectively. This led us to suspect
that the discrepancy is due to A fluctuating over time. In that case,
the actual obtained distribution would become a superposition of
distributions with different values of A, with the value obtained from
the fit being an average. We explored this possibility by doing subset
analysis of dataset I and by numerically simulating experiments with
fluctuating A.

In our previous work on breakdown statistics,”” subset analysis
was performed on dataset I. The dataset was divided chronologi-
cally into five segments with the same number of breakdowns in
each segment. It was shown that the primary, follow-up, and over-
all breakdown rates fluctuated over the course of the measurement
run. Now we use the same subsets to study the fluctuation of the A
parameter. For each subset, a histogram of the cluster size was cal-
culated, and a normalized PMF was fit to it in the same way as was
done for datasets I through VI. The properties of the fits are shown
in Table IV. As can be seen, A does drift as hypothesized, starting at
0.75 for the first subset, then monotonically decreasing all the way
to 0.08 for the fourth subset, and finally rebounding to 0.45 for the
fifth. However, even with a unique value of A for each subset, only
two subsets out of five (the first and the second) yield p-values that
indicate consistency between the data and the PMF.

The effect of a fluctuating A on the distribution of cluster size
was studied through simulation of the clustering process. During

20

each iteration of the simulation, A is given a random value uniformly
distributed in the range 0.1-0.8, after which one cluster is generated
using the same Monte Carlo method previously described. Then a
new iteration starts, giving A a new random value and generating a
new cluster. Once a predetermined number of iterations have been
run, a histogram of the cluster size is created, and the normalized
PME fit to it.

Figure 3 shows the cluster size distributions and PMF fits
of two such simulations, one with 2000 and another with 20000
generated clusters. We note that both have the same shape as
datasets I and III in Fig. 2, with the data being consistently below
the fit for small cluster sizes and above it for large cluster sizes. We
also note that the values of A provided by the fits are remarkably
close to 0.45, the average of A in the simulations. The difference
in p-values shows how the difference between the data and the fit
becomes increasingly statistically significant as the total number of
clusters increases. As the simulation with 2000 clusters yielded a
p-value in an order of magnitude close to the limit of statistical sig-
nificance, we thought it warranted to briefly study the distribution of
p-values obtained from this simulation. Hence, this simulation was
repeated 100 times. Each of these 100 simulations produced a cluster
size distribution, to which the normalized PMF was fit and a p-value
was calculated. This set of p-values had a median of 0.0165, and 31
out of the 100 p-values were greater than 0.05. Considering this, it is
entirely plausible that there is some fluctuation of A in datasets IT and
IV-VI as well, but the effect and/or the sample sizes are too small to
result in a statistically significant difference between the fit and the
experimental data.

While the explanation that A is variable could be considered
an ad hoc hypothesis, there is some instrumentational justification
for it, that is, after samples of the current design had been used for
a number of experiments, it was found that the design is insuffi-
cient at mitigating the field enhancement effect of the electrode edge,
particularly in a situation where the electrodes are parallel but mis-
aligned off the centre. This results in a disproportionate number of
breakdowns happening at the edges of the electrode. This tendency
is most prominent in hard electrodes®® but has also been occasion-
ally observed in soft electrodes,’ particularly in soft electrodes that
have already undergone conditioning.”” Breakdowns at or very close
to the edge could plausibly have a lower A than breakdowns far from
the edge as there is less electrode surface in the vicinity of the break-
down site for new breakdown sites to appear at. This would result in
a cluster size distribution that is a superposition of two PMFs with
different values of A. It is worth mentioning that the two datasets
for which the fit and the data showed a statistically significant differ-
ence, i.e., I and III, were both collected with the same hard electrode
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pair and thus would have had a high relative propensity to have
edge breakdowns. Thus, the “variable A” hypothesis is consistent
with earlier experimental results. The existence of both edge and
non-edge breakdowns would explain why we get cluster size distri-
butions that are superpositions of PMFs with different values of A
but not why A would drift over time as shown by the subset analysis
of dataset I. However, as samples are known to undergo dynamic
changes over the course of their operation in a way that affects
their breakdown behavior,”"*®*® it is not unreasonable to conjec-
ture that the conditions that determine A would also change over
time, or that breakdown activity would move between regions of
low and high A.

C. Evolution of the primary breakdown
rate and cluster size

In Sec. III B, we showed how the distribution of cluster size
is consistent with the hypothesis that clustering is caused by break-
downs, triggering a cascade of further breakdowns. If this hypothesis
is true, it would follow that the micromechanics of the process that
leads to breakdown are at least partly different for primary and
follow-up breakdowns. In other words, an effect that facilitates the
occurrence of follow-up breakdowns should not be present in the
process leading up to a primary breakdown. Furthermore, break-
down rates have been observed to fluctuate over time.””*** This
warrants a comparative study of the evolution of the primary break-
down rate and cluster size. If primary and follow-up breakdowns
are different kinds of events with different underlying microme-
chanics, one would expect the primary breakdown rate (in terms
of the average number of pulses between subsequent clusters) and
cluster size to be uncorrelated. However, if the two kinds of break-
downs actually are of the same kind with a single fluctuating event
rate and clustering is simply a result of the underlying mecha-
nisms being activated particularly strongly at certain times, one

T

p=5.96 x 107°

FIG. 3. Histograms of distributions of
cluster sizes and simulations of clus-
tering under conditions of fluctuating A.
Histogram bars show the number of clus-
ters of each size, and red error bars show
fit and expected variation (one standard
deviation) around the fit value.

10 15

whether there is such a correlation, and that is what we do in
this subsection.

Figure 4 shows the evolution of the average number of follow-
up breakdowns per cluster against the primary breakdown rate.
Each point is calculated from a given number of consecutive pri-
mary breakdowns and their clusters. The number of clusters per
point was chosen for the convenience of data visualization and
varied from 10 to 100 depending on the dataset. The connecting
jagged lines show the order of the points and thus the relative time-
evolution of the primary breakdown rate and the average number
of follow-up clusters. Breaks in the line appear where the aver-
age number of follow-up breakdowns goes to zero and cannot be
shown on a logarithmic plot. For dataset VI, this analysis is less rel-
evant than for the others as the two plotted quantities are causally
related through the feedback loop that controls the pulsing volt-
age, but it is nevertheless included in the analysis for the sake
of completeness.

Simple visual inspection of the plots suggests that there is lit-
tle to no correlation between the two plotted quantities and that
both quantities have a certain persistence to them, both drift-
ing independently of each other. To further explore whether this
is the case, we conducted a covariance study. Cross-covariance
is the degree of correlation between two time-series as a func-
tion of the difference in time between them, where the time dif-
ference is called lag (7). Autocovariance is the cross-covariance
between a variable and itself and thus indicates how persistent its
value is over time. In our case, we compare primary breakdown
rates and cluster sizes at the points in time when clusters occur,
rather than continuously over time. Hence, our measure of lag
will be the number of clusters rather than time. Thus, we obtain
the following definitions for autocovariance and cross-covariance,
respectively:

Kxx (1) = E(XiXitr) — o

would reasonably expect the primary breakdown rate and cluster )
size to be positively correlated. Thus, it is of interest to explore Kxy (1) = E(XiYisr) — txphys
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Data set | Data set i Data set lll

0.5 0.5 I 0.5

0.4 0.4 | 0.4

0.3 0.3 i

0.2 0.2 F
= i,

0.1 0.1 :
g Al
T O 0 f% i "
g 0.1 0.1 W . ‘ ki
© 500 250 0 250 500  -300 150 O 150 300  -500 250 O 250 500
;’ Data set IV Data setV Data set VI
o . 0-5 I
c -
B 0.4 :
| -
© i
3 0.3 i
O :
© 0.2 1

E 2
0.1 ri
0 v';:-"“:..MJ \v-r:nm:‘"“";{u
. . -0.1
-500  -250 0 250 500 -300 -150 0 150 300 -100 -50 0 50 100
--------- Breakdown rate, autocovariance
Lag T (number of clusters) = == :Cluster size, autocovariance
Cross-covariance

FIG. 5. Autocovariance of the primary breakdown rate (dotted blue line) and cluster size (dashed red line) and their cross-covariance (solid yellow line). The lines shown
are smoothed by a moving average for the sake of legibility.

AIP Advances 12, 115317 (2022); doi: 10.1063/5.0111677 12, 115317-7
© Author(s) 2022


https://scitation.org/journal/adv

AIP Advances

where X; and Y; are variable values at the ith cluster in the dataset,
#, and p, are the respective mean values of the variables, and E is
the expectation value function averaging over all possible pairs of
clusters that are 7 apart.

The time series of the cluster size and primary breakdown
rate were constructed, with each time series element being derived
from one cluster (i.e., elements were in chronological order but
not equally spaced in time). Cluster size is simply the number
of breakdowns in the cluster. The primary breakdown rate is
the inverse of the number of pulses between the primary break-
down of the cluster and the preceding breakdown (i.e., the last
breakdown of the preceding cluster). As both primary breakdown
rate and cluster size are distributed over several orders of magni-
tude, we used the tenth logarithms of both in order to mitigate
the effect of outliers. Because of this, we use cluster size here
rather than the number of follow-up breakdowns in a cluster as the
latter can have a value of zero, whose logarithm is undefined. Using
Eq. (2), autocovariances and cross-covariance were calculated from
these time series. The obtained covariances were further normalized
so that autocovariances are equal to one at 7 =0 in order to make
them comparable to each other.

Figure 5 shows the resulting autocovariances and cross-
covariances. Dataset VI shows little of either, as expected, due to
the voltage control feedback loop; thus, we will exclude it from
the discussion. For all the other datasets, we see that the autoco-
variance of the primary breakdown rate has a relatively wide peak
around zero lag, with a width of +50 to 200 clusters. Hence, the pri-
mary breakdown rate definitely has persistence, and this number of
50-200 primary breakdowns is indicative of the time scale of fluctua-
tion. Curiously, the primary breakdown rate even shows periodicity
in dataset IV, although that is a topic beyond the scope of this paper.
The results regarding autocovariance of cluster size are much more
mixed. Datasets I and III show a clear peak around zero, dataset
II is a small one at most, and datasets IV and V are none at all
beyond 7 = 0. This seemingly inconclusive result is, however, consis-
tent with the variable A hypothesis we presented in Subsection I1I B.
Datasets I and III are the two that show a statistically significant
discrepancy between the actual cluster size distribution and the dis-
tribution following from our hypothesis. If A drifts over time, that
would give average cluster size persistence and make it drift along
with A. Thus, the obtained autocovariances of cluster size support
the interpretation that datasets I and III have a drifting A and the
other datasets do not. Finally, we note that cross-covariance of the
breakdown rate and cluster size has a peak that visibly rises above
the level of random fluctuation only in the case of dataset III, that
is, even for dataset I for which the two are persistent, there is no
clear correlation between the two, but they drift independently of
each other. Considering how dataset III is unique in this regard, it is
entirely possible and even reasonable to conjecture that it is a case
of spurious correlation of two persistent quantities happening to
drift in the same direction more often than in the opposite and thus
appearing correlated.

All things considered, we can conclude that the primary
breakdown rate does drift over time but has little to no effect on
breakdown clustering or at most has so in very specific situations
that might be experimental artifacts. This supports the interpreta-
tion that primary and follow-up breakdowns are two different kinds
of events with different causes leading up to them.
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IV. CONCLUSIONS

We have explored the temporal clustering of breakdowns. We
have shown that the statistics of breakdown clustering support the
interpretation that clustering is caused by breakdowns inducing fur-
ther breakdowns. This has generally been the working assumption
in the breakdown research community, but evidence for it has been
scarce and circumstantial. Thus, this result is more of a confirma-
tion of what is already believed than a new discovery. Nevertheless,
it serves to fill a gap in the body of empirical evidence in favor of the
prevailing view.

We have shown that the distribution of cluster size can be
explained to a reasonable degree by postulating that every break-
down induces a number of follow-up breakdowns that are Poisson-
distributed with an expectation value A < 1. One significant implica-
tion of this is that there is a critical point at A = 1, above which each
breakdown induces an average of more than one more breakdown,
and there is a risk of a runaway process of breakdowns inducing an
ever-increasing number of further breakdowns.

The existence of this critical point provides an explanation for
the “hot cell” phenomenon known in the high-grade accelerator
community. This is the sudden occurrence of a very high breakdown
rate inside one cell of an accelerating structure. It follows from our
results that if one has an objective of preventing such a runaway pro-
cess or to run a device at the highest possible field strength without
causing one, the key is to monitor the clustering behavior (e.g., using
A as a key metric) rather than the overall breakdown rate, as has been
the usual practice in the accelerator field.

As our results provide an explanation for the phenomena
observed in diverse applications prone to breakdown behavior,
there is reason to believe that our results are to some extent gen-
eral and not limited to our experimental setup. This is particularly
true for the qualitative results that there is a causal relationship
between the breakdowns in a cluster and that there is a criti-
cal point after which the aforementioned runaway process occurs.
The exact shape of the distribution of cluster size could, how-
ever, plausibly vary depending on the specifics of the system if
there are circumstances that interfere with the induction of further
breakdowns.
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