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Abstract

In this thesis, measurements of differential cross sections of top quark pair (t¢)
production in proton-proton (pp) collisions at /s = 13 TeV are presented. The
analysis is based on data obtained with the CMS experiment during 2016, 2017
and 2018 in Run 2 of the LHC, which corresponds to an integrated luminosity of
137.6 fb~1. In this period of time more than 100 million ¢t pairs were produced in
the pp collisions, facilitating an unprecedented precision in measurements of kine-
matic spectra and topologies in these events. The analysis is performed using the
dileptonic decay channel. Differential ¢# production cross sections are measured in
bins of the kinematic properties of the ¢f system, the top quarks and their visible
decay products, the charged leptons and beauty flavoured jets. The cross section
extraction is based on an event-counting method using reconstructed distributions,
where detector effects such as resolutions, acceptances and efficiencies are corrected
through a regularized unfolding procedure. The measurements are presented in
the full phase-space at parton level and/or in the fiducial phase space at particle
level. Both absolute and normalized cross sections are provided. All measurements
are compared to alternative MC predictions based on next-to-leading order (NLO)
QCD models matched to parton showers and some selected results are also com-
pared to theoretical predictions beyond NLO precision in QCD. Most cross sections
are measured single-differentially as functions of one kinematic observable, but also
some double-differential cross sections are extracted as functions of two observables.



Zusammenfassung

In dieser Arbeit werden Messungen differenzieller Wirkungsquerschnitte fiir (¢¢)
Produktion in Proton-Proton (pp) Kollisionen bei einer Schwerpunktsenergie von
Vs = 13 TeV prisentiert. Die Analyse benutzt Daten die mit dem CMS Experi-
ment in den Jahren 2016, 2017 und 2018 in dem “LHC Run 2”7 aufgezeichnet wurden
und einer integrierten Luminositit von 137.6 fb~! entsprechen. In diesem Zeitraum
wurden mehr also 100 Millionen ¢t Paare erzeugt, was es ermoglicht kinematische
Spektren und Ereignistopologien mit bislang unerreichter Prézision zu studieren.
Die Analyse wird mit dem dileptonischen Zerfallskanal durchgefiihrt. Differenzielle
Wirkungsquerschnitte werden als Funktion kinematischer Observablen des ¢t Sys-
tems, des Top Quarks und der sichtbaren Zerfallsprodukte, den geladenen Leptonen
und “beauty flavoured jets”, untersucht. Die Extrahierung der Wirkungsquerschnitte
basiert auf einer Ereignis-zdhlmethode welche die rekonstruierten Verteilungen auf
Detektoreffekte wie Akzeptanzen, Effizienzen und Verschmierungen mittels einer re-
gularisierten Entfaltungsprozedur korrigiert. Die Messungen werden in dem vollen
Phasenraum auf “Parton Level” und/oder im sichtbaren Phasenraum auf “Particle
Level” préaesentiert. Alle Messungen werden mit alternativen Monte Carlo Vorher-
sagen verglichen, die auf Modellen in néchstfithrender (NLO) Stérungsrechnung der
QCD plus Partonschauern basieren. Einige selektierte Resultate werden auch mit
Rechnungen in noch hoéheren Ordnungen der QCD Storungsreihe verglichen. Die
meisten differenziellen Wirkungsquerschnitte werden als Funktion einer kinemati-
schen Variablen gemessen und einige auch simultan als Funktion von zwei Variablen.
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Chapter 1

Introduction

A clear description of the elementary particles in the universe and the gauge bosons
that mediate their interactions is provided by the Standard Model (SM) of particle
physics [1] and the predictive power of this model has arguably been established in
the second half of the 20th century. The bottom and top quarks were first predicted
in 1973 [2] by Makoto Kobayashi and Toshihide Maskawa and were also commonly
referred to as beauty and truth, respectively. Those names are a reminder of the
way they elegantly completed the picture of quark mixing and helped explain the
observed charge-parity violation in the kaon system. The subsequent discoveries
of the quarks in 1977 (bottom [3]) and 1995 (top [4]) generated much excitement
and further corroborated the emerging picture of particle physics. In the SM, the
Higgs mechanism was postulated to explain how particles have mass, introducing
couplings to a new type of spin 0 boson, called the Higgs. A Higgs-like particle
with a mass of 125 GeV was subsequently discovered in 2012 [5, 6], confirming the
last prediction of the SM. This brings us to today, where we still need answers to
a number of questions that are not currently within the realm of understanding in
the context of the SM, and the hope is that high-energy collisions of protons and/or
heavy ions at the Large Hadron Collider (LHC) or future hadron/lepton colliders
can shed light on where we're heading in terms of new physics.

The top quark is the heaviest elementary particle with a mass of 172.5 GeV [7]
(average pole mass from cross section measurements) and its Yukawa coupling to
the Higss boson is close to 1. Thus, its possible involvement in new production and
decay modes at higher energy scales is postulated and this makes it interesting for
new physics models. The name truth, the alternative moniker of the top quark,
seems very beautiful in this context. Cross section measurements of the process
where a top and an anti-top are produced in a pair, so-called t¢ production, are
especially important, as they are sensitive to such new phenomena and serve as
crucial tests of the validity of the SM. At the LHC, the ¢ production primarily
happens through gluon-gluon fusion as shown in the exemplary Feynman diagram
in Figure 1.1. Although the top quark pairs are not directly visible in the detector,
they can be kinematically reconstructed through their daughter particles that are
also shown in Figure 1.1. This is a unique feature of the top quark, as its very short
lifetime means that it decays before it hadronizes, thereby facilitating access to the



bare quark.

In this work, cross sections of ¢t production are measured as functions of one or
simultaneously two kinematic variables in the event, in a comprehensive set of dif-
ferential measurements using the data collected by the Compact Muon Solenoid
(CMS) experiment, situated at the LHC, in proton-proton (pp) collisions at center-
of-mass energies of 13 TeV. The data used was recorded from the beginning of 2016
until the end of 2018, which corresponds to an integrated luminosity of 137.6 fb~!
constituting the period known as Run 2. The top quark predominantly decays to a
W boson and a b quark, and the measurements are performed in the dilepton decay
channel consisting of e*e®, =T and e*uT final states, resulting from the prompt
decays of the W bosons shown in Figure 1.1. The CMS experiment is situated oppo-
site to the ATLAS experiment on the LHC ring, and both have previously performed
such measurements in the dilepton channel at center-of-mass energies of 7 (2011) 8,
9], 8 (2012) [10-12] and 13 TeV (2016) [13-15]. However, in the Run 2 period, the
LHC has produced ~ 100 million #¢ events at just CMS alone and this makes it the
largest top quark factory ever built by several orders of magnitude. The abundance
of statistics facilitates unprecedented precision in the differential cross sections.

In this thesis, cross sections are measured as functions of kinematic observables
of the tt system as well as the top quarks and their decay products, the charged
leptons and beauty flavoured jets. Another type of cross section is also performed
as a function of the total jet multiplicity in the event, which includes extra jets from
the hard interaction or parton shower (see Figure 1.1), providing a direct probe of
the strong interaction. The cross sections are measured in both absolute and nor-
malized form, where the latter refers to the normalization of the former with respect
to the total inclusive cross section of ¢t production. All distributions related to the
tt system or top quarks are performed at both parton and particle level in the full
and fiducial phase space, respectively, while those related to the decay observables
and jet multiplicity are performed at particle level only in the fiducial phase space.
A couple of high-precision SM predictions are only available for parton level mea-
surements in the full phase space. An advantage of particle level measurements in
the fiducial phase space is the minimal extrapolation uncertainties, since the selec-
tion at generator level is chosen such that it closely follows the detector acceptance
and applied selection criteria at detector level. The analysis strategy follows the
corresponding analyses in the dilepton channel performed at CMS using 2016 data
[14, 15]. Several new single- and double-differential measurements are performed for
the first time ever and the kinematic phase space of a number of observables has
been extended with respect to the 2016 analysis [14]. The abundance of statistics
has also made it possible to use finer binning in the differential measurements, in
particular for those measured as functions of kinematic spectra of the charged lep-
tons and b-jets. The statistically limited regions of the kinematic phase space for
other observables, benefit from this as well.

The cross sections are compared to Monte Carlo (MC) simulations at next-to-leading
order (NLO) and the latest set of SM predictions at next-to-next-to-leading order



(NNLO) or even higher accuracy in QCD. And for the first time in CMS, the scope of
comparisons include predictions from MINNLOPS [16-18], which interfaces NNLO
matrix element calculations to parton showers. Furthermore, a selected number of
measurements is compared to predictions using alternative sets of parton distribu-
tion functions (PDF), which describe the longitudinal momentum densities of quarks
and gluons in the proton. The ¢ measurements presented in this work are expected
to be particularly sensitive to the gluon-density at high proton momentum fractions,
and can subsequently be used by theoreticians to constrain the PDFs. In addition,
differential measurements can be used to extract the strong coupling constant and
the top mass [15].

The thesis is organized as follows. In Chapter 2, a theoretical overview of the
SM is given along with details on the production and decay modes of ¢t at the LHC.
Information on the LHC itself and descriptions of the CMS experiment and its sub-
detectors can be found in Chapter 3. To test our understanding of the underlying
phenomenology of the physics process we aim to study, MC simulations are used
such that comparisons can be made directly with data. MC simulations can be fac-
torized into a series of individual processes that are described in Chapter 4. In this
thesis, MC simulations that are processed through the detector simulation are also
used for subtracting background processes and correcting signal events for detector
effects. The identification and reconstruction of e.g. the charged leptons and jets,
including b-jets, in the detector are described in Chapter 5. In this chapter the
key ingredient of the analysis is also explained, namely the kinematic reconstruction
of the top and anti-top quark momentum vectors, where the visible decay products
(charged leptons and b-jets) are associated with the ¢ and ¢ decay chains and used to
determine the momentum vectors of the two neutrinos. Finally, the event selection
is summarized and control plots are shown after the full section.

In Chapter 6, absolute and normalized differential cross sections are defined,
along with the inclusive cross section, which is used to perform cross checks of the
production rate of ¢¢ in the context of this work. This chapter also contains a com-
plete description of the background subtraction and regularized unfolding procedure
used to correct the data for detector related effects such as resolutions, efficiencies
and acceptances. The data is unfolded with respect to two different definitions of
the top quark at the true parton or particle level in the full or fiducial phase space,
respectively, and all details pertaining to each definition are provided. As one might
imagine, there are many sources of uncertainty that must be carefully evaluated
and addressed when determining the precision on the cross section results. These
can generally be grouped into categories of experimental, theoretical and background
sources, and all are described in Chapter 7, where their overall contributions are also
presented in the context of the differential measurements. Moreover, this chapter
includes a description of how correlations among years for different sources of un-
certainty are taken into account. The full set of results, presented in Chapter 8, are
organized into two parts, where inclusive cross sections of ¢t production are shown
in Section 8.1 and the main results, comprising differential cross sections measured
as functions of one or more kinematic variables, are shown in Section 8.2. The lat-
ter set is presented in different categorises depending on the measured kinematic



spectra. Finally, the overall observations made based on the studied differential
distributions are summarized in Chapter 9, where a brief outlook on the future of
such measurements is also given.

The results presented in this thesis are publicly available in [19].

Additional jets

Figure 1.1: An exemplary Feynman diagram of ¢ plus additional jet production in
pp collisions is shown for the signal process studied in this work, where the two W
bosons both decay to leptons, constituting the dilepton channel.



Chapter 2

Theoretical overview

In this section a theoretical overview of the foundation for this work is given in
the context of top physics. The Standard Model of particle physics is presented in
Section 2.1 and Section 2.2, which describe the type of particles within the model
and interactions between them, respectively. The specific characteristics of the top
quark processes are outlined in Section 2.3, where the top pair and single top pro-
duction modes at the Large Hadron Collider (LHC) are described in Section 2.3.1
and Section 2.3.2, respectively, while the specific top pair decay modes are outlined
in Section 2.3.3. Finally, a brief discussion of new physics in relation to the top
quark is given in Section 2.3.4.

2.1 Standard Model of particle physics

All matter in the universe consists of irreducible particles known as fermions that
interact with each other through the exchange of other fundamental particles called
bosons. The fermions and bosons constitute all known elementary particles and the
underlying theory that describes their nature and interactions is called the Stan-
dard Model (SM) of particle physics [1]. Figure 2.1 shows the schema of the SM,
where the fermions and bosons are distinguished by a property of their angular mo-
mentum, called spin. The former particles have spin % and the latter have spin 1,

2
however, there is an exception to this rule, namely the Higgs boson which has spin 0.

The fermion group is arranged into three generations of matter as illustrated by
the first three columns in Figure 2.1. These generations are essentially successively
heavier replicates of each other and one may be tempted to ask if there are more
than three. However, this can be determined from the width of the Z boson res-
onance from which one can deduce that there are three light neutrino generations
and therefore from symmetry principles one expects only three generations on the
whole. The fermion group can be divided into two additional categories:

e Leptons: The two bottom rows show the leptons, where the first consists of
the negatively-charged electron (e), muon (i) and tau (7) and the second comprise
the electrically neutral electron-, muon- and tau-neutrino. Their dynamics are pre-



dicted by the Dirac equation which implies that each of the particles above has
a corresponding anti-particle with opposite charge. Thus, the counterparts of the
charged-leptons are positively charged. However, for the neutral neutrinos there is
still some ambiguity and they could potentially be their own anti-particles, so-called
Majorana fermions [20]. This is still an open question.

e Quarks: The quark family is shown in the upper two rows and consists of up
(u), down (d), charm (c), strange (s), top (t) and bottom (b). Similar to leptons,
each quark also has its own corresponding anti-particle. Quarks are confined into
composite structures called hadrons due to the principle of colour confinement which
will be explained in relation to the process of hadronization in Chapter 4. Com-
binations of quarks and anti-quarks are called mesons, and combinations of three
quarks (anti-quarks) are called baryons (anti-baryons). Examples of the latter type
include the proton and neutron, which are made up of uud and udd, respectively.

Predictions of the SM have been put to the test many times throughout roughly
the last 50 years. A significant piece of the puzzle came with the discovery of the
Higgs boson in 2012 [5, 6], but there are still unanswered questions that lie beyond
the SM [21]. The SM has a lot of free parameters, e.g. there is no prediction about
the masses of the particles themselves. Likewise, there is no explanation for the vast
jump in the energy scale from the electroweak force (~ 246 GeV [22]) to that of the
Planck scale (~ 10Y GeV [22]), where gravity starts to become dominant, which
is called the gauge hierarchy problem. Along the same lines several theories have
been developed to try and explain why the Higgs boson, the particle responsible for
giving mass to all other particles, has a mass of only 125 GeV [22], which is also cu-
riously smaller than the mass of the top quark. The Higgs mechanism explains how
all known elementary particles gain mass according to their Yukawa coupling with
the Higgs boson, which arises as a result of the electroweak spontaneous symmetry
breaking of the Higgs field potential [1, 23]. However, it’s not currently understood
how the neutrinos acquire mass as they are predicted to be massless, in direct con-
tradiction to experimental data. Furthermore, the visible matter in the universe
only constitutes about (4.9%) of the total matter-energy content, where the rest is
from dark matter (25.9%) and dark energy (69.2%) [24]. However, there is no SM
particle that fits the criteria for being a dark matter candidate. The final question
pertains to the observed baryon asymmetry in the universe, or in other words why
there is more matter than anti-matter. One of the conditions that need to be met
for this to be the case is a significant violation of charge-parity (CP) symmetry [1],
but there is no sector of the SM that fulfils this criteria.

2.2 Fundamental interactions

The question of what fundamental interactions are possible between particles is
answered by looking at the charges that they possess [1]. Particles that are elec-
trically charged can interact via the photon, which is responsible for mediating the
electromagnetic force described in Section 2.2.1. This includes all fermions except
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neutrinos, while the strong force described in Section 2.2.2 is more restrictive. Its
mediator, the color-charged gluon, only couples to itself or fermions that also carry
colour such as quarks. Finally, particles that posses weak hypercharge can interact
via the weak force, which has both a charged and neutral current mediated by the
W and Z boson, respectively, as described in Section 2.2.3. A description of the
unification of the neutral current and the electromagnetic interaction is also given
in this section. In Table 2.1 the fundamental forces mentioned above are ranked
according to their relative strengths with respect to the strong interaction at a dis-
tance of 1 fm, which approximately corresponds to the radius of a proton. Gravity
is also included in this table, but it’s not described by the Standard Model as the
underlying theory of general relativity must be unified with a quantum field theory
description. It’s speculated that the Graviton, a gauge boson with spin 2, could act
as a mediator, but this has yet to be supported by experimental data. Furthermore,
so far it has not been possible to formulate a renormalizable quantum field theory
for spin 2 gauge bosons. The relative strength of gravity can clearly be considered
negligible and is therefore not discussed further.

Table 2.1: The fundamental forces of the SM are listed according to their relative
strength with respect to the strong interaction at a distance of 1 fm, which approx-
imately corresponds to the radius of a proton. The gauge bosons responsible for
each interaction are also shown alongside values of their spin and mass. The table
is modified from [1].

Force Strength  Boson Spin  Mass/GeV
Strong 1 Gluon 1 0
Electromagnetism 10~*  Photon 1 0
Weak 107® W (Z) boson 1 80.4 (91.2)
Gravity 10737 Graviton? 2 0

2.2.1 The electromagnetic interaction

The electromagnetic force is mediated by the photon and involves interactions be-
tween two oppositely-charged fermions that are governed by the U(1) gauge group
theory of quantum electrodynamics (QED) [1]. Since the photon is massless, the
electromagnetic force can be felt at any distance. Its coupling constant, g, can be
written in terms of the dimensionless fine-structure constant, «, such that a ~ ¢2,
where

© L o2 —0)
o= ~ —— (forQ* =0).
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In this expression ey is the bare charge of the fermion participating in the
interaction and ¢ is the vacuum permittivity. The approximate numerical value of
a is quoted at Q? = 0, where QQ? denotes the energy scale of the interaction. Despite
the term “constant”, one ought to write a(Q?), to signify the so-called running
of the coupling constant with energy. The photon propagator cannot simply be



written as e% / (Q)? since one must account for energy dependent loop corrections, or
so-called vacuum polarisation corrections, which lead to a non-trivial dependence on
Q?. However, when performing matrix element calculations it’s convenient to keep
this simple propagator form. Thus, vacuum polarisation corrections are absorbed
into the definition of the charge instead such that

Due to the fact that @« < 1, one can perform perturbative calculations in
different orders of a.

2.2.2 The strong interaction

The strong force is mediated by the gluon and only involves interactions of particles
carrying colour-charge, which excludes the leptons. Gluons themselves also carry
this colour-charge and self-interactions are therefore permitted. The theory behind
the strong force is quantum chromodynamics (QCD) [1], which is based on the SU(3)
gauge group. There are eight generators of the local SU(3) gauge symmetry, which
correspond to eight massless gluons. The term colour-charge refers to the three
orthogonal states in the SU(3) colour-space; red (r), blue (b) and green(g). Corre-
sponding anti-colours, 7, b and g, also exist. In QED the electrical charge must be
conserved at the interaction vertex and this also applies to colour-charge in QCD. In
order for this to be possible, the gluons must carry both colour and anti-colour, and
have colour assignments of g, g7, rb, bF, gb, bg, %(r?—gg) and \/Lé(rf—i-gg—%l_)) [1].
Due to the principle of colour confinement quarks and gluons cannot exist as free
particles, instead they form bound colourless states and only hadronic states of ¢q,
qqq and qqq are possible for mesons, baryons and anti-baryons, respectively. Com-
binations of g¢ and gqq are also allowed but these so-called penta-quarks are much
rarer and experimental data have only supported their existence in recent years [22].

Similar to QED, the strong coupling constant in QCD, denoted by as, depends
on the energy scale, Q% which results in the so-called running of «y, as shown in
Figure 2.2. At low energies o, ~ 1, and thus perturbation theory does not apply.
This is relevant for e.g. the process of hadronization. However, at large energies
as; < 1, and thus one can use perturbation theory for the hard interaction (see
Chapter 4).

Related to the previous discussion, the principle of colour-confinement works
over large distances but at sufficiently small distances the strong force becomes rel-
atively weak and the quarks and gluons have what is known as asymptotic freedom.
This is an important concept in e.g. the study of the primordial quark-gluon plasma
present in the early universe.
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Figure 2.2: Measurements of the strong coupling constant, ay, as a function of the
energy scale, QQ, performed at different experiments. The black dashed line and grey
band show the world average and its corresponding uncertainty, respectively [26].

2.2.3 The weak interaction and electroweak unification

The weak interaction has both a charged and neutral current, which are mediated
by the W* and Z bosons, respectively [1]. The effective coupling strength of the
weak interaction is proportional to 1/m?, under the condition that the energy scale
is much smaller than the mass of the W boson, my, = 80.4 GeV. The range of
a force is inversely proportional to the mass of the gauge boson of the interaction
and hence, the weak force is restricted to relatively small distances of about 0.001
fm (107'® m). At a distance of 1 fm (107 m), which approximately corresponds
to the radius of a proton, the relative strength of the weak force is 10~® times
weaker than the strong force. The neutral current couples to both left-handed
and right-handed particles/anti-particles and always conserves flavour. The charged
current couples only to left-handed particles and right-handed anti-particles, and
it’s unique in the sense that it always violates the flavour conservation present in
the electromagnetic, strong and neutral current interactions. Therefore, it’s the
only way in which fermions can decay to lighter ones of a different flavour. Hence,
charged current processes are responsible for e.g. nuclear fusion in the sun. The W=
bosons only couple to particles with non-zero values of weak isospin, denoted by I3,
which is the charge of the interaction. The charged current interactions allowed can
be represented in the context of the underlying theory based on the SU(2) gauge
group such that
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represent the leptons and quarks that can (can’t) interact weakly in terms of
weak isospin doublets (singlets). The upper members of the doublets are left-handed
neutrinos or up-type quarks, which all have I3 = 1/2, while the bottom left-handed
leptons of the same flavour or down-type quarks have I3 = —1/2. The singlet states
have I3 = 0. The probability of an up- and down-type quark interacting weakly is
given by the corresponding element in the Cabibbo, Kobayashi and Maskawa (CKM)
matrix [2] defined by

Vud Vus Vub
Verm = | Vea Ves Vo
Viae Vis Vi

The individual elements of this matrix have been determined experimentally
[22] and are given by

0.97446 0.22452 0.00365
Vexn = | 0.22438 0.97359 0.04214 |,
0.00896 0.04133 0.999105

from which one can see that the diagonal elements are close to 1, while the
off-diagonal elements are relatively small. This means that quarks belonging to the
same generation are more likely to interact weakly via charged currents.

The electromagnetic and weak interaction were unified in the context of a com-
mon underlying theory based on the U(1)y x SU(2), gauge groups as described in
the Glashow, Salam and Weinberg (GSW) model [1]. A requirement of SU(2) gauge
invariance leads to three generator transformations which correspond to three boson
fields, namely Wy, Wy and W3. Furthermore, SU(2) gauge invariance necessitates
both a charged and neutral current, where the physical W bosons are responsible
for the former and can be described entirely by W; and W, such that

1

V2

However, one can’t simply equate the Z boson with W3 when describing the
neutral current, as this would imply that the Z boson only couples to left-handed
particles which contradicts experimental data. Since the electromagnetic interaction
is similar to the neutral current, it’s natural to assume that both the photon and Z
boson fields, denoted by A, and Z,, respectively, can be expressed as mixed quantum
states of two common boson fields such that

A\ [ cosby sinfy B,
Z,)  \—sinfy cosby Wf’) ’
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where Oy, denotes the weak mixing angle between W;Sg) and the new gauge field
B,,, which is invariant under U(1)y transformations and couples to fermions with
weak hypercharge, Y, including neutrinos. This charge is related to the electric

charge, (), and weak isospin as follows

Y =2(Q - ).

The previous discussion of the GSW model does not explain why the photon is
massless while the W and Z bosons are massive. However, this is explained within
the Higgs mechanism.

2.3 Top quark physics

The top quark was first predicted in 1973 [2] by Makoto Kobayashi and Toshihide
Maskawa who realized that a third generation of quarks was needed to explain the
CP violation observed in the kaon system. The b quark was discovered in 1977
[3] at the E288 experiment located at the Fermi National Accelerator Laboratory
(Fermilab). This only heightened expectations that its counterpart, the top quark,
would also be found soon, however, there were indications that the top quark was
heavy due to the size of the observed CP violation mentioned above and this would
already hint at the high energy scales needed to produce it. Finally, the top quark
was discovered in 1995 [4] at the CDF and DO experiments, which were situated on
the proton and anti-proton accelerator Tevatron located at Fermilab.

The top quark is special in a number of ways. It’s the heaviest elementary par-
ticle with a mass of 172.5 GeV [7], and its Yukawa coupling with the Higgs boson
is therefore very close to 1. In fact the top quark plays a crucial role in higher
order corrections to the mass of the Higgs boson, and the masses of both the top
and the Higgs have significant consequences for the vacuum stability of the universe
[27]. As it turns out the universe is in a vacuum state of the Higgs potential that
is close to the border of stability and metastability. If we find ourselves inside the
region of metastability, it would mean that the spontaneous symmetry breaking of
the Higgs potential that occurred approximately 1073* s after the big bang did not
result in the true ground state but in fact to a long-lived false vacuum. Depending
on the nature of the vacuum, this might be rather unfortunate and lead to a possibly
unstable situation. Thus, precise measurements of the top quark and Higgs boson
masses are of great importance in learning about the fate of the universe.

The top quark has a very short lifetime of approximately 1072 s and is the only
quark to decay before it hadronizes which happens at a time scale of approximately
10723 s [28]. This allows one to study the bare top quark through its decay prod-
ucts to which it also imparts information about e.g. its spin, thereby facilitating
measurements of spin correlation in top pair production.

12



In Section 2.3.1 an overview is given of top pair production at the LHC and its cross
section, while Section 2.3.2 contains a short summary of single top production. The
different decay modes of the top pair, along with the final state of this analysis, are
outlined in Section 2.3.3, and a brief discussion of new physics in relation to the top
quark is provided in Section 2.3.4.

2.3.1 Top quark pair production

At leading order (LO) top pair (tt) production at the LHC can happen either via
quark and anti-quark annihilation (¢g) or gluon-gluon fusion (gg) as shown in Fig-
ure 2.3, where the latter refers to production in the s-, t- or u-channel [28]. At the
LHC the colliding protons have momenta of 6.5 TeV, and the energy of the partons
inside the protons, that are actually participating in the hard interaction, is typically
much smaller. The proton consists of up and down valence quarks bound together
by gluons which can in turn also produce intermittent quark and anti-quark pairs
called sea-quarks. Further gluons can be radiated both from quarks and gluons. All
of these constituents will carry a certain fraction, x, of the original energy of the
proton, E,. Thus, for e.g. top production at leading order, in a process like gg — tt,
one can write

p(t) +p(t) = &ip1 + Eopa, (2.1)

where &; and & denote the fractional longitudinal momenta (along the z-axis)
carried by parton 1 and parton 2 participating in the interaction. Here the symbol &
is used instead of x to emphasize that the above only applies to tf production at lead-
ing order. Finally, p(t) = (E(t), ps(t), py(t), p:(t)) and p(t) = (E(t), pa(t), py(t), p: (1))
denote the top and anti-top momentum four-vectors respectively and p; = (E,, 0,0, —E},)
and ps = (E,,0,0, E,) denote the momentum four-vectors of the colliding protons.
If the proton is assumed to have negligible mass, substituting the above into Equa-
tion 2.1 and multiplying by the p; or p» momentum four-vectors gives

E(t) + E(t) = p:(t) — p-(1)
2F

p

& =
and

¢, = E(t) + E(t) + p.(t) + p-(t)
27 2F '

p

Parton distribution functions (PDFs) express the probability of finding a parton
of a particular flavour and longitudinal momentum fraction, x, inside the proton.
The PDFs themselves are determined from fits to experimental data, and depend on
both the parton type and factorization scale, pif, defined as the pr scale below which
collinear gluon emissions are still treated as part of the non-perturbative and long
distance dynamics of the parton densities within the protons. Gluon emissions with
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pr above iy are treated as part of the perturbative dynamics of the hard interac-
tion. The f1f scale can be chosen freely, but is usually equated with the scale of the
hard interaction. The PDF dependence on the scale choice is then described by the
Dokshitzer—Gribov—Lipatov—Altarelli-Parisi (DGLAP) evolution equations [29-31]
and an example illustrating how different parton momentum densities within a PDF
set are parameterized in x is shown in Figure 2.4, where the factorization scale is
denoted by p? in the plots. This particular set of PDFs is known as NNPDF3.1
[32], but there are several others including the groundbreaking PDF set from HERA
[33], which was the first experiment to probe the structure of the proton in deep
inelastic scattering with electrons over several orders of magnitude in x, reaching
small values down to  ~ 107°. The ep scattering cross section measured at different
energies and negative squared invariant masses, %, of the exchanged gauge bosons
can be used to obtain the proton structure functions from which one can then obtain
the PDFs. Differential cross sections measured at the LHC can be used to further
constrain these PDFs, which is particularly relevant for gluon PDFs at high x-values.

In proton-proton collisions at the LHC the most dominant production mode is gluon-
gluon fusion (90% of cases) in contrast to the proton-anti-proton collisions at the
Tevatron, where top pair production predominantly happened via ¢¢ annihilation.
This can be explained by the differences in center-of-mass energies and the fact that
energies of at least 2m, are required to produce a top pair. At the LHC x must be
greater than ~ 0.03 to produce top pairs above the threshold and one can clearly
see from Figure 2.4 that there are more gluons with such values than valence or sea
quarks. On the other hand, at the Tevatron the center-of-mass energy was 1.96 TeV
leading to a minimum of x ~ 0.17, above which the valence quarks dominate the
proton PDF's.

The cross section, o,,_, of top pair production in proton-proton collisions, pp — tt,
can be written as a convolution of the PDFs and the partonic cross section, &;;_,
for the process x;x; — tt, where z; and x; denote the proton momentum fractions
carried by the two colliding partons. This is known as the factorization theorem [28]
and means that o,,_,; is written as the sum over all possible partons such that

Upp%tf(sum» - Z /dxzdxjfz(xmuff)fj<mj7,u?f) : a-ij—)tf(gamtvl’bf7/’[/7"7as)7

4,J=¢,4,9

where f;(z;, ,ufc) and f;(z;, ,u}) are the corresponding PDF's. Here the partonic
cross section, 0;;_,, depends on the scale ji,, which denotes the renormalization
scale, usually chosen such that py = p,. This is the scale at which the renormalized
strong coupling constant, as(p,.), is defined and the renormalization procedure en-
sures that ultraviolet divergences in higher order loop diagrams are properly dealt
with. This includes cases, where for example, a gluon splits into two gluons that
then reunite to create a single gluon. The partonic cross section additionally de-
pends on the top mass, m; and the partonic center-of-mass energy, s = z;x;s, and
can be parameterized as G;;_; ~ Y., cka¥(11,), where c¢; denote the coefficients of
the corresponding orders, k, of a,. Here k = 2, 3 and 4, denote tf production at
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Figure 2.3: Feynman diagrams of top pair production at leading order for quark-
anti-quark annihilation (top left) and gluon-gluon fusion in the s-channel (bottom
left), t-channel (top right) and u-channel (bottom right) [35].

leading order (LO), next-to-leading order (NLO) and next-to-next-to-leading order
(NNLO), respectively. The theoretical cross section of ¢f production is obtained
as oppoir = 830.91 £3932 (scale) £393 (PDF + «) pb at NNLO accuracy from the
TOP-++ (version 2.0) program [34], using the PDF set NNPDF3.1 (NNLO) [32] and
a top mass of m; = 172.5 GeV.

2.3.2 Single-top production

According to the CKM matrix single-top production predominantly proceeds via
the Wtb vertex since |Vi| > |Vig| and |Viy| > |Vis|- This type of production is
governed by the electroweak interaction and the leading-order processes are shown
in Figure 2.5 and described below [28]:

e t-channel: in the first diagram on the left the single top quark is produced as
a result of a flavour excitation of the b quark, while in the second diagram it is
W-gluon fusion with g — bb that gives rise to the top quark.

e s-channel: in the third diagram the qq pair annihilates into a W boson that
in turn produces a top and a b quark.

e tW-channel: in the fourth and final diagram a single top quark is produced to-
gether with a W boson as a gluon interacts with a b quark. Thus, this process is
called associated production.

The mechanisms of single-top production described above also refer to anti-top pro-
duction and Table 2.2 shows the theoretical cross sections for both top and anti-top
quarks at 13 TeV in all three modes at an accuracy of NLO or NNLO in QCD, as-
suming a top mass of m; = 172.5 GeV [36, 37]. The t-channel is the most dominant
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Figure 2.4: Parton distribution functions in the NNPDF3.1 set are shown for differ-
ent values of the factorization scale y? = 10 GeV? (left) and u? = 10* GeV? (right)
[32]. Valence quarks are denoted as u, and d,. Sea quarks, which are assumed to
have the same PDF for quarks and anti-quarks, are denoted as 1, d, s, ¢ and b and
gluons as g.
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Figure 2.5: Feynman diagrams of single top production at leading order [2§].

production mechanism while the s-channel is the least dominant. Top production
is more likely than anti-top production in both the t- and s-channel and this stems
from the simple fact that protons have two up quarks and only one down quark. It
should be mentioned that although the t-channel is the most dominant single-top
production mechanism, the biggest background for ¢¢ production measured in the
dilepton decay channel (see Section 2.3.3) is the tW-process since this is the only
mode that can give rise to two leptons.

Table 2.2: The theoretical cross sections of single-top production are shown for both
top quarks in the t-, s- and tW-channel at 13 TeV for a top mass of m; = 172.5 GeV.
The cross section of the latter is the same for both top and anti-top and is obtained
using the MSTW 2008 PDF set at approximate NNLO accuracy [36]. Cross sections
of production modes via the t- and s-channel are obtained at NLO accuracy with
HATHOR (version 2.1) [37].

Production mode oy [pb] o7 [pb]

t-channel 136.02 80.95
s-channel 6.35 3.97
tW-channel 35.85 35.85

2.3.3 Top quark pair decay

As mentioned earlier in this section, the top quark decays before it hadronizes and
predominantly decays to a W boson and a b quark. The W boson then subsequently
decays to jets or a lepton and a neutrino as seen in Figure 2.6, which gives rise to
the three decay channels of the top quark pair summarized below:

e all-hadronic: When both W bosons decay to W — ¢¢ there are only jets in
the resulting final state, which is referred to as the all-hadronic channel. As seen
from Figure 2.6 this occurs in 46% of cases.

e semi-leptonic: The lepton+jets final state constitutes the semi-leptonic decay
channel and occurs in 45% of cases when one W boson decays to leptons (e.g.

W~ — 7)) and the other decays hadronically (e.g. W — ¢7').

e dileptonic: In this analysis the dileptonic channel is studied and refers to the
case when both W bosons decay leptonically (e.g. W~ — [ and W — [v), which
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Figure 2.6: The plots on the left-hand side show the different hadronic and leptonic
final states of the top quark while the plot on the right-hand side shows the branching
ratios of the all-hadronic, semi-leptonic (lepton+jets) and dileptonic decay channels
of the top quark pair [38].

happens in 9% of cases. In this analysis only the e*e®, u*uT and e*uT decays are
selected, while decays to 757F, 7T and 75 uT are treated as background.

Despite the fact that the all-hadronic channel might seem favourable since it has the
largest branching fraction it’s difficult to get a handle on due to the large background
from QCD multi-jet production, mimicking the final-state event topologies of the
all-hadronic ¢ decays. The semi-leptonic background has a similarly large branching
fraction but also suffers from large backgrounds due to e.g. Z+jets production pro-
cesses. However, the dileptonic channel has a significantly smaller branching ratio,
but it also has a much cleaner signature, where the requirement of two leptons helps
to reduce background from Z+jets in particular. Therefore, it’s sometimes referred
to as the golden channel and is the chosen final state in this work.

2.3.4 New top physics beyond the Standard Model

The SM of particle physics has been subject to many tests in the last 50 years but,
as stated at the beginning of this section, a number of fundamental questions sim-
ply lie beyond its realm. Thus, the SM can’t be the full picture and is generally
thought to be a low energy approximation to a more general theory. In the previous
discussion on the top quark, its unique features were explained, making it particu-
larly interesting in the context of new physics, as it’s speculated to be involved in
production and decay modes of new particles at higher energy scales due to its large
Yukawa coupling with the Higgs boson. Differential cross section measurements of
top pair production are incredibly important as they serve as precision tests of the
SM and any deviation can hint at new physics.

As previously stated, one of the biggest problems of the SM is the gauge hierar-
chy problem, which is also referred to as a problem of naturalness. If the SM is valid
up to the Planck scale, the mass of the Higgs boson incurs quadratically divergent

18



terms, coming mainly from loop diagrams with top quarks, which must be added to
its bare mass in addition to other higher order corrections. This “quantum field the-
ory mass” is hard to reconcile with the experimental mass measurement of 125 GeV
and many theories involving cancellations of these infinities have been suggested to
address the problem. An example is the minimal supersymmetric SM (MSSM) [39],
which is based on the theory of supersymmetry and attempts to bridge the gap
between the electroweak scale and the Planck scale by introducing a scalar boson
counterpart to every fermion within the SM. The top quark has its own supersym-
metric partner, the stop quark. This so-called squark participates in loop corrections
to the Higgs mass and can in theory cancel out the divergent terms coming from
the top quark, which then explains the lightness of the Higgs.

Another exemplary beyond-the SM scenario is the existence of a neutral spin 1
gauge boson, called Z’ [40]. This boson is thought to be produced in e.g. quark-anti-
quark annihilation with a mass in the TeV range, making it a frequent character in
many different new physics models [41], which attempt to explain some of the major
problems of the SM, mentioned in Section 2.1. The Z’ can decay to a tt pair and
lead to a peak in the ¢t invariant mass spectrum [42].
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Chapter 3

Experimental setup

The results in this work are performed using data from proton-proton (pp) collisions
collected with the Compact Muon Solenoid (CMS) experiment, which is situated at
the LHC and located at the “European Council for Nuclear Research” or “Conseil
Européen pour la Recherche Nucléaire” (CERN) in french. Details on the LHC and
the acceleration of protons can be found in Section 3.1 and further information on
CMS and its sub-detectors is given in Section 3.2.

3.1 The Large Hadron Collider

The LHC [43] at CERN is a 27 km long particle accelerator located in both France
and Switzerland about 100 m below ground. It takes the place of its predecessor,
the Large Electron-Positron collider (LEP) [44], whose tunnel is now used for the
LHC. With its ability to perform proton-proton, lead-lead or proton-lead collisions
at groundbreaking centre-of-mass energies the LHC has paved the way for extraor-
dinary discoveries and research within modern particle physics which includes the
discovery of the Higgs boson in 2012 [5, 6]. The design centre-of-mass energy for
proton-proton collisions is 14 TeV. In the Run 1 period of the LHC, which lasted
from 2009 to 2012, proton-proton collisions reached energies of /s = 7 TeV (2009-
2011) and /s = 8 TeV (2012). At the end of 2012, the LHC entered a long shutdown
period needed for maintenance and upgrades of machinery in preparation for the in-
crease to /s = 13 TeV. Operations restarted in 2015 and marked the beginning
of Run 2 which lasted until 2018. The high center-of-mass energy allows for even
greater insight into many existing or potentially new processes, but in the context
of this analysis it also makes the LHC the ideal top quark-pair production factory,
where over 100 million ¢f events, at CMS alone, have been produced to date, fa-
cilitating unprecedented precision in measurements of the kinematic spectra and
topologies of these events.

The LHC hosts four experiments situated around the collider, namely CMS [45],
ATLAS [46], ALICE [47] and LHCb [48]. ATLAS and CMS are located at opposite
ends as shown in the schematic overview of the LHC in Figure 3.1. This placement
is strategic and ensures that both ATLAS and CMS receive the maximum instan-
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Figure 3.1: An overview of the LHC ring and the accelerator complex/booster system
used to pre-accelerate protons prior to injection into the LHC [49].

taneous luminosity. Both CMS and ATLAS are general-purpose detectors, while
ALICE has a focus on heavy-ion collisions with center-of-mass energies of 5.02 TeV
(Run 2), in addition to pp collisions at 13 TeV, in order to study the primordial
quark-gluon plasma that was present at the beginning of the universe. LHCD is ded-
icated to the study of the physics and interactions governing the b-quark as it’s of
particular interest in relation to phenomena beyond the SM like the question of the
observed matter-antimatter asymmetry in the universe. The study of CP-violations
in the b-quark sector at LHCb is crucial in shedding much needed light on this topic.

The protons that are injected into the LHC ring are sourced by applying an electric
field to hydrogen gas. They are subsequently accelerated to 50 MeV by a linear
accelerator called Linac 2 after which they are passed through a series of former
particle accelerators that have been repurposed to serve as part of a booster system
for the LHC in addition to delivering luminosity to a plethora of smaller experi-
ments situated at CERN. This system consists of the Proton Synchotron Booster
(PSB), the Proton Synchotron (PS) and the Super Proton Synchotron (SPS) which
arrange the protons in bunches and accelerate them to energies of 1.4 GeV, 25 GeV
and 450 GeV, respectively. After the SPS, protons are injected into the LHC where
they reach final energies of 6.5 TeV as they go through radiofrequency cavities and
special magnet configurations over several turns.
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3.1.1 Luminosity at the LHC

The proton beams in the LHC are essentially trains of proton bunches with a 25 ns
spacing. The number of bunches, £, is about 2808 and the number of protons in
a bunch, N, is around 1.15 x 10'*. The proton beams move in opposite directions
in the ring and when they are made to collide at one of the four experiments, the
total number of collisions per cm? and per second is expressed by the instantaneous
luminosity, Lins. This quantity is used to compute the number of events per second,
N, of a given process with cross section, o, such that N = Linsto. The instantaneous
luminosity itself is given by

S ’Yfk’BNp2
inst — 477'677,5* )

L

where v is the Lorentz factor, f is the revolution frequency, €, is the normal-
ized transverse emittance, * is the value of the betatron function at the nominal
interaction point and F' is a reduction factor based on the crossing angle of the
two beams [50]. The integrated luminosity, £, is used to express the total size of a
data set collected over a given interval of time and is obtained by integrating the
instantaneous luminosity such that

ﬁ = /ﬁinstdt.

The total number of events of a given process in the collected sample is then
given by N = Lo. The design value of the instantaneous luminosity is 1034 cm=2s71
[43] and this has already been exceeded by a factor of 2. In this work Run 2 refers
to the data collected between 2016 and 2018 which corresponds to an integrated
luminosity of 137.6 fb=!.

3.2 The Compact Muon Solenoid

The CMS detector [45, 50] is designed as a general purpose experiment for observing
and reconstructing all kinds of particles produced in hard pp collisions, and consists
of different sub-detectors dedicated to the identification and reconstruction of par-
ticles. These sub-detectors are organized in concentric barrel and end-cap layers
around the collision/interaction point of the protons and a schematic overview is
shown in Figure 3.2. The pp interaction point is located at the very center and the
plethora of particles that emerge from this point first traverse through the pixel de-
tector and silicon tracker with which one can reconstruct charged particles and their
trajectories and momenta. Electrons and photons then develop electromagnetic
showers as they go through the lead-tungstate electromagnetic calorimeter (ECAL),
while hadrons mainly deposit their energy in the brass and scintillator hadronic
calorimeter (HCAL). Very forward calorimeters are needed in order to extend the
pseudo-rapidity coverage of the barrel and end-caps. All the aforementioned sys-
tems, with the exception of one HCAL component, are housed in a super-conducting
solenoid that generates a field of 3.8 T. Muons are the most penetrating particles
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Figure 3.2: A schematic overview of the CMS experiment and its sub-detectors [50].

and traverse all sub-detectors until they reach muon stations interspersed with the
iron yoke that serves as a return-flux for the magnet.

3.2.1 Coordinate systems and commonly used quantities

The coordinate system used at CMS is shown in Figure 3.3 and is arranged such that
the origin is at the nominal interaction point, which is the average position of the
beam crossing spot over many collisions. The positive z-axis points in the direction-
of-flight of the proton beam moving in the counter-clockwise direction. The y-axis
points vertically upwards, while the x-axis points towards the centre of the LHC
ring. The coordinate system is also defined in terms of the polar coordinates (r, ¢,
0), where r = /2% + 32 is the radial distance from the origin, ¢ is the azimuthal
angle measured from the positive x-axis in the xy-plane and 6 is the polar angle
measured from the positive z-axis.

Pseudorapidity and rapidity are used as alternative expressions of the polar
angle # and are given by

77=—1n<tan€> :11n<|]51+pz>

1l E+p,
=—-In
y=3 E—p,)’

respectively, where |p] is the magnitude of the three-momentum p'= (p,, py. p)
and p,, p, and p, are the momentum projections along the respective axes. The
pseudorapidity depends on the polar angle only, while rapidity is dependent on the

and
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Figure 3.3: The Cartesian and polar coordinate systems used at the CMS experiment
[51].

energy, E, of the particle. For particles that travel close to the speed of light or
have negligible masses one can write F & [p] such that n ~ y. The advantage to
using either pseudorapidity or rapidity instead of the polar angle is that differences
between the quantities for particle 1 and particle 2 (i.e. An = (m — n2) and Ay =
(y1 — y2)) are invariant under a Lorentz boost along the z-axis. Other expressions
used or referenced in this work include the transverse momentum and energy which
are defined in terms of the x- and y-axis projections of p and E , respectively, such

that
pr = /P2 + D2
By = /E2+ E2.

The expression “missing transverse energy” is used when talking about the
pr imbalance in the transverse plane which is associated with the undetectable
neutrinos and is denoted by EX (see Section 5.7.5 for further details).

and

3.2.2 The magnet

The magnetic field at CMS is generated by a 220 t superconducting solenoid made
out of niobium-titanium (NbTi) with a length of 12.5 m and a diameter of 6 m. The
solenoid houses all tracking and calorimeter sub-detectors and is designed to reach
a field of 4 T inside this volume although during data-taking it operates at 3.8 T.
In order to achieve a field of this strength the solenoid has been specially designed
to have a 4-layer winding and is additionally surrounded by a 10000 t return-flux
iron yoke. Four muon stations are interspersed with the yoke in both the barrel and
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endcaps and the field strength in this region outside the solenoid is 2 T with reversed
sign. One can determine the charge of a particle by the direction of its trajectory
and its transverse momentum can be determined by equating the Lorentz force with
the centripetal force and using the information on the curvature of the trajectory.

3.2.3 Tracking detectors

The CMS tracking system is designed to perform precise measurements of the mo-
menta and impact parameters of charged particles from the trajectories they leave
behind in the detector, so-called tracks, where the impact parameter refers to the
minimum spatial distance of a track with respect to its primary point of origin,
i.e. the primary vertex (see Section 5.6), in e.g. the transverse and longitudinal
projections. In addition, the tracking system is vital for reconstructing primary and
secondary vertices, where the former refers to the proton-proton collision point of
interest and the latter refers to the decay of relatively long-lived particles like the
ground states of hadrons containing b-quarks. The cylindrical tracker surrounds the
interaction point with a length of 5.8 m and a diameter of 2.6 m. It consists of
two sub-systems, namely the pixel detector and the silicon strip detector, which are
subjected to the highest particle flux out of all sub-systems. Thus, special consider-
ations were made in their design. For an instantaneous luminosity of 103% cm=2s~!
the tracking system is bombarded with around 1000 particles produced in more than
20 proton-proton interactions in a given bunch crossing every 25 ns. This means
that the tracking modules have to be able to withstand high irradiation for years on
end and further necessitates a high granularity and response time of the modules to
achieve the desired resolutions. However, finely segmented modules in turn need a
high electrical power which requires sufficient cooling capabilities. The latter intro-
duces a lot of extra material which alter the tracks as the particles undergo multiple
scattering, photon conversion, bremsstrahlung etc., so a compromise is made be-
tween a highly granular detector and the least obstruction to the particle flow. In
order to obtain a particle occupancy of < 1%, pixel sensors have to be used at a ra-
dius of < 10 cm from the interaction point while silicon strip detectors are sufficient
at greater radii. In 2016, prior to an update of the tracker, the pixel detector con-
sisted of 1440 modules, which correspond to 66 million pixels, spanning a total area
of 1m2. The silicon strip detector consists of 15148 modules with 9.3 million strips
covering an area of 198m? [52]. This makes CMS the largest silicon tracker ever built.

A schematic overview of the tracker is shown in Figure 3.4. The pixel detector
has three barrel layers (referred to as BPIX) in addition to two disks on each side of
the detector (referred to as FPIX), which are situated between 4.4 < r < 10.2 cm
and 34.5 < |z| < 46.5 cm, respectively. An upgrade was done in the end of the year
shut down period in 2016/2017 where an extra layer was added in the BPIX and an
extra disk was added on either side of the FPIX [53], which means that the pixel
detector comprises 1856 modules in 2017 and 2018 [54]. Moreover, the inner layers
and disks were moved closer to the interaction point to enhance the reconstruction
of tracks in this region and the resolutions are now 1.5% in pr and 20-75 pm in the
transverse impact parameter for non-isolated particles with 1 < pr < 10 GeV and
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Figure 3.4: A schematic overview of the CMS tracker showing all sub-systems [45].
A detector module is indicated by a line and double lines are used to illustrate
modules that are placed back-to-back in order to record stereo hits from particles.
In an end-of-year upgrade in 2016/2017 an extra layer was added to the pixel barrel
and an extra disk was added on either side of the forward pixel (not shown in figure).

In| < 3.0 [54].

The silicon strip detector consists of several sub-systems [55]. The tracker inner
barrel (TIB) is housed in the region between 20 < r < 55 cm and has 4 barrel layers,
while the tracker inner disks (TID) are grouped into sets of three on each side of
the detector and situated at 58 < |z| < 124 cm. The tracker outer barrel (TOB)
surrounds the aforementioned systems with 6 barrel layers between 55 < r < 116
cm, and the tracker endcaps (TEC) make up the final sub-system sitting at 124 <
|z| < 282 cm. The TEC has 9 disks on opposite ends of the detector, which brings
the pseudorapidity coverage up to |n| = 2.5.

The pixels in the BPIX and FPIX have a size of 100 x 150 ym? in r¢ x z and
a sensor thickness of 285 pm [53], while the silicon strips in the TIB, TID and TEC
(inner four rings) are 320 pum thick and the ones in the TOB and outer three TEC
rings are 500 pm. The distance between adjacent strips is called the pitch and varies
from 80 pm to 205 pum [55]. The tracker has a position uncertainty of @(0.1) mm as
a result of its mechanical installation whereas the design value of the hit resolution
is O0(0.01) mm [54]. Naturally, the optimal spatial alignment is smaller than the
hit resolution and corrections are therefore derived for the position, orientation and
surface deformations of the modules, measuring these parameters with high precision
using large sets of cosmic tracks and tracks of events in minimum bias data.

3.2.4 The electromagnetic calorimeter

The hermetic and homogeneous electromagnetic calorimeter (ECAL) is made out of
lead tungstate (PbWOy) crystals that act as scintillators when electrons and photons
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traverse the ECAL and undergo bremsstrahlung. The choice to use PbWOy, is based
on the high density of the material (8.3 g/cm?) and the short radiation length (X, =
8.9 mm) which also implies a small Moliere-Radius of 2.2 cm. This means that the
emerging shower from an incident electron or photon is contained within a reasonable
volume and can be resolved with a high granularity. Furthermore, 80% of the energy
of the photon or electron that initiated the shower is deposited in the ECAL within
25 ns which implies a very fast response time. Another important feature of this
material is its radiation hardness which is necessary in order to withstand effects on
performance from continued exposure to highly ionizing particles.

The ECAL is situated inside the magnetic solenoid and surrounds the tracking
system. The calorimeter comprises a barrel component (EB) which has an end-cap
(EE) on either side to cover the fiducial region. The EB is split into two half-
barrels with 18 supermodules each and takes up a total volume of 8.14 m3. A total
number of 61200 crystals in the EB provide a pseudorapidity coverage in the range
0 < |n| < 1.479. An individual crystal is 23 cm long (25.8 radiation lengths) and
tapered such that it has a cross section of 22 x 22 mm? in the front and 26 x 26
mm? in the rear.

Each endcap has a total number of 7324 crystals which are organized into 5 x 5
structures called supercrystals. Similar to the EB, the crystals in the endcaps are
tapered but with dimensions of 28.62 x 28.62 mm? (front), 30 X 30 mm? (rear) and
a total length of 22 ¢m which corresponds to 24.7 radiation lengths. The EE has
a total volume of 2.90 m® and is situated at |z| = 314 cm from the interaction
point, however, when the magnetic field is switched on at full strength this distance
decreases by 2.6 cm. The total coverage of the EE corresponds to a pseudorapidity
range of 1.479 < |n| < 3.0.

The electromagnetic preshower (ES) detector is situated directly before the EE
and comprises a 2-layer sampling calorimeter which uses lead absorber plates and
silicon strip sensors as the scintillating medium. The ES covers a pseudorapidity
range of 1.653 < |n| < 2.6 and the aim is to detect neutral pions and simultaneously
distinguish electrons from minimum ionizing particles. Moreover, the ES has a finer
granularity and this facilitates better position determination of electrons and pho-
tons.

Information from the ECAL and tracker have been combined to determine the en-
ergy scale and resolution for electrons (photons) originating from the decay process
Z — ee (Z — ppy) using Run 2 data [56]. The measured energy resolution in the
studied Et range of 10 to 50 GeV was found to be 2 to 5% depending on the pseudo-
rapidity and energy loss due to bremsstrahlung. The uncertainty on the measured
electron and photon energy scale was found to be smaller than 0.1% (0.3%) in the
barrel (endcaps) within the same range of energies.

3.2.5 The hadronic calorimeter

The hadronic calorimeter (HCAL) surrounds the ECAL and is not homogeneous
but instead uses sampling layers of plastic scintillator tiles connected to wavelength-
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shifting (WLS) fibres for read-out. Absorber plates made of brass alloy are used
in between the active medium, where the material choice is based on the fact that
it’s non-magnetic and its short interaction length facilitates a good containment
of the shower within the magnet. The hadronic barrel (HB), endcap (HE), very
forward (HF) and outer (HO) sub-systems constitute all HCAL calorimetry, where
the latter is the only part not situated inside the magnet. A quarter of the HCAL
and its components are shown as a schematic overview in Figure 3.5.

The HB is divided into two half-barrels that each consist of 18 wedges oriented
at 20° angles in ¢. A single wedge consists of 17 scintillator layers interleaved with 15
brass absorber layers and 2 steel layers on either side which are needed for mechanical
support of the structure. The first scintillator layer is situated directly next to
the ECAL in order to sample showers from low-energy hadrons. The individual
scintillator tiles in a layer are segmented in An x A¢ = 0.087 x 0.087 and are
connected to single WLS fibres which are then spliced with clear fibres, facilitating
optical connections to tiles in different layers. The fibres that belong to the 17
scintillator tiles with the same projection are then connected to form a read-out
tower. There is a total of 2304 towers in the entire HB structure which leads to a
pseudorapidity coverage of |n| < 1.4. The hadron end-cap (HE) is interlocked with
the HB and has a similar structure covering a pseudorapidity range of 1.3 < |n| <
3.0.

The outer hadron calorimeter (HO) provides extra scintillator layers situated
outside the magnet and serves as a tail-catcher for hadron showers that leak into the
muon barrel system. Thus, the HO helps to reduce the tails in the energy resolution
and improve measurements of EM5. A total of 5 rings situated at n values of -2,
-1, 0, 1 and 2 make up the HO structure. The central ring at 0 consists of two
scintillator layers situated on either side of an iron absorber layer. The remaining
rings have 1 scintillator layer each and the HO provides a total coverage of |n| < 1.26.

The hadron forward (HF) calorimeter is situated at |z| = 11.2 m from the in-
teraction point and consists of a steel absorber with a depth of 1.65 m. Grooves
parallel to the beam line are drilled in a 5 mm square grid and contain quartz fibres
with a diameter of 0.6 mm. These fibres generate Cherenkov light from hadron
showers in the pseudorapidity range of 3.0 < n < 5.0 that is then picked up by
photon multipliers.

The granularity of the different HCAL components described above has been cho-
sen such that the sampling of hadron showers yields a similar energy resolution as a
function of EXss across the entire structure. When combining information from the
tracker and calorimeters, the energy resolution for hadronic jets is typically 15%,
8% and 4% given a pr of 10 GeV, 100 GeV and 1 TeV, respectively. If only the
ECAL and HCAL are used the corresponding energy resolutions are 40%, 12% and
5% [57].
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Figure 3.5: An illustrative sketch showing one quarter of the HCAL and the place-
ment of the four components (HB, HE, HF and HO) that comprise its structure
[57].

3.2.6 The muon system

The muon system at CMS serves to identify muons and reconstruct their momenta
but it’s also an integral part of the hardware-based L1 trigger system [58]. It com-
prises one barrel section and two planar end-cap regions which are all organized
into structures with four muon stations interspersed with the steel flux return yoke
as shown in Figure 3.6. In the barrel these stations consist of muon drift cham-
bers (DTs) complemented by resistive plate chambers (RPCs) while the end-cap
regions use cathode strip chambers (CSCs) and RPCs. The pseudorapidity cover-
age is |n| < 1.2 for DTs, 0.9 < |n| < 2.4 for CSCs and || < 1.9 for RPCs. Hence,
the muon system covers the full solid angle with no gaps in pseudorapidity. The
different choices of muon chambers in the barrel and end-cap regions are based on
the different environments. The magnetic field generated by the solenoid and satu-
rated by the steel flux return yoke remains uniform in the barrel. Additionally, the
barrel chambers are exposed to a relatively low muon rate and a low background
induced by neutrons, which justifies using standard drift cells. The opposite is true
for the end-caps where the environment necessitates the faster response time, finer
segmentation and resistance to radiation provided by the CSCs. The RPCs are used
mainly to assist in the trigger response of the DT and CSC sub-systems as they have
a lower spatial resolution but are overall much faster. The muon system can oper-
ate independently from the other sub-systems but the best momentum resolution is
obtained when the inner tracker is used in addition for track reconstruction. The
reconstructed hit spatial resolution is typically 50 to 300 gm and the muon timing
resolution is ~ 1.4 ns.
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Figure 3.6: An illustrative sketch of one quadrant of the muon system, showing
how its DT, CSC and RPC components are interspersed with the return yoke of
the magnetic solenoid. The cross section of the system is depicted in R-z, which
corresponds to the r and z coordinates introduced in this section [58].

3.2.7 Event triggering and data acquisition systems

Proton-proton collisions take place every 25 ns within the CMS detector. This
corresponds to a bunch crossing frequency of 40 MHz and an expected rate of 10°
interactions per second at design luminosity. This is far beyond what can be stored
on archival media which can maximally record 10? interactions per second. However,
not all collisions lead to interesting physical processes i.e. some may be elastic while
others don’t involve any considerable exchange of pr but there is still an abundance
of high-pr interactions due to the center-of-mass energy involved. An advanced
trigger system is in place to identify the most interesting processes and consists
of detector electronics, Level-1 trigger processors (L1), a readout network and a
processor farm for High-Level triggers (HLT).

The L1 trigger system relies on information from the calorimeters and muon
chambers. The presence of primitive trigger objects such as photons, electrons,
muons and jets above set Er and pr thresholds is required for an L1 accept decision.
The word primitive refers to the fact that the objects have been reconstructed with
reduced-granularity and reduced-resolution. Information on the global sums of Er
and EXs is also taken into account in the accept/reject decision of an event. The L1
trigger hardware was upgraded before the start of Run 2 to address the challenges of
the higher center-of-mass energy and increased luminosity [59]. Existing algorithms
were also improved to exploit e.g. muon isolation. By applying loose event selection
criteria based on the above, the L1 trigger system reduces the trigger rate to 100
kHz with a latency of about 3.2 us. The front-end electronics from the calorimeters
and muon chambers will send signals to the services cavern where the Level-1 trigger
logic is stored and the data that has been stored in a buffer in the meantime is then
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either accepted or rejected in about 1 us.

After an event has passed the L1 trigger, it is sent to the HLT processor farm
through a network of front-end readout buffers. Here the event reconstruction is
refined but the main goal of the HLT is not to reconstruct the whole event but
rather only objects and regions that are needed. An event has to be rejected as soon
as possible and therefore information is used in stages for the partial reconstruction
of an event; data gathered from the muon chambers and calorimeters are used first
followed by the tracker pixel and finally a full event reconstruction is performed. In
this way the trigger rate is reduced to ~ 1 kHz for offline analysis.

The rate of both the L1 and HLT systems can be adjusted by using a prescale
which limits the number of events. The complete sequence of L1, HLT and the
trigger prescale constitutes what is known as a trigger path.
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Chapter 4

Monte Carlo simulation

Monte Carlo generators play a key role in particle physics as they allow us to test and
compare our understanding of the phenomenological models governing the physical
processes that are being probed in the LHC experiments. They also help shed
light on any remaining discrepancies between the simulations and data. The full
simulation of a pp collision event and the cascade of particles associated with it
is performed in a series of steps as illustrated in Figure 4.1. The hard interaction
is simulated first as explained in Section 4.1, while the parton shower that models
further QCD emissions at lower transverse momenta is described in Section 4.2.
The shower modelling stops when the decay processes and emissions of quarks and
gluons involved become non-perturbative in which case all the coloured particles
start to hadronize as described in Section 4.3. Additional activity resulting from
other interactions in the pp collision is referred to as the underlying event and further
details are provided in Section 4.4. Information on the generators used to simulate
all of the above for the purposes of this analysis is given in Section 4.5, while finally,
in Section 4.6 it’s explained why one must put the generated particles through a full
detector simulation.

4.1 Hard interaction

As protons collide it’s really their constituent partons that take part in what is
known as the hard interaction. Annihilation of quarks and anti-quarks as well as
gluon-gluon fusion can both facilitate the production of a top-quark pair as pre-
viously mentioned, although the latter is the most dominant at the LHC. Several
pp collisions take place during one bunch crossing, with most of them being soft in
nature, thus, it’s only the one with the highest exchange of pr that is of interest
to physics and in case of ¢t production the partons must have momenta that sum
to an invariant mass of at least 2m;, where m; denotes the top mass. As stated in
Chapter 2, the momenta of the two initial state partons are determined by PDFs
and as the interaction takes place in the high energy regime, where ay < 1, one
can compute the matrix elements (ME) for the process perturbatively. The accu-
racy of the calculation is determined by the order of ay and is typically computed
at either leading order (LO), next-to-leading order (NLO), next-to-next-to-leading
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Figure 4.1: An overview of the steps involved in MC simulations [60]; the hard

process is shown in red, the parton shower modelling is illustrated in blue, the
hadronization process is shown in green and the underlying event is depicted in

purple.
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Figure 4.2: The first diagram in the upper row illustrates a leading order (LO)
process of tt production in pp collisions at the LHC. The final two diagrams in
the upper row depict exemplary next-to-leading order (NLO) processes, while the

two diagrams in the bottom row show processes at next-to-next-to-leading order
(NNLO).

order (NNLO) or next-to-next-to-leading-logarithm order (NNLL). Here LO, NLO
and NNLO can also be used interchangeably with the terms first-, second- and third-
order, respectively. The nth order of the ME calculation comprises both real and
virtual emissions such that nyitual + Mrear < 7 — 1. Illustrative Feynman diagrams
of the LO, NLO and NNLO processes that contribute to ¢t production are shown in
Figure 4.2. These diagrams correspond to orders O(a?), O(a?) and O(al), respec-

S
tively, for the calculation of the partonic cross section &, (see Section 2.3.1).

4.2 Parton shower

The cross section of the partonic interaction can be computed in a fixed order
model at the matrix element level, and only additional higher order effects must
be simulated through so-called parton showers. Here the word shower is used as a
descriptive term of the cascade of particles that develops from so-called initial and
final state radiation, denoted by ISR and FSR, respectively, where initial and final
refer to radiation taking place before or after the hard interaction. Emitted photons
undergo pair production, while emitted gluons can split into two gluons or decay into
quark pairs, which can subsequently radiate additional gluons, thereby continuing
the successive splitting. The evolution of the shower depends on the scale, ¢, which
is often defined as either ¢ = pr, where pr is the exchanged four-momentum in the
splitting, or ¢ &~ E%0?, where E is the energy of the parent (before) and 6 is the
opening angle after the splitting [61]. The two evolution scales refer to pr-based and
angular-ordered splittings, respectively. The maximum value of the evolution scale,
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(max, 1S chosen in the generator settings and is set to (), which is the scale of the
hard interaction and coincides with the standard choice of the renormalization scale,
i = Q. An iterative computation of ¢ can then be done for successive emissions.
Provided that ¢; > go holds for parton 1 and parton 2, the Sudakov form factor [61]
can be solved for ¢y given ¢, and if the former is above some defined cut-off scale,
(o, parton 1 splits into parton 2, which now has energy ¢,. The scale )y marks the
minimum of the evolution scale, which means that it’s no longer possible to resolve
emissions from their parents at this stage. It’s also set as an initial parameter in
the MC generator and is usually )9 ~ 1 GeV, which is where splittings become
non-perturbative. The shower stops when the partons in the cascade no longer have
enough energy to emit additional partons or values of ¢ are below the cut-off, at
which point hadronization occurs.

4.3 Hadronization

Hadronization describes the process of hadron formation after the parton shower
stops. The coloured quarks and gluons that remain at the end of the shower cannot
exist freely by themselves and must group into colour-neutral bound states called
baryons and mesons. The underlying principle behind this is called colour confine-
ment (see Chapter 2). Different methods exist for modelling hadronization in event
generators but today mainly two models are used; namely the Lund string model
[62] and the cluster model [63]. Both models are considered equally suitable for the
purpose, but it’s interesting to note that their philosophical approach to hadroniza-
tion differs. The Lund string model values a good modelling of non-perturbative
dynamics, whereas the cluster model is based on the idea that as long as the pertur-
bative physics is correctly modelled any model for the hadronization will suffice. The
fundamental principles behind these models are outlined in greater detail below [64]:

e Lund string model: In this model hadronization is governed by linear confine-
ment. At small distances coloured objects like quarks and gluons have asymptotic
freedom but as the distance between them gets larger, interactions among gluons
generate a self-attracting field, which leads to a colour-flux that reassembles a tube
or string, as seen in Figure 4.3. This field is what confines colour and as the quark
and anti-quark in a pair continue to move away from each other, the potential energy
stored in the field is increasing linearly, which can be described by V' = kr, where
k ~ 1 GeV/fm and r is the separation distance between the quarks [1]. The string
analogy also applies to the dynamics of the colour-flux field between the quarks. A
string that is continuously stretched will eventually break. In terms of the colour-flux
picture this point is reached when there is enough energy to produce a new quark
and anti-quark. As the newly formed quark and anti-quark pair up with the outer
quarks, two new strings are formed that undergo the same process of stretching and
breaking until the quarks in the system lose momenta and no further partitions are
possible. Gluon or photon radiation from the original quark pair will lead to a kink
in the colour-tube between the quarks as shown in Figure 4.3. It’s important to note
that the model is safe against both collinear and infrared (soft) gluon emissions, as
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Figure 4.3: An illustration of the two hadronization models. The cluster model is
shown on the left and the Lund string model is depicted on the right [66].

they will only lead to a small kink that can be neglected.

e Cluster model: In this model the principle of preconfinement is used to model
the hadronization [65]. First, gluons present at the end of the parton shower are
forced to decay into quark pairs non-perturbatively. The idea in preconfinement is
then that adjacent quarks will form colour-singlet states called clusters, which im-
plies that those quarks came from the same evolution scale, i.e. they were already
preconfined to a certain part of the phase space. The unique thing about this model
is that the invariant mass spectrum of the resulting clusters is independent of the
energy scale of the hard interaction. However, it does depend on the cut-off scale,
(o- The clusters are subsequently made to decay into hadrons.

4.4 Underlying event

The underlying event constitutes all activity in the simulated pp collision that is
not a result of the hard interaction itself or the associated parton shower [61]. Such
additional activity primarily comes from multiple parton interactions (MPI) associ-
ated with collisions of beam partons with high pr exchange, that are separate from
the hard interaction. Some beam partons don’t exchange any significant pr and are
therefore known as beam-beam remnants (BBR). They make up the remainder of
the additional activity, as they must undergo hadronization due to the principle of
colour confinement. Therefore, BBR also contributes to the jet-activity in the event.

When modelling the non-perturbative dynamics of the underlying event one must
achieve the proper colour-flow in the hadronization by using dedicated colour re-
connection schemes [67]. In the Lund string model, a dipole consists of ¢, qgqg or
qqy and the dipole field between colour and anti-colour form a pictorial string (with
a kink if involving gluons or photons). The dipoles are viewed in terms of pr as
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consisting of a radiator and recoiler, and in a model based on MPI, the strings of
dipoles with lower pt are added to the strings of dipoles with higher pr. This is
done in a way that minimizes the overall string length between them. In the cluster
model of hadronization, the colour reconnection is often based on the Eikonal model
[68]. It’s important to note that the colour reconnection model has obvious and
significant consequences for the jet multiplicity and jet pr in the event, which is in
general due to the non-perturbative processes and complexity involved and, thus,
the underlying event must be tuned to data.

4.5 Monte Carlo generators

This section contains a brief summary of each generator used to simulate the signal
and background processes in this work (see Chapter 5 for a description of their final
states). The Pythia8 generator [67] is written to be a self-contained program for
several types of collisions between leptons, photons, heavy ions and/or hadrons, and
thus it’s used to simulate e.g. pp collisions at the LHC. The event generation en-
compasses all steps from the hard process to hadronization, including the underlying
event modelling. The hard interaction can be computed at LO or NLO accuracy
in QCD depending on the process, but it’s common practice to interface PYTHIAS
with another program for this step. A special feature of PYTHIAS is precisely its
modelling of ISR, FSR and MPI using a single common sequence, where the par-
ton shower evolution follows a prp-based ordering. The colour reconnection in the
modelling of the underlying event is performed with the MPI-based model, and the
hadronization is based on the Lund string model.

The Herwig7 generator [69] is similar to PYTHIAS in the sense that it’s a multi-
purpose particle physics generator suited for collisions between leptons and /or hadrons,
and thus, also for pp collisions. It’s also frequently interfaced with other generators
that perform the matrix element calculations of the hard process. However, it should
be noted that in HERWIG7, virtually any SM process can be simulated with LO or
NLO corrections in QCD at the matrix element level, although external libraries
are needed to perform the amplitude calculations for the latter. The hard process
is also simulated together with parton showers, and contrary to PYTHIAS, these are
based on both angular and pr-based ordering. The cluster model is used to simulate
the hadronization process and MPI colour reconnection in the underlying event is
based on the Eikonal model.

The name Powheg (version 2) [70-72] is an abbreviation for “Positive Weight
Hardest Emission Generator”. It gets its name from the fact that it produces posi-
tive event weights and generates the highest pr emission first when simulating the
hard process of an arbitrary process. The matrix element computation is performed
at NLO and takes into account spin correlations for top pair production. Contrary
to PYTHIA8 and HERWIGT it’s not self-contained and needs to be interfaced with
another program for the simulation of the parton shower, hadronization and under-
lying event. However, POWHEG (version 2) performs already a parton shower like
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correction to the NLO calculation, and that is particularly relevant for emissions at
low pr. The strength of POWHEG (version 2) is that it can be interfaced to shower
Monte Carlo (SMC) models that use either pr-ordering or angular-ordering to de-
scribe the shower evolution scale as long as a pr veto is in place for the latter. The
pr veto means that the SMC model vetoes emissions with higher pr than that of
the hardest emission of POWHEG (version 2). Both PyTHIA8 and HERwIGT fulfill
these requirements as do any programs compliant with “Les Houches Accord” which
is the standardized interface for event generators. The parameter that regulates the
damping of high pr real emissions in the PYTHIA8 parton shower with respect to
the first real emission in the POWHEG (version 2) matrix element is called hgamp-

The MG5_aMC@NLO [73] generator is also capable of simulating an arbitrary
hard process at LO or NLO accuracy at the matrix element level. Computations
at the former level of accuracy are based on tree-level processes, while the latter
also accounts for one-loop amplitudes although it neglects double-loops. The hard
interaction performed with MG5_aMCQ@QNLO can be matched to parton showers,
simulated with e.g. PYTHIA8. In general for the matching procedure, the parton
shower approximation is first subtracted from the exact NLO calculation and the re-
sulting events are then input to the parton shower simulation. The MG5_aMC@NLO
calculation used in the analysis generates the hard matrix element separately for pro-
cesses with different numbers of additional partons, at LO with up to four and at
NLO with up to two. So-called jet merging is applied when sampling the parton
shower. Samplings are vetoed if they alter the partonic jet configuration and create
extra jets that compete with NLO processes. The jet-merging for LO (NLO) is
calculated with the MLM [74, 75] (FXFX [76]) matching schemes. Finally, it should
be noted that MG5_aMC@QNLO also preserves off-shell effects and spin correlation
for processes involving particles that can’t be observed directly, but that are instead
reconstructed from their daughter particles. This is the case for e.g. tf produc-
tion, and unlike the other generators mentioned so far, this is done using a separate
program called MADSPIN [77].

4.6 Detector simulation

The final state particles in the event generation must pass through a complete sim-
ulation of the CMS experiment in order to best describe the recorded data. This is
accomplished by means of the tool kit GEANT4 [78], which is an acronym for “GE-
ometry ANd Tracking” and aims to emulate the interaction of generated particles
with the detector material as well as more technical matters such as hit and track
reconstruction. Moreover, GEANT4 is capable of providing simulations of all the
major LHC experiments over a wide range of energies starting from a few hundred
eV in certain cases and going up to the TeV range in others. It provides a full
geometrical and material description of the detector as well as the particle response
to electromagnetic fields.
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Chapter 5

Event reconstruction and selection

In this analysis differential cross sections of ¢t production are measured in the dilep-
ton channel in which the top and anti-top quark decay as t — W*(— [v)b and
t — W~ (= )b, respectively. The final state is reached via intermediate decays of
the W bosons, where only prompt decays to electrons or muons are considered and
decays via 7 are vetoed. Furthermore, the b-quarks will hadronize and form two
b-jets which are not identified with 100% efficiency, while the neutrinos are invisible
to the detector and can only be identified indirectly as EX (see Section 5.7.5 for
further details). Thus, the experimental signature in the detector consists of two
prompt and oppositely-charged electrons and/or muons, a minimum of two jets,
where at least one must be b-tagged, and the presence of ERss.

Details of the data sample recorded with the CMS experiment can be found in
Section 5.1, while full information on the signal definition and simulation is provided
in Section 5.2. Non-negligible background contributions are described in Section 5.3
and come from other tt decays, including decays via 7, in addition to single-top,
tt+ Z/v* /W, Z/W+jets and diboson processes. The rate of the Z+jets background
must be corrected using a data-driven approach detailed in Section 5.4. As discussed
in Chapter 3, not all events can be stored on tape and to select the highest number of
events with the correct topology, special combinations of single lepton and dilepton
triggers are used for this analysis. These combinations are described in Section 5.5.

All processing of CMS data starts with the reconstruction of vertices and par-
ticle trajectories as described in Section 5.6. Furthermore, the particle objects in-
volved in the experimental signature, i.e. electrons, muons, jets, b-jets and missing
transverse energy, are presented in Section 5.7. The reconstruction of the top and
anti-top quark momentum vectors is a key ingredient in the analysis. In the kine-
matic reconstruction, the visible decay products (leptons and b-jets) are associated
with the ¢ and ¢ decay chains and used to determine the momentum vectors of the
two neutrinos. Two alternative methods are used, namely the full and loose kine-
matic reconstruction, which are described in Section 5.8.1 and 5.8.2, respectively.
In both methods the neutrinos are reconstructed by applying several kinematic con-
straints such as transverse momentum conservation in events. Finally, in Section 5.9
the selection strategy is summarized and highlighted, and control plots for a selected
number of distributions are shown at different steps of the full event selection.
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5.1 Data sample

The data was recorded with the CMS detector during Run 2 of the LHC from 2016
to 2018. Only data which has been validated and deemed good for physics analysis
is used and the list of good runs is shown for each year in Appendix B (see Table B.1
to B.3). The total integrated luminosity of all good runs in Run 2 corresponds to

137.6 b1,

5.2 Signal definition and simulation

Top pair production is studied in the dilepton channel, where the signal process
tt — WHbW b — llvobb results from both W-bosons decaying to W+ — [y, and
W~ — ly,. The experimental signature therefore consists of two oppositely-charged
leptons, two b-jets and the presence of missing transverse energy in the detector.
However, as the b-tagging algorithm is not 100% efficient (see Section 5.7.4) only one
of these jets is required to be b-tagged. Furthermore, only prompt decays to electrons
and/or muons are classified as signal and decays via 7 are labelled as background
and grouped together with other non-signal ¢t events that imitate the experimental
signature. This category of background will be referred to as “tf other”. The deci-
sion to veto decays via 7 was made in order to simplify the kinematic reconstruction
where one would otherwise have to account for two additional neutrinos.

The reference simulation of the signal process is used to scrutinize the agreement
with data at detector-level and for correcting data acceptance and resolution effects
in the unfolding procedure via the response matrix (see Chapter 6). Furthermore,
the reference simulation is used directly in cross section measurements via a special
fractional correction of the “tf other” background as described in Section 6.3. The
predictions of this model at generator-level are also used in data and simulation
comparisons along with two alternative models. In Chapter 4 it was described how
each part of a simulation is done in a series of subsequent steps, and the specific de-
tails pertaining to the ¢¢ signal simulations used in this analysis are described below:

e Reference simulation: The simulation of the ¢t signal process is performed with
the POWHEG (version 2) generator [70-72] at ME level at NLO accuracy in QCD.
This is then interfaced with PYTHIAS [67] that models the parton shower, hadroniza-
tion and underlying event. The latter is tuned to data by using the CP5 tune [79] and
finally, the detector simulation is performed with GEANT4 [78]. All of the above
constitutes the reference simulation which will be abbreviated to POWHEG (ver-
sion 2)+PYTHIAS.

e Alternative simulation 1: The MG5_.aMCQNLO (version 2.4.2) generator [73]
is used to perform ME calculations of the tf signal process at NLO accuracy in
QCD. The simulation includes up to two additional partons at NLO ME precision
and is interfaced to PYTHIAS by using a matching scheme that follows the FxFx
prescription [76]. The underlying event is modelled with the CP5 tune and the spin
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correlation of the top quarks is preserved in the decay modelling by using MADSPIN
[77]. The notation MG5_aMCQ@QNLO[FxFx] (version 2.4.2)+PYTHIAS is used to de-
note the whole simulation.

e Alternative simulation 2: The ¢t signal process is modelled with POWHEG (ver-
sion 2) at ME level at NLO accuracy in QCD. The parton shower, hadronization
and underlying event are simulated with HERWIG7 [69], which uses the CH3 tune
[80]. The whole simulation is denoted by POWHEG (version 2)+HERWIGT.

The proton structure is described by parton distribution functions (PDFs) which
are not known a priori and must be computed to a certain accuracy. The reference
and alternative simulations all use the NNPDF3.1 PDF set [32, 81| computed at
NNLO accuracy. Furthermore, the top mass and the parameter that damps high
pr real emissions in the parton shower (see Chapter 4) are set to m; = 172.5 GeV
and Adamp = 1.379 x my [79], respectively. Finally, the signal simulations must be
normalized and this is done with the theoretical cross section of ¢ production which
is obtained as 830.91 £35-32 (scale) +392 (PDF + «,) pb at NNLO accuracy from
the TOP++ (version 2.0) program [34], where the same top mass and PDF set as
stated above are used. This calculation also accounts for soft-gluon terms through
a resummation at next-to-next-to-leading-logarithm (NNLL) accuracy [82-87]. The
nominal reference and alternative simulations used for each year in the Run 2 period
are listed in Appendix C along with dedicated samples that are used to estimate a
sub-set of the theoretical systematic uncertainties. For the estimation of all other
sources of uncertainty POWHEG (version 2)+PYTHIAS is used with the appropriate
variation applied.

5.3 Background contributions

The tt dileptonic channel has smaller backgrounds than both the semi-leptonic and
all hadronic channels. After the full event selection, contributions from ¢t other,
single-top, Z+jets, W+jets, tt +7/~v*/W and diboson background processes still re-
main. The event topologies of these processes that imitate the experimental signa-
ture of the signal will be outlined below. Negligible backgrounds are not considered.
This includes the QCD multijet background which is virtually non-existent due to
the improbability of having double lepton misidentification.

e tt other: Decays via 7 are grouped together with other dileptonic, semi-leptonic
and all-hadronic t¢ decays that fake the experimental signature (collectively named
tt other). All are modelled with POWHEG (version 2)+PYTHIA8 and normalized
to the theoretical cross section of ¢t production obtained with the TOP++ (version
2.0) program. The normalization of the dileptonic, semi-leptonic and all-hadronic
processes also accounts for their branching fractions (10.71 %, 44.11 % and 45.44 %
[22], respectively).

e Single-top: The main contribution from single-top production comes from the
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tW channel as described in Section 2.3.2. The tW and t-channels are divided
into separate top and anti-top samples that are all simulated with POWHEG (ver-
sion 2)+PYTHIA8 at NLO accuracy [88, 89], while the s-channel is simulated with
MG5.aMC@QNLO[MLM] +PyTHIA8 at LO accuracy, where the matching scheme
follows the MLM prescription [74, 75]. The tW/tW background is normalized
to 35.85 pb which corresponds to the theoretical cross section obtained using the
MSTW 2008 PDF set at approximate NNLO accuracy [36]. The t-channel nor-
malization differs for the top and anti-top processes, where cross sections of 136.02
pb and 80.95 pb, respectively, are obtained at NLO accuracy with HATHOR (ver-
sion 2.1) [37]. The same program is also used for the s-channel which is normalized
to a cross section of 10.32 pb (NLO). All contributions described above are collec-
tively named “Single t” in plots.

e Z+jets: Drell-Yan (DY) production with initial state radiation will be labelled as
Z+jets. Here a quark and anti-quark annihilate to a Z boson or a photon which sub-
sequently decays to two leptons with opposite charges. This is the most dominant
background process in the e*eT and p*uT channels after the full event selection.
The background is split into two Z boson mass ranges; 10 to 50 GeV and greater than
50 GeV. The former (latter) is simulated with MG5_.aMC@QNLO[MLM]| +PYTHIAS
(MG5.aMCQ@QNLO[FxFx] +PyTHIA8) at LO (NLO) accuracy and includes up to
four (two) additional partons. It should be noted that the Z-+jets background is
overall well described in simulation but the rate must be corrected using a data-
driven approach as outlined in Section 5.4.

The Z+jets background is normalized to 22635.1 (6225.4) pb in the 10 to 50
(> 50) GeV mass regime, where the theoretical cross section is obtained from FEWZ
3.1 at NNLO QCD and NLO QED [90, 91].

e Wjets: The Wjets process contributes to the background via the leptonic
decay of the W boson and is simulated with MG5_.aMC@NLO[MLM] +PvyTHIA8
at LO accuracy. The simulation includes up to four additional partons at ME level
and is normalized to 61526.7 pb which is the theoretical cross section obtained from
FEWZ 3.1 at NNLO QCD and NLO QED [90, 91]. The simulated W+jets events
are included in the category labelled as “Minor bg”.

o tt + Z/~*/W: The process in which ¢ is produced in association with a Z/~*
or W boson is modelled with MG5_.aMCQNLO[FxFx] +PyTHIA8 at NLO accuracy
and the simulation includes up to two extra partons per event. The associated back-
grounds are included in the “Minor bg” category and normalized to 0.2529 (0.5297)
pb and 0.2043 (0.4062) pb for the leptonic (all-hadronic) decays of the Z/+* and
W boson, respectively. The cross sections are obtained at NLO accuracy from the
corresponding simulations.

e Diboson: The diboson background is modelled with PYTHIAS at LO accuracy.
The Z7 and WZ processes are normalized to theoretical cross sections of 16.523 pb
and 47.13 pb, respectively, which have been obtained at NLO accuracy with MCFM
6.6 [92, 93], while WW is normalized to 118.7 pb at NNLO accuracy [94]. The total
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background due to all processes is included in the “Minor bg” category.

All backgrounds use PYTHIAS8 to model the parton shower, hadronization and un-
derlying event. The CP5 tune is used in 2017 and 2018, while the CUETPS tune
[95-97] is used in 2016 for all samples apart from ¢ and single-top processes. The
hard interaction is modelled by either POWHEG, MG5_aMCQNLO or PYTHIAS,
as described above, where the PDF set NNPDF3.1 at NNLO is used in all cases
and the top mass is set to m; = 172.5 GeV. Finally, the detector simulation for
all background samples is performed with GEANT4, and the full list of simulated
background samples for each year can be found in Appendix C.

5.4 Data-driven method for Z-jets background
determination

All backgrounds described in Section 5.3 are determined from simulation, however,
the normalization of the Z+jets background can be improved by using a data-driven
method. The TFractionFitter class [98] in the ROOT framework [99] is used for
this purpose. All simulated processes (including the ¢t signal) are grouped into two
template categories; Z+jets and all others. The dilepton mass distributions for the
two categories are then used as templates in a Poisson-based likelihood fit of the
corresponding distribution in data inside the Z-peak region, with a dilepton mass
between 76 < my; < 106 GeV. The fit is performed per bin and takes statistical
uncertainties on the simulations into account by using internal normalisation pa-
rameters. In this way one obtains best estimates for the fractional contributions of
the input templates such that

Fitdata - fZ+jets ' TZJrjets + fMC other * TMC other;

where Fitga, denotes the fit model. The templates (fractional contributions)
for Z+jets and MC other are given by Tyijets (fztjets) and Tymc other (fMC other)s
respectively. The fit performed by TFractionFitter and the relative contributions of
the two MC templates within the Z-peak region can be seen in Figure 5.1 for Run
2, in both the e*eT and p*u™ channels. The fit procedure is performed individually
for both channels and the final scale factors for the Z+jets MC simulations are
computed as follows

+ F + F
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where Ngata, 1 and Nzjets, T are the number of events in the input data distri-
bution and Z+jets MC template, respectively. The scale factor in the e* ;¥ channel
is given by

SFEHT = \/SFere™ x Sputut
and the scale factor for the combined channel is a weighted sum of the eteT,
ptpT and e scale factors

g pete® ,Neieqtl + g frtn¥ ,Nﬂilﬁ + §FetnT _]Vej[;fF

data, data, I data, I

+.F nEpF etpF
eTe
Ndata, 1 + Ndata, I + Ndata, I

SFUT =

The procedure has been tested for different definitions of the fitted region. The
definition “in” refers to the Z-peak region, 76 < m; < 106 GeV, whereas “out”
refers to the region outside of this interval. The definition “in4out” refers to the
whole my spectrum. It was observed that the “in” definition is sufficient when com-
puting the scale factors and “out” and “in+out” only lead to changes within ~ 1%.

Table 5.1 shows scale factors computed at different selection steps (see Section 5.9)
when using the “in” definition for TFractionFitter. Corresponding results are also
shown for the old Ry im-method [100] of determining the Z+jets normalization. In
this method the Z+jets MC simulation is used to compute the ratio Ryt /in, which is
defined as the number of Z+jets events outside the Z-peak region over the number
of Z+jets events inside. It is reasonable to assume that the overall normalization
uncertainty of the simulation will cancel in this ratio and that R,y i, is the same in
data. Therefore, the simulation values of Rqyu¢/in in the eTeT and pFuT channels are
used to estimate the corresponding number of data events outside the Z-peak region
by multiplying R,y /in with the number of data events inside. Then final scale factors
for the Z+jets MC simulations are derived in a similar way, as described above. A
complete description of the Ry /in-method can be found in [101]. The two methods
are shown to be consistent but the TFractionFitter method is preferred as the scale
factors are derived based on a region that is orthogonal to the one defined by the
full selection. In contrast the R,y /in-method depends on the Z+jets events outside
the Z-peak in the MC simulation. Generally a good level of stability across different
selection steps is observed, although scale factors for 2017 and 2018 jump at the
“pmiss? gelection requirement due to some residual mismodelling of this quantity
but then remain stable.

In this work the scale factors will be derived with the TFractionFitter method at
the “EXss” gelection requirement and applied to all subsequent steps. This step was
chosen as it’s closest to the final selection while still retaining enough statistics for
the data and simulations used in the fit procedure.
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Figure 5.1: Dilepton mass distributions in the Z-peak control region, i.e. 76 < my; < 106
GeV, are shown for the e*eT (left) and pu*u¥ (right) channels for Run 2, after the event
selection according to step 6 (see Section 5.9). The input data distributions are illustrated
by black dots, the Z+jets templates are shown in blue and the MC other templates are
depicted in green. The red histograms illustrate the results of the fits performed by
TFractionFitter.

Table 5.1: Data-driven Z+jets background scale factors for different selection steps (see
Section 5.9) using the TFractionFitter method (left) and R, /i,-method (right). Results
are shown for all channels, years and full Run 2.

2016 ee L pe  combined 2016 ee L pe  combined
2 jets  0.89 0.88 0.88 0.88 2jets 091 0.89 0.90 0.89
Emiss 0.92 0.88 0.90 0.89 Emiss 0.92 0.88 0.90 0.89
b-tag  0.92 0.86 0.89 0.87 b-tag  0.89 0.85 0.87 0.86
kin. fit 0.92 0.87 0.89 0.88 kin. fit 0.87 0.84 0.86 0.85
2017 ee  up we combined 2017 ee  up we combined
2jets 090 0.98 0.94 0.96 2jets 091 1.00 0.95 0.97
Emiss 0.94 1.02 0.98 1.00 Emiss 0.94 1.03 0.98 1.00
b-tag  0.94 1.05 0.99 1.01 b-tag  0.93 1.03 0.98 1.00
kin. fit 0.95 1.06 1.00 1.02 kin. fit 0.93 1.03 0.98 1.00
2018 ee L pe  combined 2018 ee L pe  combined
2jets 091 0.95 0.93 0.94 2jets  0.93 096 0.95 0.95
Emiss 105 1.04 1.05 1.04 Emiss 104 1.04 1.04 1.04
b-tag 1.06 1.05 1.06 1.06 b-tag 1.02 1.05 1.04 1.04
kin. fit 1.09 1.10 1.10 1.10 kin. fit 1.04 1.07 1.05 1.06
Run2 ee U pe combined Run2 ee  up pe combined
2jets 090 094 0.92 0.93 2jets  0.92 095 0.94 0.94
Emiss 0.97 0.99 0.98 0.99 Emiss 0.97 0.99 0.98 0.99
b-tag  0.98 1.00 0.99 0.99 b-tag  0.96 0.99 0.97 0.98
kin. fit 1.00 1.03 1.01 1.02 kin. fit 0.96 1.00 0.98 0.99
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5.5 'Trigger selection and efficiency

All events must pass a combination of single-lepton and dilepton high-level trig-
gers. The former requires at least one electron or muon to be present, while the
latter selects events that contain at least two electrons, two muons or an electron
and a muon. Each year has its own set of trigger paths and these are listed in
Appendix D.1 (see Table D.1 to D.3). A logical “OR” is used between the trigger
paths to increase the efficiency of the selection but events passing dilepton triggers
are vetoed while processing single-lepton data streams in order to avoid overlap. In
2016 the single-electron trigger has a minimum pr requirement of 27 GeV, while in
2017 and 2018 this threshold is raised to 32 GeV. The single-muon trigger sets the
minimum pr to 24 GeV in 2016 and 2018 and to 27 GeV in 2017. In all three years,
the dilepton e*e® (u*uT) triggers require the presence of a leading electron (muon)
with a threshold pr of 23 (17) GeV and a trailing electron (muon) with a threshold
pr of 12 (8) GeV. Here leading (trailing) means that the lepton has the highest
(second highest) pr. The dilepton e*u™ triggers also have the same minimum pr
requirements in all three years. The leading electron or muon must have a pr of at
least 23 GeV and the trailing lepton must have a threshold pr of 12 (or 8) GeV if it’s
an electron (muon). The triggers used also require some loose isolation criteria for
the leptons, and the isolation variables used are defined in the discussion pertaining
to electron and muon identification in Section 5.7.

The trigger selection is applied in both data and simulation and scale factors are
derived and applied to the latter in order to account for discrepancies with respect
to data [102]. Reference triggers, that are based on a large EX requirement in the
event and expected to be orthogonal to the dilepton triggers, are used to compute
trigger efficiencies in both data and simulation by finding the number of events that
pass the dilepton triggers or both sets of triggers. Scale factors are then derived
differentially and independently for each year and each channel based on lepton ob-
ject definitions matching those in Section 5.7. The final scale factors are shown in
Appendix D.2 in bins of the leading and trailing lepton pt and agree with unity
within a few percent across all years. The uncertainties on the nominal scale factors
are ~ 1%.

5.6 Vertex and track reconstruction

Precise reconstruction of particle trajectories, referred to as tracks, is important for
the momentum resolution of charged particles and accurate reconstruction of the
primary vertex which in turn helps veto simultaneously occurring events within the
same bunch crossing, known as pile-up. The distribution of the mean number of
interactions per bunch crossing, i.e. the pile-up profile, is shown for the Run 2 data-
taking period in Figure 5.2. The complexity of reconstructing vertices and tracks
is emphasized by the fact that there is an average of 29 proton-proton interactions
per bunch crossing throughout this period [103]. The task is two-fold; one must
reconstruct tracks out of so-called hits in the silicon pixels and strips, which are
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the footsteps particles leave as they traverse the tracker, and one must additionally
associate the tracks to the correct vertices.

Track reconstruction is divided into four steps: namely track seeding, finding, fit-
ting and selection [55]. In the seeding stage one aims to reconstruct small segments
of the starting trajectories of charged particles. Therefore, combinations are made
from two to three hits in the inner layers of the pixel detector in order to form
so-called seed tracks (subject to certain constraints and selection criteria based on
a weak compatibility with the primary vertex). Tracks are then found based on the
Kalman filter method [104] which uses each seed track to extrapolate to the next
layer of the tracker where new hits are added if they are consistent with the seed
track in a y? test. The track parameters are then re-estimated and an extrapolation
is performed to the next layer where the procedure is repeated. This proceeds until
the outer end of the tracker is reached. After all hits belonging to a candidate track
are found all previous constraints are released and the hits are fitted once again using
a Kalman filter and a smoother. The number of fake tracks, i.e. tracks that don’t
actually belong to a charged particle, are then reduced in the track selection stage by
applying certain quality requirements. The procedure described above is repeated
over several iterations starting with relatively strict selection criteria on candidate
tracks, e.g. high pr and small impact parameter (see definition in Section 3.2.3).
The hits of the tracks reconstructed in the first iteration are then removed from the
set of hits available for other tracks in the subsequent iterations, where tracks are
reconstructed based on less and less stringent criteria.

After reconstructing all tracks, the second aim is to reconstruct the primary ver-
tex, i.e the signal vertex, in addition to all pile-up vertices. This is done in three
separate steps: track selection, track clustering and vertex position determination
[55]. Tracks whose point of origin is consistent with the interaction region are se-
lected and then clustered according to their z-coordinates at the point of closest
approach to the centre of the nominal interaction region. This is done by means of
a deterministic annealing algorithm [105] which takes care not to mistakenly split
vertices in high pile-up conditions. Finally, the best estimate of the vertex position
of a track cluster with at least two tracks is obtained by using an adaptive vertex
fitting algorithm [106]. In this work selected vertices are required to have at least 4
tracks, and be within |z| < 24 cm and a radius of 2 cm from the average interaction
point. The primary vertex is taken to be the one with the highest sum of p2 of
associated objects, including tracks and EX* and the others are labeled as pile-up
vertices. The distribution of the number of vertices, Ny, is shown in Figure 5.3
for events collected in the dilepton channel that pass the single lepton and dilep-
ton triggers, the lepton pair requirements and the dilepton mass cut of m; > 20
GeV (see Section 5.9). The same distribution is shown before and after tuning the
MC to match the pile-up conditions in the data, and one can see the significant
improvement once such corrections are applied. The nominal MC already contains
simulated additional minimum bias interactions per event but the number of these
are reweighted to match the pile-up distribution in data based on an assumed value
of the inelastic pp cross section of 69.2 mb and the instantaneous luminosity per
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Figure 5.2: The pile-up distribution of the mean number of interactions per bunch
crossing during the Run 2 data-taking period from 2016 to 2018 [103].

bunch crossing recorded for the data.

5.7 Object reconstruction

In CMS the particle-flow (PF) algorithm [107, 108] is used to combine information
from all detector sub-systems in order to reconstruct and identify all stable photons,
electrons and muons as well as charged and neutral hadrons in an event. The tracks
and calorimeter deposits left by these particles as they traverse the CMS detector
are shown in Figure 5.4. They are used as input to the PF algorithm which links
them together in so-called blocks that can be interpreted as particle objects. These
objects are then used in algorithms for clustering jets and identifying b-jets, and to
compute the missing transverse energy referenced in previous chapters. It should be
noted that all object descriptions adhere to the recommendations put forth by the
LHC Top Physics Working Group [109].

5.7.1 Muon reconstruction and identification

Prompt muons originate from the hard interaction and must be distinguished from
ones that come from decays of light and heavy flavour hadrons, the atmosphere
(so-called cosmic muons), neutron-induced background, or misidentification due to

20



<10° CMS Work in progress 138 b (13 TeV) x10° CMS Work in progress 138 fb (13 TeV)

%) 12T BARANRARENRERRS AR RERE BAERARARE: @ 12 AERNEARERRER AN AR AR AR R
c [ Dllepton # Data c r D|Iepton @ Data
] 10 Bl ti signal [ Z+jets [ 10 W ti signal [ Z+jets
Lﬁ [ ttother  [JMinor bg Lﬁ t [ tt other  []Minor bg
[ Single t Uncertainty [ [ Single t Uncertainty

147 E
% B 12 ;7. ......c.....‘. é % E
ZDZEL 0.81 i '.".""“’"""“""'"j zchL 774 .,"“"....
0O 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Nvtx Nvtx

Figure 5.3: Distributions of the number of proton-proton interaction vertices, Ny,
are shown for events selected in the dilepton channel before (left) and after (right)
tuning the MC to match the pile-up conditions in data. Both distributions are shown
after passing the single lepton and dilepton triggers, the lepton pair requirements
and the dilepton mass cut of m;; > 20 GeV (see Section 5.9). The data (black dots)
is compared to the sum of the ¢f signal and background processes. All simulated
samples have been normalized to an integrated luminosity of 137.6 fb~'and the
dashed band in the ratio shows the shape uncertainties.

charged hadron shower tails that penetrate the muon-system. Muons are recon-
structed and identified using the PF algorithm based on three potential track can-
didates [58]:

e Standalone muons: Muons that traverse the CSC, DT and RPC sub-systems
leave traces of ionization, i.e. hits, from which one can reconstruct trajectories inde-
pendently of the tracker since the whole muon system is also embedded in the steel
flux return-yoke of the magnet. Standalone muon tracks are again reconstructed
with a Kalman filter, but in this case the initial seed is a group of DT or CSC
segments.

e Tracker muons: Generic tracks that are reconstructed in the tracker, as de-
scribed in Section 5.6, can qualify as tracker muon candidates if they match at least
one DT or CSC segment within a certain geometric region when extrapolated to
the muon system. Tracker muons must additionally have pr > 0.5 GeV and a total
momentum that is greater than 2.5 GeV.

e Global muons: If a standalone muon track matches a generic track, a com-
bined fit is done using a Kalman filter and the resulting track is labelled as a global
muon candidate.

The reconstruction of generic tracks and muon segments have a high efficiency and
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Figure 5.4: A cross section of the CMS detector that illustrates the tracks and traces
left by photons, electrons and muons as well as charged and neutral hadrons [110].
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a muon is reconstructed as a tracker and/or global muon in 99% of cases, provided
that it is within the detector acceptance. However, global muons have the best pr
resolution. Finally, the standalone, tracker and global muon candidates are used as
inputs in the PF algorithm, where tracks shared by both tracker and global muons
enter as a single candidate track. The PF algorithm will then identify muons ac-
cording to e.g. loose, medium or tight selection criteria, and in this work only muons
satisfying a cut-based tight identification (tight ID) are used. A tight muon track
has hits in a minimum of six layers of the inner tracker and at least one pixel hit.
It must additionally be reconstructed with both the tracker and global muon al-
gorithms. In the former the generic track must match segments from at least two
muon stations, and in the latter the combined fit must have y?/dof < 10 and in-
clude a minimum of one muon system hit. Furthermore, in order for the muon to be
identified as prompt it has to originate from the primary vertex. This is determined
by its transverse and longitudinal impact parameters which must be smaller than
0.2 cm and 0.5 cm, respectively.

A requirement on the PF isolation of a muon relative to its pr further helps to
suppress muons from decays in flight. Energies of charged hadrons (from the pri-
mary vertex), neutral hadrons and photons are summed within a region around the
muon defined by the cone AR = \/An? + A¢? = 0.4. The energy sum of charged
hadrons associated to pile-up vertices is multiplied by 0.5 and subtracted from the
energy sum of neutral hadrons within the cone to mitigate pile-up contributions.
The final energy sum relative to pr must be smaller than 0.15, which corresponds
to a tight isolation.

In this work, high precision corrections provided by the Rochester group [111] are
applied to the muon momentum scale and resolution. Furthermore, muons must
have a leading (trailing) pr of at least 25 (20) GeV and a pseudorapidity of || < 2.4.

Leptonic decays of a known resonance like the Z boson are used to compute ef-
ficiencies in a data-driven technique called tag-and-probe [112]. In the current case,
events with two high energy muons are considered, where strict selection require-
ments are imposed upon one muon (the tag) and looser requirements that don’t bias
the efficiency measurement are imposed on the other (the probe). The reconstructed
Z boson mass from the tag and probe pair must additionally be within a certain win-
dow around the resonance for an event to be selected. Dilepton mass distributions of
selected events can then be used to extract the efficiency of e.g tight ID or isolation
which is defined as the ratio of the passing number of probes and the total number
of probes. Scale factors that account for the differences in efficiency between data
and simulation are provided centrally by the CMS collaboration. They are mea-
sured independently for each year in bins of pr and 7 as shown in Appendix E (see
Figure E.1, E.3 and E.5). The scale factors agree with unity within a few percent
across all years and have uncertainties that are predominantly within 1%.
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5.7.2 Electron reconstruction and identification

Electrons that are interesting for physics originate from the hard interaction and
are referred to as prompt. Non-prompt electrons can arise from photon conversions
and decays of light and heavy flavour hadrons. Electrons are reconstructed and
identified with the PF algorithm based on information from both the ECAL and
tracking system [56]. However, electrons present a particular challenge as they can
interact with the material in the tracking system and electrons with pr > 5 GeV
often undergo significant bremsstrahlung effects before they even reach the ECAL.
On average 33% of their energy will be deposited in the material comprising the
tracker [113]. Thus, the first thing the ECAL sees is the start of electromagnetic
showers that have developed in the tracker. This results in several ECAL clusters in
relatively close proximity, a so-called super-cluster (SC), which must be accurately
identified in order to obtain the energy of the initial particle. The first step is to
group crystals with a signal above a certain threshold into clusters. The cluster with
the highest Et in a particular region of 77 x ¢ is identified as the seed cluster provided
that it has E5°d > 1 GeV. Other clusters in close proximity are then merged with
the seed cluster to form a SC.

The trajectory of an electron is also impacted by the energy loss due to
bremsstrahlung and therefore an algorithm based on a Gaussian Sum filter (GSF)
[114] for electron track reconstruction is used instead of the classic Kalman filter.
The GSF tracking algorithm uses information on trajectory seeds in the pixel detec-
tor that can be linked with SCs in the ECAL given an electron trajectory hypothesis.
Generic tracks reconstructed with a Kalman filter are also tested for compatibility
with this hypothesis and track seeds from potential electron candidates are addi-
tionally used in the GSF tracking algorithm. A special algorithm is used to identify
photon candidates. Finally, the ECAL clusters, SCs, GSF tracks and generic tracks
are used in the PF algorithm, where they are joined into blocks representing electron
and photon objects. The final list of ECAL clusters associated to such a block are
joined into a refined SC and this is then used to reconstruct the electron and photon
candidates. In order to identify prompt electrons and distinguish them from photons
or the background electrons described above loose, medium or tight selection criteria
are applied. Similar to muons, a cut-based tight ID is used in this work which, for
example, only allows one missing hit for the electron track and has requirements
on the noise in the HCAL relative to the electron energy in the ECAL. In case an
electron/photon candidate passes both the electron and photon tight ID criteria it’s
labelled as an electron if it has a GSF track with at least one hit in the innermost
layer of the pixel detector, otherwise it’s labelled as a photon.

The electrons are also required to be isolated according to a similar definition
of the PF isolation used for muons. However, there are some notable variations.
The energy of photons and charged and neutral hadrons are summed within a cone
of AR = 0.3 around the electron, and pile-up effects are mitigated based on the
median of the transverse energy density per unit area per event and the area of the
isolation cone. Furthermore, the electron isolation depends on pr since the spread
in energy is greater for harder electrons. For tight electrons the final energy sum
relative to pr must be < 0.0287 + 0.506 GeV/pr and < 0.0445 + 0.963 GeV /pr in
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the barrel and endcaps respectively.

Residual corrections are applied to the electron energy scale in simulation to ac-
count for the differences in resolution with respect to data. Finally, in this work
leading (trailing) electrons must have a pr of at least 25 (20) GeV, and a pseudora-
pidity of |n| < 2.4, where the region 1.44 < |n| < 1.57 is excluded, as it corresponds
to the gap between the ECAL barrel and endcaps and is therefore outside the de-
tector acceptance. Similar to muons, the efficiencies in data and simulation are
computed with the tag-and-probe method, and scale factors are provided centrally
by the collaboration. They are again measured independently for each year in bins
of pr and 7, as shown in Appendix E (see Figure E.2, E.4 and E.6). The scale factors
agree with unity within a few percent across all years and have uncertainties that
are predominantly ~ 1%, ranging up to about 10% in some corners of the phase
space.

5.7.3 Jet reconstruction

Jets are formed when quarks or gluons hadronize to produce collimated particles
in a cone around the jet-axis, which is defined from the primary vertex and the
direction-of-flight of the jet. Jet-clustering starts by grouping particles within a
certain cone size, R, which defines the boundary of the jet with respect to the jet-
axis. It’s important to use an algorithm that is safe against infrared and collinear
radiation, where the term safe means that such radiation is still contained in the jet.
The anti-kr algorithm [115] fulfills these requirements and clusters PF candidates
with a cone size that is set to R = 0.4 in this work. The principle behind the anti-kr
algorithm is based on the distances, d;;, between entities i and j, which refer to PF
candidates and would-be jets. One can write

2
i

RQ

d;j = min(py?, pr;)

and

2
diB - pTi 9

where AZ = (y; — y;)* + (¢ — ¢;)? is the geometric cone defined by the differ-
ences in rapidity and azimuth angle between entities i and j, and d;p is the distance
between entity i and the beam (parallel to the z-axis). As a first step, all distances
for all combinations of entities are computed. If d;; is the smallest distance overall,
a new entity is formed by combining i and j. However, if d;g is the smallest dis-
tance, i is removed from the list of entities and labelled a jet. Then all distances are
recomputed from the new list of entities and the procedure is repeated until there
are no more entities left.

Since jets are complex and composite objects that are highly dependent on the

pile-up conditions in data, detector response and pr resolution, the jet energy scale
must be calibrated by applying corrections that depend on the jet pr, n and flavour
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[116, 117]. Corrections for individual jets must be derived from data and/or simu-
lation and applied to one or both, and any differences between the two must also
be taken into account by applying the appropriate set of scale factors. A factorized
approach is used whereby corrections to data and simulation are derived and applied
sequentially, and a schematic overview of the procedure is shown in Figure 5.5. The
corrections are summarized as follows:

e Pile-up offset corrections: In-time pile-up (IT PU) and out-of-time pile-up
(OOT PU) arise from simultaneous and consecutive bunch crossings respectively.
Both contribute towards increases in jet energies and momenta and this is known
as the pile-up offset. The calorimeter signal processing can help mitigate OOT PU,
while tracks associated to pile-up vertices are removed to correct for IT PU (also
called charged-hadron subtraction). The particle-level offset in jet pr, due to pile-
up from e.g. neutral hadrons and remaining OOT PU, can be estimated per event
from a simulated QCD dijet sample with and without pile-up overlay. A correction
factor per jet can then be obtained by using the extended hybrid jet area method
[116-118]. It’s applied as a multiplicative factor to the uncorrected jet transverse
momentum and depends on the offset energy density, jet area, jet pseudorapidity
and jet transverse momentum. Residual differences between data and simulation
must also be taken into account, and scale factors for the offset are computed as a
function of jet n from zero-bias data and simulation using the random cone (RC)
method [117].

e Simulated jet response corrections: After the pile-up offset has been cor-
rected, simulation-based corrections for the jet response are applied to both MC
and data. These are derived using a QCD dijet sample which makes use of the full
GEANT 4 detector simulation. The jet response is then defined as the ratio of arith-
metic means of jet pr with reconstructed jets in the numerator and their matched
particle-level jets in the denominator. The corrections depend on the particle-level
jet pr and reconstructed jet 7, and it should be noted that the particle-level jets do
not include neutrinos in the jet-clustering in this definition.

e Residual corrections for data: After applying the pile-up offset and simu-
lated jet response corrections above, residual differences in the jet response between
simulation and data are taken into account by applying scale factors to the latter.
The scale factors are split into two categories: relative and absolute. In the former,
a dijet sample is used to calibrate jets relative to central jets with |n| < 1.3 and sim-
ilar pr. In the latter, a combination of Z(— ee)+jets, Z(— pp)+jets and y+jets
events is used to calibrate jets with || < 1.3 and 30 < pr < 800 GeV against the Z-
boson or photon momentum scale. A multijets sample is used to constrain jets with
higher pr and the relative and absolute corrections depend on 7 and pr, respectively.

Once all corrections are applied, four-momenta of jets in the simulation are scaled
to match the pr resolution in data [116]. Furthermore, jets that overlap with the
selected leptons inside AR = 0.4 are removed, where the geometric cone between
the given lepton (1) and jet (j) is defined by AR}, = (m —1;)* + (¢ — ¢;)*. Finally,
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Figure 5.5: The figure shows a schematic overview of the factorized approach where
corrections are derived and applied to both data and MC in sequential steps. It
should be noted the optional flavour corrections (yellow) are not applied in this
work [116].

all jets in this work are required to have transverse momenta of pp > 30 GeV and
pseudorapidities within |n| < 2.4. At least two jets must be present in an event.

5.7.4 Identification of b-jets

Jets can contain heavy-flavour hadrons that result from b- or c-quarks undergoing
hadronization and radiation. If the jet is initiated by the former it’s known as a
b-jet and in the latter case it’s referred to as a c-jet. A jet can also be initiated
by a gluon or u, d, or s-quark, in which case it’s labelled as a light-jet. The b-jets
are characterized by special properties that can help distinguish them from c- or
light-jets and the procedure in which said properties are used to obtain discrimi-
nating variables is known as b-tagging [119]. Jets that originate from c-quarks have
characteristics that are somewhat in between those of b- and light-jets and therefore
c-jets have their own dedicated tagging.

The b-hadrons have a lifetime of about 1.5 ps, in comparison to c-hadrons which
typically decay within 1 ps. The long lifetime means that they can travel anywhere
from a few millimeters to roughly 1 cm away from the primary vertex before they
decay, which leads to a secondary vertex within the jet, as illustrated in Figure 5.6
(the secondary vertex is reconstructed using two different algorithms, namely the
adaptive vertex reconstruction [120] and adaptive vertex fitter [106]). Furthermore,
b- and c-quarks are relatively heavy in comparison with u, d and s-quarks and
are known to have a harder fragmentation, which means that the resulting heavy-
flavour hadrons have a larger pr with respect to the jet-axis when compared to other
constituents of the jet (on average). Moreover, the b-hadron (c-hadron) can decay
semi-leptonically to charged leptons and this happens in about 20% (10%) of cases.
For the distinction of b- and c-jets one exploits the fact that b-hadrons have a larger
mass (~ 5 GeV) compared to c-hadrons (~ 2 GeV), resulting in a larger multiplicity
of decay tracks and higher invariant mass of these tracks at the decay vertex.

These features are reflected in the variables chosen as input for the b-jet tagging
algorithms. One of the most important variables is the impact parameter of tracks
that originate from the secondary vertex, so-called displaced tracks. When such a
track is extrapolated backwards with respect to its direction-of-flight, the distance
from the PV to the closest point of approach is defined as its impact parameter, and
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a visual representation is shown in Figure 5.6. Here the impact parameter vector
points from the primary vertex to the closest point of approach. A positive impact
parameter means that the opening angle between the jet-axis and the impact pa-
rameter vector is less than 7/2. In light-jets the measured impact parameters will
be distributed around zero, where non-zero values are due to resolution effects or
other long-lived hadrons, whereas a distinguishing feature of b-jets is that they tend
to have positive values [119]. Another important variable is the flight distance of
the b-hadron which is measured from the primary vertex to the secondary vertex.

In this work jets are b-tagged based on a discriminator computed using DeepCSV
which is an updated version of the Combined Secondary Vertex (CSV) algorithm
[119]. The information on secondary vertices and track-based variables described
above constitute part of the inputs for the multi-class deep neural network used to
distinguish b-jets from c- and light-jets. The resulting discriminator has three work-
ing point definitions which correspond to different thresholds, namely loose, medium
and tight. Here the loose working point is chosen and this has different thresholds
on the discriminator depending on the year i.e. 0.2217 (2016), 0.1522 (2017) and
0.1241 (2018). The resulting b-tagging efficiency is ~ 80% and the mistagging effi-
ciencies for c- and light-jets are ~ 40% and =~ 10%, respectively. In this analysis,
only one jet (out of the at least two selected jets) is required to be b-tagged due
to the algorithm not being 100% efficient. A deep neural network is also used in
a multivariate regression algorithm that uses properties of reconstructed secondary
vertices in addition to the composition and shape information of jets to improve
b-jet energy measurements [121].

There are differences in the tagging (mistagging) efficiencies (rates) of b-jets
(c- and light-jets) between data and MC. Thus flavour-dependent scale factors are
provided in bins of n and pr [119]. They are computed centrally by the collaboration
based on a multijet reference sample. However, one must account for the different
phase space in tf events. Thus, the final weight for each event includes the scale
factors as well as analysis specific b-tagging (mistagging) efficiencies (rates) for all
jets in the event. These efficiencies/rates are computed individually for all years
from the corresponding reference simulations and are shown for b-, c- and light-jets
in bins of 7 and pr in Appendix F. Certain systematic uncertainty sources, like
the ones for the jet energy scale, can impact the b-tagging efficiencies and mistag
rates and in such cases they are computed from the reference simulation with the
corresponding systematic variation applied.

5.7.5 Missing transverse energy reconstruction

In this chapter so far, it has been described how particles interact with the detector
components and leave traces behind that facilitate measurements of their properties.
Neutrinos have not been included in this discussion as they are essentially invisible
to the detector due to their neutral charges, and in order to detect them, one must
exploit principles of momentum conservation [122]. The longitudinal momenta of
the partons participating in the hard interaction are not known as the momenta of
the protons are distributed across their quark and gluon constituents. However, the
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Figure 5.6: The figure shows a heavy-flavour jet that originates form a b- or c-quark.
The resulting hadron decays after a certain flight distance which gives rise to tracks
that are displaced from the primary vertex (PV). The displaced tracks form what is
known as a secondary vertex (SV) and when such a track is extrapolated backwards
with respect to its direction-of-flight the distance from the PV to the closest point
of approach is defined as the impact parameter (IP) [119].

transverse momenta of all particles originating from the hard interaction must sum
to 0. The transverse momenta of the neutrinos can therefore be inferred from an
imbalance in the transverse plane. This is also referred to as the missing transverse
energy and is given by

E”rrniss _ ZﬁT(Z)y

where the sum over i runs over all PF candidates. This also includes PF can-
didates that can’t be reconstructed as physics objects (i.e. as electrons, muons,
photons, charged or neutral hadrons). Such PF candidates are collectively known
as unclustered energy.

Despite the simple picture described above there are various challenges in E%“SS
modelling. Effects due to pile-up must be mitigated, and in this analysis, it’s done by
means of the PUPPI algorithm [103], which is an acronym for pileup-per-particle-
identification. The probability that a particle comes from the primary vertex is
assessed and a weight is assigned accordingly. Corrections to the jet/lepton energy
scale and b-jet energy regression are also taken into account and propagated to the
relevant objects when computing ErTniSS. Figure 5.9 shows the BT distributions
(i.e. the magnitude of E%liss) for the individual e*e®, p*p¥ and e* T channels after
requiring at least two jets in the event (see Section 5.9 for a summary of all selection
criteria). In order to significantly reduce the background contribution from Z+jets
at this stage, EMS is required to be > 40 GeV in the same-flavour channels.
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5.8 Kinematic reconstruction

The top quarks can’t be observed directly in the detector but one can use the kine-
matic spectra of their decay products to reconstruct the top and anti-top separately
and/or the tt system. Two alternative methods are used in this work. In the first
approach a full kinematic reconstruction of the ¢f system is performed using the
methodology developed in [123, 124]. The full kinematic reconstruction has been
used for differential cross section measurements of top pair production in the dilep-
ton channel at 8 TeV [11, 12] and was adapted for corresponding results at 13 TeV
[14]. In this work measurements of kinematic spectra of the top quarks and ¢t sys-
tem are performed using the same adaptation of the aforementioned method, with
the exception of the single-differential measurement of m(tt) which is based on the
loose kinematic reconstruction developed in [15]. Detailed descriptions of the full
and loose kinematic reconstruction are given in Section 5.8.1 and 5.8.2, respectively.

5.8.1 Full kinematic reconstruction

The full kinematic reconstruction consists of an analytical and algebraic method
performed for each event in order to reconstruct both top quarks. The momenta of
the two neutrinos constitute six unknowns and therefore a system of equations is
constructed based on six constraints coming from the missing transverse energy, W
boson mass and top mass.

Assuming that the missing transverse energy is well modelled and can be con-
tributed solely to the neutrinos it follows that

E:fcmss =Pz + Pz (5.1)

and

EMS = pyy + Dy, (5.2)

where E™ and E}™ are the transverse components of Emiss and p,., (pes) and
Py (Dy,») are the transverse components of the neutrino (anti-neutrino) momentum.
Hence, the problem is reduced to 4 unknowns. One can also use the masses of the
W bosons to place constraints on their decay products by assuming my+ = my - =

80.4 GeV such that

m12/V+ = (EH + El/)2 - (Px,ﬁ +px,u)2 - (py,lJr +py,l/)2 - (pz,hL +pz,u>2 (53)

and

m[2/V7 = (El— + ED)2 - (px,l— +px,z7)2 - (py,l— +py,l7)2 - (pz,l— "‘]%,17)27 (54)

where (Ej-,pzi-,Pyi-sD2i-)/(Ev, Puys Dyw, Pzp) is the four-vector of the lep-
ton/neutrino and (Ej+, py i+, Dyi+, P+ )/ (£, Dap, Pys, P2p) is the four-vector of the
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anti-lepton/anti-neutrino. The energies of the neutrinos are determined entirely by
their three-momenta, assuming them to be massless. Finally, the top mass assump-
tions my; = mz = 172.5 GeV are used to place constraints on the decay products of
the top quarks and W bosons. The last two equations in the system are thus

mt2 = (EH + Eu + Eb>2_(px,l+ + Pzv + pz,b)z_(py,H + Dy, + py,b)2_(pz7l+ + DPzv + pz,b)2
(5.5)

and

mi = (Bi- + By + By)* = (Drg= + Do + Pai) =0y + Pyo +0y5)" —(Poi= + Pop +025)",
(5.6)
where (Ey, Pab, Pyb P2b)/ (Ep, Dubr Py s P2 p) are the four-vectors of the b/anti-
b-jets. The system comprising Equation 5.1 to 5.6 can be combined into a single
equation which is of the 4-th order in one of the neutrino momentum components.
Here, p,, is chosen without loss of generality such that

0 = hop,, + hapl, + hapl, + hape, + ha, (5.7)

where the coefficients, i, depend on EM5 E;“iss and the four-vectors of the lep-
tons and b-quarks i.e. the visible decay products. This polynomial has a maximum
of four solutions. Measurement fluctuations due to imperfect detector resolutions
can lead to imaginary or unphysical solutions but these can be recovered through a
randomized smearing of the energies and directions of the leptons and b-jets. The
smearing factors applied to the energies are obtained from the detector energy re-
sponse, while the directional smearing is based on a Gaussian distribution of the
angular momentum of the lepton or b-jet with respect to its nominal direction. The
W-boson mass is also smeared according to its Breit—Wigner distribution. A simul-
taneous smearing of the leptons, b-jets and W boson mass is then performed and
Equation 5.7 is solved. This is repeated 100 times which gives rise to a potential
number of 100 x 4 solutions. The multiplicity of solutions is increased by all possible
permutations of leptons and potential b-jet candidates in the event. However, solu-
tions with two b-tagged jets are preferred. Thus, attempts at solving Equation 5.7
are first made from the list of b-tagged jets, where each possible combination with
the leptons is smeared 100 times. If no solutions are found all combinations from the
lists of b-tagged and non b-tagged jets are also tried in a similar way. If more than
one combination yields a solution in either b-tag hierarchy, a weight is computed
based on the distribution of the mass of the lepton plus b-jet, originating from a top
quark decay, obtained from the reference simulation at generator level after the full
selection. This is given by

Wy = Zwi = Z wfn(l—b) . wfn(ll—)), (5.8)

where m(lb) and m(Ib) denote the masses of one possible set of b- and anti-b-jet
assignments, and if these masses are larger than 180 GeV the corresponding weights
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are set to 0. These weights can be thought of as probabilities that express how
likely it is to get these masses from the lepton and b-jets. Finally, the combination
that gives the largest value of w, is chosen. If a single combination results in more
than one solution to Equation 5.7 the one that yields the smallest reconstructed
invariant mass of the ¢t system is chosen, and it has been shown that this gives
the correct solution in the majority of cases [125]. Finally the top and anti-top can
be reconstructed from the weighted average of the smeared solutions such that the
momentum of e.g. the top quark is given by

(1)) = wi > wistt): (5.9)

where w; is set to 0 if no solution was obtained for that smearing attempt.
Finally, the ¢t system can be reconstructed by assuming that m; = m; = 172.5 GeV
and using the momenta of the reconstructed top and anti-top.

5.8.2 Loose kinematic reconstruction

The loose kinematic reconstruction is used as an alternative to the full kinematic
reconstruction described in the previous section. An extraction of the top pole mass
is outside the scope of this work but differential cross section measurements involv-
ing m(tt) have been used for this purpose [15]. Hence, it’s important that the ¢
production cross section measured in bins of m(tt) does not depend on the assumed
value of m;. In the full kinematic reconstruction m; is applied as a constraint in
the procedure but this constraint is dropped in the loose kinematic reconstruction
which makes an extraction of the top pole mass possible but also allows one to
probe the mass onset region of tf production. However, a caveat is that one must
forego reconstructing the top and anti-top separately. Only a reconstruction of the
tt system can be performed in this case.

The algorithm behind the loose kinematic reconstruction starts by selecting jets
and separating them into two categories; b-tagged jets and non-btagged jets. The
two lists are then ordered according to pr (leading first). Candidate b-jet pairs are
selected from one or both lists in accordance with the following decision hierarchy:

e Two b-tagged jets: If there are two or more b-tagged jets present in an event
the pair with highest and second-highest pr are selected.

e One b-tagged jet: If there is only one b-tagged jet present in an event it’s
selected together with the highest pt jet from the no b-tag category.

The candidate b-jet pairs are then tested individually to see if they pass the
mass criteria my, < 180 GeV for at least one of the two possible sets of assignments
with the selected lepton pair. Finally, the candidate b-jet pair that fulfills this cri-
teria and has the highest rank in the hierarchy described above is selected.

In order to reconstruct the neutrino pair it is assumed that the missing transverse
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energy is well-modelled and can be assigned such that

(VD) = E_,Emiss

and

py(yﬂ) = E;niss7

where p,(v7) and p,(v7) are the transverse components of the neutrino pair

four-vector, and EY™ and E}™ are the corresponding components of Emiss Tt s
assumed that

p.(vo) = p, ()
and

E(vv) = E(ll),

where p,(vv) (p.(ll)) and E(vr) (E(Il)) are the longitudinal component and
energy of the neutrino (lepton) pair four-vector, respectively. Finally, mass con-
straints are imposed on the neutrino pair and the llvo system such that m(vv) > 0
and m(llvv) > 2my,, where the mass of the W boson is set to my = 80.4 GeV.
The tt system then corresponds to the selected lepton and b-jet pairs together with
the reconstructed neutrino pair. The performances of the full and loose kinematic
reconstruction are similar in terms of the efficiency and kinematic resolutions, where
the former is above 90% [15].

5.9 Event selection and control plots

The selection strategy in this work follows the one used in the corresponding 2016
analysis [14] and is summarized as follows:

e Initial selection (step 1): The initial event selection begins by identifying the
primary vertex. All good vertices must have at least 4 tracks and be within |z| < 24
cm and a radius of 2 cm from the nominal interaction point. If several vertices pass
the criteria above, the primary vertex is taken as the one with the highest sum of
p3 of associated objects, including tracks and EX5 and the rest are labelled as
pile-up. Events that have significant noise in the hadronic calorimeter are removed.
Furthermore, events are grouped into individual channels of e*e®, p*uT and et T
by applying the corresponding trigger menus of single lepton and dilepton triggers
described in Section 5.5.

e Lepton pair (step 2): Exactly two oppositely charged leptons must be present

in an event. The leading and trailing lepton must fulfill pr > 25 GeV and pr > 20
GeV, respectively, and the pseudorapidity of both leptons must satisfy |n| < 2.4.
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e Dilepton mass cut (step 3): In order to reduce backgrounds from low-mass
Drell-Yan processes and decays of heavy-flavour resonances, the dilepton mass of
the lepton pair is required to be m;; > 20 GeV.

e Z-boson mass veto (step 4): The Z+jets background peaks within 76 < m;; <
106 GeV and this region is therefore cut away in the same-flavour channels.

e At least two jets (step 5): The jet clustering is performed with the anti-
kr algorithm using a cone size of 0.4. Jets that overlap with the selected leptons
inside AR = 0.4 are removed. All jets are required to have transverse momenta
of pr > 30 GeV and pseudorapidities within || < 2.4. At least two jets must be
present in an event.

e Emiss (step 6): The missing transverse energy is required to be EXSS > 40
GeV in the same-flavour channels.

e At least one b-tagged jet (step 7): At least one selected jet is required to be
b-tagged according to the loose working point definition of the DeepCSV algorithm.

e Kinematic reconstruction (step 8): Finally, the event must have a solution
when using either the full or loose kinematic reconstruction to reconstruct the top,
anti-top and/or ¢t system. The tf production cross section measured as function of
the invariant mass of the ¢t system, m(tt), is performed with the loose kinematic
reconstruction (see Section 8.2.2), while the full kinematic reconstruction is used for
all other measurements.

Table 5.2 shows the total number of expected events for the signal, background
and observed number of events in data for each selection step (after step 4) and
channel (u*pT, e*uT, efe™ and the combined channel). The simulation has been
normalized to a total integrated luminosity of 137.6 fb~!, which corresponds to the
Run 2 data-taking period and separate tables for individual years can be found in
Appendix G.

Figures 5.7 to 5.14 show control plots for a selected number of distributions from
step 3 and up. Generally a good agreement between data and the reference sim-
ulation is observed within uncertainties. It’s immediately clear that the dileptonic
channel is a very clean signature upon looking at Figure 5.13, which shows distribu-
tions of the transverse momentum and rapidity of the top quark (denoted by pr(t)
and y(t), respectively), as well as the transverse momentum of the t¢ system and jet
multiplicity (denoted by pr(tf) and Nije, respectively) after the full selection. The
distribution of y(t) is slightly more central in simulation compared to data, while
the pr(t) spectrum illustrates that data is softer than in simulation. This is known
as the top pr problem and has also been observed in previous ATLAS and CMS
measurements in other channels and at different energies [11, 13, 14]. The pr(tt)
spectrum exhibits a slight modulation in the ratio of data and simulation, while Nje;
is well described within uncertainties.
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The full and loose kinematic reconstructions are compared in Figure 5.14 which
shows distributions of the rapidity and invariant mass of the ¢t system (y(¢¢) and
m(tt), respectively). The two types of kinematic reconstruction are found to have
a consistent and good agreement between data and simulation. Furthermore, it’s
evident from the distributions of m(¢t) that dropping the requirement on m; in the
loose kinematic reconstruction allows one to probe the threshold region.
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Table 5.2: The table shows the total number of expected events for signal and background
processes compared to the number of events observed in Run 2 data for each selection step
and channel (u*pT, et ¥, eteT and the combined channel). The simulation has been
normalized to a total integrated luminosity of 137.6 fb~!, which corresponds to the Run
2 data-taking period.

utuF sample Z-veto > 2 jets Emiss >1 b-tag kin. reco loose. kin. reco
tt signal 444855.9  355495.3  298368.2  282649.9  253742.1 270402.6
tt other 79962.5 63990.1 52861.7 49395.8 45740.4 47084.6
tt+ Z/W 1340.1 1272.0 1093.8 1042.1 849.6 921.4
Single top 51821.6 23943.4 20183.8 17946.9 12569.9 14020.2
diboson 70605.2 9496.5 5915.2 2125.0 1221.5 1364.8
Wjets 7964.7 1487.6 1284.1 621.8 360.5 364.4
Z+jets 7423415.1  590204.4  227674.6 82410.8 52847.3 56849.7
Sum MC 8079965.1 1045889.2  607381.3  436192.3  367331.3 391007.6
Data 8089847.0 1019665.0  601963.0  428294.0  360945.0 381792.0
e*u¥ sample Z-veto > 2 jets Emss >1btag kin. reco loose. kin. reco
tt signal 807429.9  646894.4  646894.4  613361.4 563073.5 588473.3
tt other 143899.9  115370.0  115370.0 1082154  101679.7 103698.6
tt+ Z/W 2191.6 2071.6 2071.6 1958.6 1676.9 1774.9
Single top 93452.7 43161.4 43161.4 38445.7 28163.3 30528.2
diboson 110821.1 9591.8 9591.8 3183.9 1998.2 2161.2
Wjets 22723.9 3299.5 3299.5 947.8 676.9 696.7
Z+jets 281184.0 25594.6 25594.6 8942.2 7136.2 7282.5
Sum MC 1461703.1  845983.3  845983.3  775055.0  704404.8 734615.4
Data 1424701.0  803181.0  803181.0  730465.0 663856.0 689489.0
e*eT sample Z-veto > 2 jets EXss > 1 btag kin. reco loose. kin. reco
tt signal 229181.8  183585.9  151039.8  143001.8  129703.4 136411.9
tt other 37047.0 29710.4 24440.2 23026.2 21516.4 22069.8
tt+ Z/W 730.3 693.4 578.1 548.4 444.6 480.6
Single top 26264.2 12375.5 10192.1 9131.2 6331.5 6951.6
diboson 35380.7 4947.9 2741.8 1029.3 581.9 651.8
W+jets 7465.3 899.7 623.8 231.5 114.7 116.2
Z+jets 3284703.0  271230.6 80952.9 29045.8 19274.4 20836.9
Sum MC 3620772.3  503443.4  270568.7  206014.0  177966.9 187518.8
Data 3436947.0  472229.0  258627.0  193868.0  167443.0 174818.0
combined sample Z-veto > 2 jets Emss >1b-tag kin. reco loose. kin. reco
tt signal 1481467.6 1185975.6 1096302.3 1039013.1  946519.0 995287.8
tt other 260909.4  209070.4 1926719 180637.4  168936.5 172853.0
tt+ Z/W 4262.0 4037.1 3743.5 3549.0 2971.1 3176.9
Single top 171538.5 79480.2 73537.2 65523.8 47064.8 51500.0
diboson 216807.0 24036.2 18248.9 6338.2 3801.6 4177.8
Wjets 38153.8 5686.8 5207.4 1801.1 1152.2 1177.3
Z+jets 10989302.1  887550.6  334195.3  120384.8 79261.8 84973.0
Sum MC 13162440.4 2395837.0 1723906.6 1417247.4 1249706.8 1313145.8
Data 12951495.0  2295075.0 1663771.0 1352627.0 1192244.0 1246099.0
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Figure 5.7: Distributions of the dilepton mass, m(Il), are shown separately for the p®uT
(top left), eTe™ (top right), e*uT (bottom left) and combined channels (bottom right)
at step 3 in the selection cutflow, after passing the single lepton and dilepton triggers,
the lepton pair requirements and the dilepton mass cut of m;; > 20 GeV. The data (black
dots) is compared to the summed ¢t signal and backgrounds, where the former is simulated
with POWHEG (version 2)+PvyTHIA8. All simulated samples have been normalized to an
integrated luminosity of 137.6 fb~'and the dashed band in the ratio shows the shape
uncertainties (see Chapter 7).
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Figure 5.8: Distributions of the jet multiplicity, Njet, are shown separately for the prEu
(top left), e*e™ (top right), e ™ (bottom left) and combined channels (bottom right) at
step 4 in the selection cutflow, after excluding the Z boson mass window of 76 < m;; < 106

GeV. See Figure 5.7 for further details.
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Figure 5.9: Distributions of the missing transverse energy energy, E%‘iss, are shown sepa-
rately for the u®u ™ (top left), eTeT (top right), e* u¥ (bottom left) and combined channels
(bottom right) at step 5 in the selection cutflow, after requiring at least two jets. See Fig-
ure 5.7 for further details.

69



CMS Work in progress 138 fb™' (13 TeV) CMS Work in progress 138 fb™ (13 TeV)

% \\‘\\\\‘\\\\‘\\\\‘\D\\\‘\\\\‘\\\\‘\\\\: % 106\\‘\\\\‘\\\\‘\\\\‘\D\\\‘\\\\‘\\\\‘\\\\?
6 @ Data ee & Data 3
(O] 10 s Bl ti signal [ Z+jets (O] B ti signal [ Z+jets ]
o [ ttother  [JMinor bg o 10° [dttother ~ [JMinorbg |
~— 10° B Singlet  ZZUncertainty | — @ Singlet  Z7Uncertainty 3
~ ~
(7] 2] 4
g 10* g 10
-— -—
Gy o
4 10 o 10
102 10?
1.4 1.4
o s 12 o s 12
8 & 1 # & # ‘W%ﬁ/f% 3 & | Ay ias
zZiz AL LA b A Zlz
0.8 ' ’75 0.8
0.6 ) ) } ) ) } ) — 0.6 ) ) } ) ) } )
50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
p.() [GeV] p,() [GeV]
CMS Work in progress 138 fo™ (13 TeV) CMS Work in progress 138 fb™ (13 TeV)
> s\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\, > 6\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\;
O 10°F eu ¢ Data 3 o 10 eu ¢ Data
(O} B ti signal [ Z+jets (O] B ti signal [ Z+jets
o [ tt other  [JMinor bg o 10° [ tt other [ Minor bg
~— 105 [ Single t 2 Uncertainty -— [ Single t 22 Uncertainty
P % 10
c 4 C
10
S S .
=] -06 10
= 10° o
W 10?
10° 10
14 - 1.4
sl © 12 ;7 7; | © 12
8 & 1 s S & 1
Z |z F -oou.c..o.n.o.o... ¢ " a4 08
08 .
E ¢
06 | ) ) ) ) } ) 0.6 5 ) } ) ) } )
50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
p,(w) [GeV] p(e) [GeV]

Figure 5.10: Distributions of the transverse momenta of both leptons, pr(¢), are shown
separately for the u*uT (top left), eteT (top right) and e* ;T channels, where the bottom
left (right) plot shows pr(¢) for the muon (electron) at step 6 in the selection cutflow,
after applying the cut E%liss > 40 GeV in the same-flavour channels. See Figure 5.7 for
further details.
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Figure 5.11: Distributions of the pseudorapidity of both leptons, n(l), are shown sepa-
rately for the p*u™ (top left), eTeT (top right) and e*uT channels, where the bottom
left (right) plot shows 7(l) for the muon (electron) at step 6 in the selection cutflow, after
applying the cut EXs > 40 GeV in the same-flavour channels. See Figure 5.7 for further
details.
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Figure 5.12: The distribution of the b-jet multiplicity, Nt jets, is shown in the combined
channel at step 6 in the selection cutflow, after applying the cut Ef" > 40 GeV in the
same-flavour channels. See Figure 5.7 for further details.
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Figure 5.13: The top left and right plots show distributions of the transverse mo-
mentum, pr(t), and rapidity, y(t), of the top quark, respectively, while the bottom
left and right plots show distributions of the transverse momentum of the ¢t system,
pr(tt), and jet multiplicity, Nje, respectively. The top and ¢t system have been
reconstructed with the full kinematic reconstruction and all distributions are shown
after the full selection in the dilepton channel for Run 2. See Figure 5.7 for further
details.
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Figure 5.14: The plots in the left and right columns show distributions of the ra-
pidity, y(tt), and invariant mass, m(tt), of the ¢t system, respectively. Distributions
in the top (bottom) row are shown after the full selection using the full (loose)
kinematic reconstruction. See Figure 5.7 for further details.
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Chapter 6

Top quark pair production

Cross section measurements of top pair production can be performed inclusively or
differentially. The latter is the subject of this work but the former is also performed
as a cross check of the total production rate. The inclusive measurement provides
the total absolute t¢ production rate in the full phase space as explained in Sec-
tion 6.1, while the differential cross sections are functions of one or more kinematic
variables, where the variable X or combination [Y, X] refer to single- and double-
differential measurements, respectively. The super-bin is listed first in this notation,
hence [Y, X] means that the differential cross section is measured as a function of
X in ranges of Y. In this work, the focus is solely on single- and double-differential
distributions for which both absolute and normalized cross sections are provided
with exact definitions given in Section 6.2.

Prior to performing any of the measurements described above, one must subtract
the background from the total number of events in data after applying all selection
criteria. This procedure is outlined in Section 6.3. Section 6.4 then proceeds to
describe how detector effects such as resolutions, efficiencies and acceptances are
corrected in differential measurements via an unfolding procedure with the TUnfold
software [126]. Moreover, two different definitions are used for the true spectrum
in this procedure. One can unfold to either parton or particle level, which differ in
their definitions of the top quark, its visible decay products and the covered phase
space. Measurements at parton (particle) level are performed in the full (fiducial)
phase space and further details are given in Section 6.6.

Finally, it is crucial to choose a good binning for the measured spectra and this
can be achieved by monitoring the purity, stability and efficiency as explained in
Section 6.7. Consistency checks of the unfolding setup are performed for each cross
section, where the chosen example in Section 6.8 serves to highlight the main features
of different types of tests, assessing the validity of the unfolding procedure, the
statistical properties of the estimator of the true level spectrum and the sensitivity
to a potential bias in the truth of the unfolded spectra.
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6.1 Inclusive cross sections

The inclusive cross section is computed by counting tf events that pass the full
selection criteria and is given by

Nsignal
Uigcl. — data (61)
t et ABL’
where the total number of signal-like events in data is denoted by N5 (after

background subtraction, see Section 6.3). Moreover, one must also account for the
selection and reconstruction efficiencies, hence N3£° is divided by the detector
efficiency, €4e, and the result is extrapolated to the full phase space by, additionally,
correcting for the acceptance, A (see Section 6.6 for further details on the phase
space extrapolation). Finally, the result is divided by the branching ratio in the ¢

dileptonic decay channel, B, and the integrated luminosity, L.

6.2 Absolute and normalized differential cross sec-
tions

Measurements of differential cross sections can be either absolute or normalized.
In this work, both are performed for each measurement of the ¢ production cross
section as a function of kinematic spectra of the studied objects.

The absolute differential cross section of an observable X at parton level in the
full phase space is given by the following expression

do _ L & (6.2)
dX  BLAX

where z; is the number of events in bin i of X after the full event selection,
background subtraction and unfolding, as described later in this chapter. Here x;
also accounts for the efficiency corrections and phase space extrapolation, which are
handled via the normalization of the response matrix in the unfolding procedure (see
Section 6.4). The term A¥ is the width of bin i of X, £ is the integrated luminosity
and B is the branching ratio of the t¢ dileptonic decay channel. Equation 6.2 also
holds true for measurements at particle level in the fiducial phase space, except here
B is not applied. Furthermore, in the case of double-differential measurements it
should be noted that the division by bin width is done with respect to the variable
on the x-axis in the result figures.

Both B and £ cancel out for the normalized cross section measurement, which
is given by

1 do; 1z
= o= (6.3)
While absolute cross sections are sensitive to both the rate and shape of the
measured spectra, the corresponding normalized measurements are only sensitive to

76



the latter. However, as seen in Equation 6.3, this has the advantage that rate-based
uncertainties cancel out, facilitating better precision overall.

6.3 Background subtraction

To perform either differential or inclusive cross section measurements of ¢¢ produc-
tion, background must be subtracted from data after the full event selection. The
non-tt background can simply be subtracted as follows

alltt __ nrselected bkg
Ndata — “‘V'data - NMC )

where N3 gives the total number of ¢ events in data, N3elcted is the total

number of selected events in data and Nf/[kg is the corresponding number of events
for all non-tt backgrounds. The background processes arising from t¢ are subtracted
though a fractional correction of N2 defined by

signal
fsignal _ NMC
o signal tt other ’
Nue™ + Nué

where Nﬂgcn {5 the total number of signal events in the reference MC and
Nﬁgﬁhef is the total number of background events arising from ¢¢. Here the latter
includes tt decays via 7, as well as backgrounds from the ¢t lepton+jets and all-
hadronic decay channels. However, it’s important to note that for measurements
performed at particle level in the fiducial phase space, Nﬁgthef also includes a special
out-of-space background, coming from events that are reconstructed and selected at
detector level but generated outside the fiducial phase space. The fractional correc-
tion of the type of events listed above ensures that the measured cross section doesn’t
depend on the theoretical cross section of ¢¢ production used in the normalization

of these samples (see Chapter 5). Finally, one can write

ol _

Ny = Nyt e,
where N2 is the total number of signal-like events in data, i.e. the number

referred to as y later in the text (see discussion pertaining to Equation 6.4).

6.4 Unfolding with TUnfold

The unfolding is performed with the TUnfold software package [126], developed at
Deutsches Elektronen-Synchrotron (DESY). The process of unfolding can be thought
of as correcting for blurring detector effects in order to unveil the spectrum of a given
observable that is as close to the truth as possible.

When a particle is detected, the subsequent reconstruction of its kinematic spec-
tra is limited by the finite precision of the detector itself. This is due to the finite
spatial resolution of e.g. pixels in the tracking system, limited time resolution of
read-out systems, statistical fluctuations when sampling energies in the calorimeters
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etc. It’s also due to problems incurred by the detector systems along the way such
as the accumulation of irradiation effects in detector components and dead modules.
In MC, these effects are accounted for by putting the prediction through the detec-
tor simulation and using dedicated scale factors or corrections applied to kinematic
spectra of the reconstructed particles in order to match the MC to resolutions and
efficiencies in data. The detector efficiency can then be extracted from the MC, and
for inclusive cross sections, it’s sufficient to apply this as a correction that includes
the impact from distorted kinematic distributions on the selected number of signal
events in data, but for differential measurements, where one must know the event
counts in data within small windows of the phase space, the procedure has an added
level of complexity. Now the signal events in data must be corrected based on how
the reconstructed MC signal events at detector level behave with respect to their
predictions at generator level for different bins of the measured spectra. The method
of correcting for reconstructed events that migrate away from their predictions and
end up in different bins of the phase space, so-called bin-to-bin migrations, is called
unfolding.

The task of unfolding is stated explicitly in Equation 6.4 as follows

J=1

Here A denotes the response matrix of a given observable, where the true distri-
bution is compared to the reconstructed distribution at detector level. This can also
be thought of as a probability matrix, expressing how likely it is that a generated
event in bin j will be reconstructed in bin i. Thus, the response matrix emulates the
detector effects which manifest in the form of bin-to-bin migrations, and an example
of it is depicted in Figure 6.1, which shows the response matrix for the transverse
momentum of the top, pr(t), at parton level in the full phase space. Upon apply-
ing the response matrix to the true spectrum, Z, one obtains the expected yields
at detector level, y. However, it’s important to emphasize that the observed event
counts at detector level after background subtraction, y, differ from ¢ due to the
presence of statistical fluctuations, described by the Poisson distribution. Therefore,
when applying the inverse response matrix on y one actually obtains an estimator,
x, of the true spectrum as visualized by the schematic overview in Figure 6.2. In
practice, however, the problem of unfolding cannot be reduced to a trivial matrix
inversion of Equation 6.4 with y and = substituted for y and x, respectively. If the
response matrix is not diagonal, the statistical fluctuations of y will be amplified
in such a procedure and lead to high frequency oscillations of the estimator x. To
tackle the problem of unfolding, while simultaneously dampening such oscillations,
TUnfold employs least square minimization with Tikhonov regularisation [127]. In
this type of approach it’s important that the number of bins, n, at detector level is
larger than the number of bins, m, at generator level.

The Lagrangian used in TUnfold is written as
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ﬁ(l’, )\) = ,Cl + EQ + £3, (65)

where
Ly = (y— Ax)"V, Yy — Ax),
Lo = 7'2(1' = fb:co)(LTL)(x — foxo),
L3 =Y —el'z),
Y = Z Yi,
and

Gj = ZAU

The term £ in Equation 6.5 describes the least square minimization, where x
has dimension m, y has dimension n and V,, is the covariance matrix of y at detector
level. It’s important to note that the response matrix is normalized according to

Ay =i 5 ) (6.6)

Sj

where

The matrix M;; is constructed in the same manner as explained previously for A;;
in Equation 6.4, but includes an extra row with indices 0j. This row contains events
that are generated within the given phase space but not reconstructed in any bin at
detector level, and is included in the normalization to ensure proper corrections of
detector efficiencies and acceptance.

The term L5 in Equation 6.5 introduces the regularization into the unfolding pro-
cedure with a strength governed by the parameter 7. The matrix L. has n rows
and m-2 columns and represents a set of regularization conditions. It’s initialized
with L;; = 1, L;;4+1 = —2 and L, ;42 = 1, which means that the regularization is
performed with respect to the second derivative of x. The component f,xo is known
as the bias vector, where

(z0); = 55

and f, is the corresponding normalization factor, which is set to 1 within the
context of this work. Like the response matrix, the bias vector is obtained purely
from the simulated ¢t signal reference sample. This means that a choice of f, = 1

79



CMS Work in progress 138 fb™ (13 TeV)

0.08

p(t) [GeV], parton level
()

0.06

0.04

0.02

1 2 3 4 5 6 7
pT(t) [GeV], reconstructed level

Figure 6.1: The response matrix used for the single-differential measurement of the
transverse momentum of the top, pr(t), in the full phase space at parton level.

helps to suppress deviations of the second derivative of x with respect to the second
derivative of the true values of the signal simulation at generator level, but a balance
must be struck with the regularization strength. If 7 is too small, the solution of
x will inherit the amplified statistical fluctuations of y at detector level, resulting
in strong anti-correlations between neighboring bins. However, if 7 is too large, the
solution x will be biased towards having the same second derivative as the vector
frxo, hence the name bias vector.

The final term L3 in Equation 6.5 represents an area constraint with A\ as the La-
grangian parameter. The total event count of x, corrected for efficiencies given by
the vector e, is normalized with respect to the total event count at detector level,
denoted by Y. This is done in order to ensure the validity of the procedure if the
data follows Poisson statistics, as the minimization of least squares is otherwise
only applicable for normally distributed data. Finally, the vector x satisfying the
stationary point of the Lagrangian £(x, \) is taken as the solution.
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unfolding

Figure 6.2: A schematic overview illustrating the problem of unfolding for a given
observable [126]. Here y represents the observed number of events at detector level,
including statistical fluctuations, ¢ is the expected number of events at detector
level, A is the response matrix and x is the estimator of the true spectrum.

6.5 Regularization strength

It’s of critical importance to find the value of 7 that balances the two terms £,
and Lo, and in this work, the method of minimizing the average global correlation
coefficient is employed [126]. Thus, to find the best value of 7 one must minimize

> % (6.7)

where n is the dimension of x and the global correlation coefficients, p;, are
defined as follows

pi = \/ N (68)

In Equation 6.8 the covariance matrix of x is given by V.., which can be obtained
from the covariance matrix at detector level, V,,, through the propagator matrix,

D,,, as follows

. 8xk
B a?/i’

using error propagation. To obtain the best value of 7, the term in Equation 6.7
is scanned for different points of log7 and the minimum is chosen, as exemplified

Vo = D™V, (D), (D™ )
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Figure 6.3: The optimal choice of 7 is shown (red star) for the single-differential
measurement of the transverse momentum of the top, pr(t), at parton level in the
full phase space. The average global correlation coefficients are also computed for
different points of log 7.

by Figure 6.3, which shows the optimal choice of 7 for the single-differential mea-
surement of the transverse momentum of the top, pr(t), at parton level in the full
phase space. For the differential cross section measurements of this analysis, the
chosen 7 parameter is usually quite small, resulting in an £y term that is typically
within 1% of the total Lagrangian, which indicates that the regularization strength
is reasonably small.

6.6 Truth level and phase space definitions

The true level that one unfolds to in measurements of the ¢¢ production cross section
depends on how the top quark is defined and the scope of the phase space. The
measured spectra can be defined either at parton or particle level and the exact
definitions of both will be outlined in the following section in the context of the full
and fiducial phase space, respectively. Technically, these definitions are encoded in
the response matrix, defined in Equation 6.6.
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6.6.1 Parton level

Measurements performed at parton level are based on the generator model of the
bare top quark. This means that in the decay chain of the given generator, top
quarks are chosen right before they decay but after they undergo initial and final
state radiation.

At parton level, cross sections are measured as functions of kinematic spectra of
the top quarks and ¢t system and extrapolated to the full phase space. This is done
to allow for comparisons with several predictions at NNLO or even higher order
accuracy in QCD that are only available for this cross section definition. Moreover,
differential measurements at parton level are used for extractions of properties such
as the spin correlation and charge asymmetry of the top quark pair in addition to
the top pole mass, m;, and strong coupling constant, a; [15, 22, 128]. Theoreticians
also use these measurements for improved PDF fits.

6.6.2 Particle level

Measurements performed at particle level use information further down in the decay
chain of the given generator to reconstruct the top quarks. The particle level is de-
fined from the stable particles produced in the t¢ decay, that are used to reconstruct
proxies of the top and anti-top, prior to being passed through the GEANT 4 detector
simulation.

At particle level, cross sections are measured as functions of kinematic spectra of
not only the top quarks and tt-system but also the leptons and beauty-flavoured jets
from the decay chain in which the top and anti-top quark decay to t — W*(— lv)b
and t — W~ (— ID)b, respectively. Cross sections at particle level are also measured
as functions of the total jet multiplicity in the event, which in addition to the two
b-jets, comprise jets that arise in the hard interaction or from initial- or final-state
radiation. The measurements are performed in a fiducial phase space that is very
close to the detector level phase space in terms of selection criteria applied to the
particle level objects. Hence, the nature of particle level cross sections leads to a
reduction in extrapolation uncertainties. An additional advantage is that the top
quark proxy definition is less dependent on the choice of MC generator and underly-
ing event tune, as no model assumptions have to be made about the bare top. The
exact prescriptions for the particle level objects used to define the top quark proxies
in the context of the fiducial phase space follow [14, 129] and are detailed below:

e The leptons in the experimental signature are reconstructed as dressed lep-
tons. This means that photon radiation within the vicinity of a prompt electron or
muon is included in the momenta of these particles by clustering them with their
associated photons using the anti-kp algorithm with a cone size of 0.1. Both leptons
are required to fulfill pr > 20 GeV and n > 2.4.

e The neutrinos are required to be prompt, excluding neutrinos from hadronic
decays.

83



e The jets are clustered with the anti-kr algorithm using a cone size of 0.4. All
stable particles with a lifetime of 7 > 0.3-1071% s are included in the clustering with
the exception of the dressed leptons and prompt neutrinos. Note that neutrinos
from hadronic decays are included in the clustering, which is a change in definition
with respect to [14]. This is done to increase congruence with definitions used in
the NNLO predictions from M. Czakon et al. [130-133]. All jets in the event are
required to have pr > 30 GeV and n > 2.4.

e The two candidate b-jets are identified using the ghost b-hadron technique. A
copy or so-called ghost is made from the b-hadron, with all the same properties as
the original with the exception of its momentum, which is scaled down to a negligi-
ble value. In this way, when the original b-hadron decays, information is kept about
its trajectory, thereby helping to tag the jet as a b-jet. The ghost is included in the
clustering as it has no effect on the resulting jet momentum.

The fiducial phase space consists of exactly two oppositely-charged dressed leptons
(electrons or muons) as defined above, where decays via 7 are vetoed. The invariant
mass of the selected lepton pair is required to be my; > 20 GeV and two particle jets
in the event must be associated with b-hadrons as described above.

Finally, proxies for the W bosons are obtained by finding lepton-neutrino as-
signments according to the principle where

Am = |m(ly,v1) — mw| + |m(lz, v9) — my|

is minimized for a W boson mass of my, = 80.4 GeV. Here e.g. m(ly,v;) denotes
the mass of an assigned lepton and neutrino. Similarly, proxies for the top quarks
are found via the W-b-jet assignments that minimize

Am = |m(Wi,b1) — my| + [m(Wa, ba) — myl,

where the top mass is set to m; = 172.5 GeV, and e.g. m(Wy,b;) denotes the
mass of an assigned W boson and b-jet.

6.6.3 Phase space extrapolation

The overall efficiency that is corrected for, explicitly in Equation 6.1 for inclusive
measurements and implicitly in Equations 6.2 and 6.3 for differential measurements,
differs depending on whether a full or fiducial phase space definition is used.

In the full phase space the efficiency correction is actually a product of the detector

acceptance, A, and corresponding efficiency, €%, i.e.

€= Aet. (6.9)
The acceptance is defined by
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NPS selection

A=, (6.10)

gen

where NFSselection jg the total number of events generated within the selected

phase space and Ngg;al is the total number of generated events. Thus, by correcting
for the acceptance, one extrapolates results to the full phase space. The detector

efficiency is denoted by

Nselected

det reco
€ - NPS selection ’ (6 1 1)
gen

where N2 is the selected number of reconstructed events and Nj.5 5o is

defined above. Finally, when substituting Equation 6.10 and 6.11 into Equation 6.9
one obtains

selected
€ = N, reco

total
Ngen

In the fiducial phase space no extrapolation is performed, provided that the
selection of particle level objects perfectly matches the criteria applied at detector
level, in which case

Nselected

€ — Edet — reco
NPS selection
gen

However, in this work the selection of particle level objects differs very slightly
from detector level, as the cut of pr > 25 GeV, that is applied for the leading lepton
at detector level, is not applied at particle level, where instead a cut of pr > 20 GeV
is applied for both dressed leptons. This means that extrapolation effects are not
completely absent in the fiducial phase space but heavily reduced.

6.7 Purity, stability and efficiency

Differential measurements are performed in a binning that has been carefully consid-
ered according to a specific set of principles, which will be outlined in the following
section.

The three main quantitative measures of the quality of a certain binning scheme
are the efficiency, purity and stability, evaluated for each bin of the unfolded distri-
bution. The efficiency is defined as follows

Ngen in bin & rec
J

6 = T
J gen in bin
Nj

where the numerator denotes all reconstructed events, originally generated
within bin j, and the denominator is the total number of generated events within
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said bin. Hence, the maximal value of € is 1 and 1 — € quantifies the fraction of
events that were generated but not reconstructed in any bin.

The purity is given by
Nboth gen & rec in bin

_ J
bj = \recin bin ’
J

where the numerator refers to the number of events that are generated and
reconstructed within the same bin and the denominator is the total number of
events that are reconstructed but not necessarily generated within this bin. Thus,
1-p is an expression of the fraction of reconstructed events migrating into the bin at
generator level, where a high value of p indicates few incoming bin-to-bin migrations
with the maximal value being 1.

Finally, the stability is given by

N;Joth gen & rec in bin

i gen in bin & rec  ’
Nj

where the numerator again refers to the number of events that are generated
and reconstructed within the same bin and the denominator is the total number
of events that are generated but not necessarily reconstructed within this bin, or
in other words, that migrate out of the bin. Thus, contrary to purity, 1-s is an ex-
pression of migrations out of a given bin, and the stability can again maximally be 1.

When choosing the binning scheme one is faced with a compromise between probing
the tt production cross section within finely-binned and interesting regions of the
kinematic phase space versus the detector resolution. The latter is always the lim-
iting factor and physically it does not make sense to have a finer binning than the
resolution allows. The purity and stability innately reflect this restriction. If the
binning scheme is too fine it will cause a surge in bin-to-bin migrations and hence
lead to very low values of these quantities. The purity and stability can also reveal
something about the physical process itself.

Figure 6.4 shows an example of the purity, stability and efficiency, computed for
the single-differential measurement of the transverse momentum of the top, pr(t),
in the full phase space at parton level, and highlights some of the considerations
made about these quantities. The binning scheme is generally chosen such that the
purity and stability remain above a 30% threshold with very few exceptions in the
extreme ends of the spectra for certain distributions, as seen here for the top pr,
where the purity dips to around 20% in the outer bin.

6.8 Closure tests

Three different types of tests were performed to validate the setup of TUnfold.
Pseudo data is generated from the reference MC by folding the nominal (reweighted)
prediction using the nominal (reweighted) response matrix depending on the type of
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Figure 6.4: The purity, stability and efficiency for the single-differential measurement
of the transverse momentum of the top, pr(t), in the full phase space at parton level.
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test. The resulting pseudo data is subsequently unfolded using the nominal response
matrix and compared to the original prediction. The closure tests consist of

1. A truth test to make sure the setup of the unfolding procedure is sound.

2. Toy experiments to test the statistical properties of the estimator of the true
spectrum in the unfolding procedure.

3. Four different types of reweighting tests with varying degrees of distortions of the
truth, which help assess the sensitivity to a potential bias impacting the unfolded
result through the response matrix and bias vector.

Each test is performed for each individual cross section and two different choices
of unfolding, namely regularized unfolding and unregularized unfolding with 7 = 0.
Further details along with examples are given in the following sections.

6.8.1 Truth test

The truth test is used as a sanity check. The prediction from the reference MC is
folded using the nominal response matrix to generate pseudo data, which is subse-
quently unfolded in the standard way. Figure 6.5 shows the transverse momentum
of the top, pr(t), measured in the full phase space at parton level and illustrated for
the two choices of unfolding, where the ratio is taken with respect to the original
prediction (see Appendix H.1 for additional examples). One would expect perfect
agreement here and this is exactly what is observed.

6.8.2 Toy test

The toy test serves to validate the statistical properties of the estimator of the
true spectrum in the unfolding procedure. The expected yields at detector level,
computed from the folded MC reference prediction, were fluctuated according to
Poisson statistics. This procedure was repeated to generate 1000 toy experiments,
which were subsequently unfolded using the nominal response matrix. The average
unfolded result, computed over all toy experiments, is denoted by

avg

and the sample covariance is found by averaging over all toys as follows

(OOUMunfMunf)ij — <(Mlunf . Munf>(Mjunf . M“"f,»,

avg Mavg avg,i avg,j

Figure 6.6 shows plots of the relative ]\}_/(%;f residuals and pulls, given as the

residuals over their respective uncertainties, as well as the x? of M (%;f with respect
to the true MC reference prediction in all bins. In each case the given distribution
is depicted for the two choices of unfolding and shown for the transverse momentum

of the top, pr(t), measured in the full phase space at parton level (see Appendix H.2
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Figure 6.5: Absolute differential ¢t production cross section for the transverse momentum
of the top, pr(t), measured in the full phase space at parton level and performed with
pseudo data for regularized and unregularized unfolding. The ratio is shown with respect
to the original truth (black).
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Figure 6.6: Residual (relative), pull and x? distributions are shown for the transverse
momentum of the top, pr(t), measured in the full phase space at parton level and per-
formed with pseudo data for regularized and unregularized unfolding. The pull and x?
distributions are also shown alongside the expectation. The top row shows plots of the
residuals (relative), pulls and x? of M&%f with respect to the true MC reference prediction
in all bins. The bottom row shows plots of the mean and RMS of the residuals and pulls
per bin (see Chapter 8).

for additional examples). The pull and y? distributions are also shown alongside
the expectation. Both regularized and unregularized unfolding are in agreement
with the expectation and are similar in terms of x?. Figure 6.6 also shows plots
of the mean and RMS of the relative residuals and the pulls per bin. The RMS of
the relative residuals shows the statistical uncertainty of the measurement, which
increases towards higher pr. The mean values of the relative residuals and of the
pulls are both very close to 0, while the RMS values of the pulls are close to unity,
as expected. The RMS of the relative residuals are smaller for regularized unfolding
than for the unregularized case, as one also expects. The larger uncertainties of
the latter are at least partially compensated by larger negative correlations between
neighboring bins (not shown).

Figure 6.7 shows the sample correlation matrix for the pr(t) distribution (red),
computed from (Cov Vi M%gf)ij, alongside the estimated correlation matrix (black),
which is obtained from the direct average of the covariance matrix returned by the
given unfolding algorithm for each toy. The comparison is again performed for the
two choices of unfolding and the sample and estimated correlation matrices show
good agreement in each case.
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Figure 6.7: Correlation matrices are shown for the transverse momentum of the top, p(t),
measured in the full phase space at parton level. The sample correlation matrix (red),
computed from (CongJLgf M:{)ngf)ij, is shown alongside the estimated correlation matrix
(black), which is obtained from the direct average of the covariance matrix returned by
the unfolding algorithm for each toy. The comparison is performed for unregularized

unfolding (top) and regularized unfolding (bottom).
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6.8.3 Reweighting test

In order to assess the effects on the unfolding procedure due to a potential bias in
the truth, which will affect both the response matrix and the bias vector used in
the unfolding, the MC reference prediction was reweighted and pseudo data was
generated in the same manner as previously described but now using the weighted
response matrix to fold the data. The computation of the weights is performed using
the following expression
w=A2P(1 - 2)°(1+ Dz + EZ%), z = M,
Tmaz — Tmin

where A ensures the correct normalization with respect to the original prediction
prior to reweighting. The values x,,;,, and x,,,, are the minimum and maximum
values of the kinematic variables studied in the cross section, while the parameters
B,C, D and E are chosen in order to produce distortions of the truth in the range
5% to 100%. The pseudo data is subsequently unfolded using the nominal response
matrix. Figure 6.8 shows the unfolded cross sections for the transverse momentum of
the top, pr(t), measured in the full phase space at parton level (see Appendix H.3 for
additional examples). The figures depict four different reweighting scenarios for each
cross section, where the ratio is shown with respect to the reweighted MC (truth) in
black. The distortions can be judged with respect to the red curve, which shows the
original reference MC. Regularized unfolding is observed to recover well from any
introduced bias even for very large distortions of the truth with the exception of the
first bin of the pr(t) spectrum. There is a small effect of the bias visible in this bin,
which is present also for smaller distortions. This is the case for both regularized and
unregularized unfolding, which would suggest that the effect stems from the response
matrix primarily. However, for reweighting scenario 2 with distortions of the order
of 20%, the effect of the bias is small and within the statistical uncertainties.
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Figure 6.8: Absolute differential ¢£ production cross sections, performed with pseudo data
for regularized and unregularized unfolding, are shown for the transverse momentum of
the top, pr(t), measured in the full phase space at parton level. Four reweighting scenarios
are shown with distortions within 5% to 100%. The ratio is shown with respect to the
reweighted MC (truth) in black. The distortions can be judged with respect to the red
curve which shows the original reference MC.
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Chapter 7

Systematic Uncertainties

To obtain the most precise differential measurements of the ¢t production cross sec-
tion, each source of uncertainty must be assessed and evaluated carefully. All sources
of uncertainty belong to one of the following groups:

e The statistical uncertainties comprise both statistical errors on the input data
sample and simulated signal and background samples.

e The experimental uncertainties are obtained by varying the scale factors that
account for detector effects such as misidentification of particles, inefficiencies and
limited resolutions of detector sub-systems within their respective uncertainties.

e The theoretical uncertainties consist of uncertainties on the assumptions made
in the Monte Carlo simulations.

e The background uncertainties affect the normalization of background samples.

The entire analysis procedure, i.e. event selection, kinematic reconstruction and
unfolding, is repeated for each cross section and each source of uncertainty and for
both the up and down variation of said source. It should be mentioned that the
event selection and kinematic reconstruction are only repeated when necessary, i.e.
when varying a given source results in changes to kinematic spectra that impact the
selection. Finally, the difference with respect to the nominal cross section per bin
constitutes the corresponding uncertainty on the given differential measurement.

In this section all considered sources will be outlined in accordance with the
groupings above. The statistical uncertainty is described in Section 7.1, and the ex-
perimental, theoretical and background uncertainties are summarized in Section 7.2,
7.3 and 7.4, respectively.

The differential measurements in this work are performed using the full Run 2
dataset, therefore, one must consider how uncertainty sources correlate among 2016,
2017 and 2018 data samples. A detailed description of the treatment of uncorrelated,
fully correlated and partially correlated sources is given in Section 7.5. Finally, a
review is given of the most dominant sources of uncertainty for the inclusive cross
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section and different types of differential measurements in Section 7.6.

7.1 Statistical uncertainties

The data distribution used in the unfolding procedure performed with TUnfold [126]
is corrected for ¢t and non-tf background by means of a fractional correction and a
direct subtraction, respectively, as described in Section 6.3. The statistical error on
this input distribution is given by

errstat _ fsignal X \/<err(siv21§§ted)2 + (errk/}%)Q’

bk -
where erriiected and erry & are the statistical errors on the total number of

selected data events prior to background subtraction, Nioc®®d and the total number
of non-tt background events, Nf/{k(%, respectively. The fraction f*#"# then accounts
for the actual number of signal events by correcting the resulting statistical error
for the tf background events. These errors originate from the finite statistics of the

data and simulated samples.

7.2 Experimental uncertainties

Detector effects such as the misidentification of particles, inefficiencies and limited
resolutions of detector sub-systems are corrected for by applying appropriate scale
factors to the simulations to match the data. The scale factors are derived by
dedicated groups within the CMS collaboration known as Physics Object/Working
Groups, which study electrons, muons, luminosity, missing transverse energy, jets
and b-jets independently of each other and utilize different methods specific to their
task. The derivations of the different types of scale factors, although accurate, carry
with them a certain level of systematic uncertainty. The following outlines all the
experimental sources considered in the uncertainty assessment of the differential
cross sections.

7.2.1 Luminosity

The integrated luminosities for 2016, 2017 and 2018 are 36.33 fb~' [134], 41.53 fb™*
[135] and 59.74 fb~! [136], respectively. The precision on the luminosity measure-
ment for 2016 was recently improved from 2.5% to 1.2% by using advanced tech-
niques to evaluate the beam position monitoring and other beam properties [134],
and in 2017 (2018) the luminosity is measured with an uncertainty of 2.3% [135]
(2.5% [136]). The uncertainties for all three years are treated as 30% correlated
among years and corresponding variations are applied as weights to all simulated
samples prior to unfolding.

96



7.2.2 Pile-up

The uncertainty on pile-up is evaluated by varying the total proton-proton inelastic
cross section, which is set to 69.2 mb, within its uncertainties. This is the same
cross section used in Figure 5.2 in Section 5.6, which shows the mean number of
interactions per bunch crossing during the Run 2 data-taking period from 2016 to
2018. Up and down variations of 4.6% of this cross section are performed separately
for each year and applied as event weights to the simulated signal and background
samples both at generator and detector level [137]. Prior to unfolding, the resulting
differences in data and MC were scrutinized and found to have consistent features
for each year. Thus, the uncertainties due to pile-up are treated as fully correlated
among years.

Pile-up also impacts the jet energy scale and the lepton isolation in addition to
the evaluation of missing transverse energy, however, these effects are accounted for
in the respective uncertainty assessments of these sources.

7.2.3 'Trigger efficiency

Trigger efficiencies are determined by means of the orthogonal method detailed in
Chapter 5, where a set of baseline triggers for the missing transverse energy are
used to compute efficiencies in data for dilepton triggers that are approximately
uncorrelated with the former set. The efficiencies are determined in bins of leading
pr and trailing pr when triggering on same-flavour leptons or in bins of p} and
ph when using the dilepton trigger for eu. Typically the resulting scale factors are
within 1% of unity (up to 5% in few bins) and are applied to simulations to match
the conditions in data. The uncertainty due to the trigger efficiency is determined by
varying the scale factors within their uncertainties and applying the corresponding
event weights to the simulated signal and background samples.

The uncertainties are primarily statistical in nature but also include an evalu-
ation of the dependency on the defined phase space by considering different regions
based on

e the number of reconstructed jets: Niets < 3 and Njegs > 3,

e the number of primary vertices: Nyertex < 30 and Nyeex > 30, and

e the missing transverse momentum: piis < 150 GeV and p2's* > 150 GeV.

Other contributions to the overall trigger efficiency uncertainty come from resid-
ual correlations between the baseline and dilepton triggers. The trigger efficiencies
are computed separately for each year, and given that the baseline and dilepton
triggers can be considered approximately orthogonal, the resulting uncertainties for
all years are treated as uncorrelated.

7.2.4 L1 trigger prefiring

An issue occurred with the L1 trigger prefiring where high 7 trigger primitives were
wrongly associated with the previous bunch crossing as a gradual timing shift in
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the ECAL was not properly taken into account [19]. When a significant amount
of energy was present in the ECAL region within 2.4 < |n| < 3.0, the effected
events began to self veto as two consecutive bunch crossings are not allowed to fire
in the L1 trigger system. This is of particular consequence for events containing
e.g. high pr jets. The issue was fixed in 2018 but was present in both 2016 and
2017. The resulting systematic uncertainties in those years are estimated by varying
the L1 prefiring probabilities up and down within their respective uncertainties and
applying the corresponding event weights to the simulated signal and background
samples. The L1 trigger prefiring issue is treated as fully correlated for 2016 and
2017.

7.2.5 Lepton selection

Uncertainties on muons and electrons are evaluated separately. Combined scale fac-
tors are computed for the identification and reconstruction of muons and for the
identification and isolation of electrons. Individual scale factors for isolation and
reconstruction are applied for muons and electrons, respectively. The aforemen-
tioned scale factors are all computed based on a Drell-Yan sample using the “tag
and probe” method as described in Chapter 5. In the uncertainty assessment the
combined and individual scale factors are varied up or down within their respective
uncertainties independently of each other and separately for electrons and muons as
stated. Since the scale factors are computed for a Drell-Yan sample one must apply
an additional uncertainty that accounts for the extrapolation to the ¢t phase space.
This is of particular relevance to the isolation efficiency which can be affected by
the higher number of jets in the ¢t signal sample. Therefore, an extra variation per
lepton of 1% (0.5%) is applied on top of the isolation efficiency of electrons (muons)
when computing the event weights. All the lepton uncertainties described above are
treated as uncorrelated with each other but fully correlated across the years.

7.2.6 Jet energy scale

The jet energy scale uncertainty is made up of seven sources that are relevant for
this analysis, i.e. that pertain to jets within || < 2.4, and that correspond to a
reduced set based on the full set of 19 sources, which have been grouped according
to different detector regions. The seven sources take into account e.g. uncertainties
on the pile-up offset, simulated jet response and jet pr resolution, as well as those
uncertainties associated with the methods and samples used for the determination
of the corrections mentioned in Section 5.7.3, such as the impact from initial and
final state radiation. The estimated uncertainties from using either the complete set
or the reduced set are similar in the central bins of the differential cross sections but
the latter set is preferred as the smaller number of sources leads to less statistical
fluctuations in the extreme ends of the spectra.

The uncertainty of each individual source is assessed by applying n- and pr
dependent scale factor corrections to the jet four-momenta in simulated signal and
background samples. The corrected jets are then used to recompute the missing
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transverse energy after which the entire analysis procedure is repeated as normal.
The individual sources are treated as uncorrelated with each other and recommen-
dations from the relevant Physics Object Groups are followed with respect to the
correlations among years.

7.2.7 Jet energy resolution

Uncertainties due to the jet energy resolution are evaluated separately for two dif-
ferent regions defined as follows

Region I: |n| < 1.93 and Region II: 1.93 < |n| < 2.5,

for which the n resolution scale factors are varied by £1lo and used in the
hybrid method (see Section 5.7.3) to obtain corresponding variations of the pr res-
olution scale factors. These are then applied as multiplicative factors to the jet
four-momenta. All changes are propagated to the missing transverse energy and the
whole analysis procedure is performed again. The resulting jet energy resolution
uncertainties from the two regions are treated as uncorrelated with each other and
among years.

7.2.8 Unclustered missing transverse energy

To determine the uncertainty on the estimation of the missing transverse energy, one
must consider the impact from leptons, jets and the so-called unclustered energy,
i.e. isolated or low-energy particles that are identified as pile-up or noise in the
calorimeters and therefore not clustered into jets. The impact from leptons and jets
are accounted for in their respective uncertainty assessments by propagating changes
in pr and 7 to the corresponding particle collections used for recomputing EMss,
However, the uncertainty due to the unclustered energy is determined separately by
only considering photons in addition to charged and neutral hadrons that fall into the
unclustered category defined above and varying their energies in accordance with
the corresponding resolution. The missing transverse energy is then recomputed
and the analysis procedure is repeated. The resulting unclustered uncertainties are
treated as uncorrelated across the years due to the random nature of the source.

7.2.9 B-tagging

The term b-tag identification efficiency refers to the probability to tag a jet of any
flavour as a b-jet. A certain fraction of b-tagged jets are wrongly identified as such
and are instead associated with c-jets or light-jets, where the light jet category
constitutes jets originating from gluons or u, d or s quarks. This is known as the
mistag rate. Both the b-tag efficiency and the mistag rate differ in data and MC and
the discrepancy is accounted for by applying event weights to the simulated signal
and background samples, as described in Section 5.7.4. This weight includes scale
factor corrections, SFj_q4, for all jets in the event, where SFj,_;q, depends on the jet
flavour, pr and |n|, and is computed for a QCD-enriched sample that is orthogonal
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to the signal region. Moreover, the aforementioned event weight accounts for the
dependency on the phase space by also correcting for b-tagging efficiencies and
mistag rates (both labelled e} %g) computed for the ¢t signal sample in corresponding
bins of pr and |n|.

Independent computations of e} %g are performed for every systematic source

that directly impacts the jet topology in the ¢t signal sample. In these cases SFy_sq4
is unchanged.

The uncertainty assessment of the b-tag identification efficiency is split into
sources that are correlated and uncorrelated among years. Here the uncorrelated
sources arise from statistics and light jets while the additional sources are treated
as fully correlated among years. Each of the correlated sources has both an up and
down contribution where SFj_,4 is varied in the same direction simultaneously for
b and c-jets. The scale factors for light jets are varied up and down independently as
they are uncorrelated with the aforementioned jets. The total uncertainty on the b-
tag identification efficiency is then found by adding up all the resulting uncertainties
from the correlated and uncorrelated sources in quadrature.

7.3 Theoretical sources

The fundamental steps involved in Monte Carlo simulations were outlined in Chap-
ter 4. These constitute the simulation of the hard interaction of a process, where
matrix elements are computed at fixed-order, generating the parton shower from
initial and final state radiation and forming hadrons out of the remaining quarks
and gluons as well as modelling the underlying event and properly accounting for
colour assignments by using special colour reconnection schemes. Naturally, some
theoretical assumptions have to be made in relation to the above and the corre-
sponding uncertainties on these assumptions have to be assessed, as they affect the
generated event and by extension the response matrix and acceptance corrections
in the unfolding procedure. The theoretical sources of uncertainty contributing to
the overall precision of the differential measurements are detailed below. It should
be noted that all theoretical sources are treated as fully correlated among the years.
All variations discussed below are simultaneously applied to the ¢t signal and “tf
other” background simulations.

7.3.1 Hard interaction

The uncertainty on the matrix element computation of the hard interaction comes
from missing higher order terms and is estimated by scale variations. The factor-
ization (up) and renormalization (upg) scales were explained in Section 2.3, and the
estimated uncertainty on the nominal scale choice up = g consists of an envelope
of individual uncertainties arising from variations of the pr and pg scales. Three
types of variations of these scales are performed in both the up and down direction
totaling a number of six uncertainties to be included in the envelope of which the
resulting maximum of the cross section measurement variation is chosen in each
bin. The contribution from the uncertainty on the choice of the ug scale is found by
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keeping the pp scale fixed while varying the pg scale up (down) by factors of 2 (0.5).
Similarly, the contribution from the pup scale is found by keeping the ug scale fixed
and varying the pp scale up (down) by factors of 2 (0.5). The final contribution
comes from a simultaneous up (down) variation of both scales by factors of 2 (0.5).

7.3.2 Matching

The matching and merging of parton showers to matrix element calculations was
described in Chapter 4. The parameter that controls this step is hgamp and in the
reference simulation its nominal value is set to 1.379 x m; [79]. The up and down
variations are 0.926 x m,; and 0.505 x m,, respectively. The resulting uncertainties
on the differential measurements are computed by replacing the nominal signal and
tt background samples by dedicated samples with the matching variations already
applied and repeating the analysis procedure as normal.

7.3.3 Initial and final state radiation of the parton shower

The process of simulating the parton shower was described in Section 4.2. The QCD
renormalization scales of the initial and final state radiation are varied up (down)
by factors of 2 (0.5).

7.3.4 Branching ratios

The semi-leptonic branching ratios of b-hadrons and their corresponding uncertain-
ties are taken from the Particle Data Group (PDG) (2020) [22] and compared with
the corresponding values from the PyYTHIA 8 decay tables used for the reference
simulation. Envelopes are constructed for both neutral and charged b-hadrons and
cover the differences between corresponding PYTHIA 8 and PDG branching ratios
and uncertainties. These envelopes are then used to re-weight the populations of b-
jets with and without semi-leptonic b-hadron decays at generator level. Accounting
for such an uncertainty is important, as semi-leptonic decays of b-hadrons give rise
to neutrinos in jets, thereby impacting the b-jet energy response.

The branching ratios and corresponding uncertainties of the signal process, denoted
by BR (tt — (¢ + X), are taken from the PDG (2020) [22]. The values for the ee, ppu,
ep and combined channels are 0.01147, 0.01130, 0.02277 and 0.04554, respectively,
and the uncertainty in each case is quoted as +1.5%.

7.3.5 Top quark mass assumption

The top quark mass is assumed to be m; = 172.5 GeV in the reference simulation.
The uncertainty on the mass is set to 1 GeV which is in line with the precision of
the latest experimental measurement of the top quark MC mass [22], albeit slightly
more on the conservative side. In this work the analysis is repeated with dedicated
signal and ¢t background samples with m; = 169.5 GeV and m; = 175.5 GeV. The

101



resulting differences with respect to the corresponding nominal cross section are then
scaled by 1/3 such that the top mass variation effectively corresponds to 1 GeV.

7.3.6 Parton distribution functions

The parton distribution functions (PDFs) are described by NNPDF3.1 [32, 81] at
NNLO accuracy in the reference simulation and all background samples. This set
assumes values of m; = 172.5 GeV and a3 = 0.0018 for the top mass and strong
coupling constant, respectively. The set comes with the nominal PDF and weights
representing 1o variations along the 100 uncorrelated eigenvectors of the PDF
covariance matrix. The analysis procedure is repeated individually for each of these
variations. The resulting differences with respect to the corresponding nominal
cross section are then added in quadrature. The effect from the uncertainty on
a, is estimated separately by varying the parameter up and down by =+0.0001.
The resulting uncertainty contribution is referred to as PDF «; and treated as
uncorrelated with all other PDF uncertainties.

7.3.7 Colour reconnection

The colour reconnection scheme was described in Section 4.4. The reference sim-
ulation uses an MPI based colour reconnection model (CR0) with early resonance
decays (ERD) switched off. Three uncertainties on the colour reconnection are con-
sidered. First the CRO model is used again with ERD switched on. The two other
uncertainties evolve from the MPI based model and are known as the QCD based
model (CR1) and the Gluon-move model (CR2). The variations are performed by
using independent samples for the ¢ signal process and “tt other” backgrounds for
which the entire analysis procedure is repeated. Finally, envelopes are constructed
out of the maximal uncertainty of the three sources in each measurement bin.

7.3.8 Underlying event tune

The underlying event tune was described in Section 4.4. The event generators are
tuned by adjusting a set of parameters that control the event modelling such that
simulations match underlying event data from both the CDF and CMS experiments
[79]. The uncertainty on the tune is found by simultaneously varying these param-
eters in the same direction (up or down) within their respective uncertainties.

7.4 Background uncertainties

The background uncertainties are split into two categories, namely Drell-Yan and
other non-tt backgrounds. The scale factors needed to account for the data and MC
discrepancy of the former are computed as described in Section 5.4. The m;; distri-
bution is fitted using TFractionFitter in the Z boson peak window of 76 < m;; < 106
GeV, at the selection stage where the requirement of E7"*** > 40 GeV is enforced for
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the same-flavour channels (step 6), and the scale factors are then derived from the
fit (all selection steps are listed in Section 5.9). The uncertainty on the Drell-Yan
normalization is also calculated using this method by starting at step 6 and then
switching on the subsequent cuts one by one after recomputing the scale factors.
Thus, first the requirement of at least one b-tagged jet is switched on (step 7) and
then finally a solution from the given kinematic reconstruction is required (step 8),
as described for the full and loose variants in Section 5.8. This is done independently
for 2016, 2017, 2018 and full Run 2 and, moreover, repeated separately for the cor-
responding ee and pup channels. The largest difference between all scale factors
computed at step 6, step 7 and step 8 for any channel and any year including full
Run 2 is then assigned as the systematic uncertainty. Referring back to Table 5.1
in Section 5.4, this is found to be 20%.

The uncertainty on the normalization of the other non-tt background processes is
estimated to be 30% [14]. A study was performed to validate this value for the dom-
inant process among these backgrounds, single top tW production. One expects the
number of events with 1 b-tagged jet to be higher than the number of events with 2
b-tagged jets for this background as opposed to the signal process. Therefore, a way
to study its normalization is to observe how the MC/data ratio behaves in the bins
with 1 and 2 b-tagged jets. One would expect data and MC to be in good agreement
in both bins. This means that there is also no slope in the MC/data ratio between
the two bins. A variation in the normalization that produces a steeper slope or a
generally worse agreement with data is not meaningful and therefore a cut-off can
be set on the normalization uncertainty.

The single top tW production cross section was varied up and down by 10%,
15%, 20%, 25%, 30%, 50%, and 100%. The resulting effects on the distribution of
the number of b-tagged jets were studied after the full event selection for the ee,
ppe and ey channels individually (see Appendix 1.1, Appendix 1.2 and Appendix 1.3,
respectively). The agreement with data after varying the contribution from the tW
process is expressed by Pearson’s x?-test and is shown for each plot. The increasing
trend in x? for upwards variations of the tW normalization justifies assigning a
one-sided uncertainty on the single top tW process, however, this is not done, as
a symmetric uncertainty assessment is favoured. Moreover, as stated above it is
reasonable to assign an uncertainty according to the variation that gives the smallest
MC/data slope. The clearest picture can be obtained by looking at the eu channel as
effects due to the Drell-Yan process are suppressed. The smallest slope is observed
when varying the tW contribution down by no more than the current uncertainty

of 30%.

7.5 Correlations of systematic sources among years

It’s important to account for the correlations among years when computing the sys-
tematic uncertainties. In order to evaluate whether a given source is fully correlated,
uncorrelated or partially correlated among years one must consider the origin of the
source and the methodology used to estimate the nominal corrections and their cor-
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responding uncertainties for each year. The Physics Object Groups themselves are
therefore responsible for estimating the degree of correlation and their recommen-
dations were outlined in Section 7.2 and 7.3 for the experimental and theoretical
uncertainties, respectively, together with the descriptions of the different sources.

A description of the general treatment of correlations among years is given in
this section. The following procedure is performed for all full Run 2 distributions
and results, which includes control distributions as well as inclusive and differential
cross section measurements. It should be noted that the subsequent discussion ap-
plies to the step prior to unfolding in case of differential measurements.

For a given source the corresponding Run 2 uncertainty is split into contributions of
uncorrelated and fully correlated terms added in quadrature. This means that one
can collect relative contributions ¢ such that the sum of 42 is equal to unity i.e.:

5o =1=40? + 62, + 02, + 62

a, uncorr aber
2 1 __ 52 2 2 2
5b =1= 5b, uncorr + 5ab + 5bc + 5(11)(:7

and

§2=1=4? + 62+ 0p. + 02

¢, uncorr aber

where a, b and ¢ denote 2016, 2017 and 2018, respectively, and the subscript
“uncorr” denotes uncorrelated sub-sources given by

5(1, uncorr — \/1 - 53[, - 53(; - 53[)(;’ (71)

6b7 uncorr — \/1 - 6(211) - 5[?(: - 531)(17 (72>
and

A (7.3)

The following is a general prescription and in practice not all relative contri-

butions are considered. This is evaluated on a source-by-source basis as previously
described.

As a first step uncorrelated and fully correlated sub-sources are constructed out
of the corresponding varied and nominal simulations. In the following description
the notation “MC” is used to denote a simulation and the subscript “nom” is used
to indicate when the sample in question is nominal, whereas the subscript “var” is
used to exemplify when the given simulation is varied with respect to the nominal
sample. Thus at detector-level one can construct sub-sources as follows:

MC(L, uncorr, var — MCa, var T :’-\/ICb7 nom 1 MC(t, nomy
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MCb, uncorr, var — MCa, nom 1 MCb, var + MCC, nom

MCC, uncorr, var — MCa, nom 1 MCb, nom + MCC, var

1\/[Cab7 var — 1\/[Ca7 var T MCb, var 1 MCC, nomy

Mcbc, var — MC(I,, nom MCb, var T MC(?, var

Mcac, var — MCa, var T 1\/[Cb7 nom T+ MC(:, var

and

1\/[Cabc7 var — Mca, var T 1\/ICb7 var T MCC, var-

The difference with respect to the nominal is then scaled by the appropriate ¢

as given by Equation 7.1 to 7.3. Hence,

MCq, var —

84, uncorr ¥ (MC, uncorr, var = MCrom) + MChom,
dab * (MCop, var — MChom) + MChom,

dae ¥ (MCoc, var — MCrom) + MCrom,

dabe * (MCope, var — MChpom) + MChrom,

MCs, var —

O, uncorr * (MCh, uncorr, var — MChom) + MChom,
dap ¥ (MCop, var — MChom) + MChrom,

Obe * (MChpe, var — MChrom) + MCrom

dabe * (MCope, var — MChom) + MChom,

and

MC, var —

O¢, uncorr * (MC¢, uncorr, var = MChom) + MChrom,
dac ¥ (MCac, var — MCpom) + MChom,

Ope * (MCpe, var — MChom) + MChrom

dabe * (MClpe, var — MChom) + MChrom.
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The total Run 2 uncertainty for a given systematic source can then be computed
as the quadratic sum of independent terms from MC,, var, MCyp, var and MC, s In
the case of differential measurements this refers to the final uncertainty for each
of the terms after unfolding. If the source is uncorrelated 0, uncorr = Ob, uncorr =
Oc,uncorr = 1 and 0 = 0 for all other terms. If the source is fully correlated 9,4 = 1
and 0 = 0 for all other terms. In this work the only source that is partially correlated
among years is luminosity for which the measurements are all 30% correlated. This
results in 0, uncorr = Ob, uncorr = Oc, uncorr = V1 — 0.3 and 0450 = v/0.3. Since the
correlation is the same between the different years it follows that d,, = 6. = d,. = 0.

7.6 Summary of uncertainties and their impact

The systematic uncertainties are evaluated by computing the difference of the varied
and nominal results. The definition of the total uncertainty computed from the up
and down variations of all the sources vary for inclusive and differential measure-
ments. This section contains a summary of the uncertainty computation and impact
for both types of results.

7.6.1 Uncertainties on the inclusive cross section measure-
ments

The systematic uncertainties on the ¢t inclusive cross section measurements are
symmetrized such that the total uncertainty is given by

Atotal incl. _ \/(Astat.)Q + Z (As, incl.)Q’
where

A incl. _ (|0_nom — g | 4 |0_n0m o Udown ) %« 0.5

incl. incl. incl. incl.

denotes the systematic uncertainty of an individual source s for which o} is

mc.
the nominal inclusive cross section while o;, and ¢ denote the inclusive cross

section measurements corresponding to the up and down variations of s, respectively.

A summary of the individual uncertainty contributions of the tf inclusive cross
section measured in the ee, pu, ep and combined channels for full Run 2 is shown
in Table 7.1. The corresponding results measured in the combined channels of the
individual years are shown in Table 7.2. As stated in Chapter 8 all combinations are
performed with BLUE [138] [139], using only the results for the individual years. It is
immediately evident from these tables that the analysis is limited by the systematic
uncertainties which yield a total uncertainty of 3.7% when added in quadrature for
full Run 2 in the combined channel whereas the statistical uncertainty only accounts
for 0.4%. The experimental sources are dominant and the largest uncertainties come
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from the luminosity, lepton efficiencies, jet energy scale and background normaliza-
tion. The largest theoretical uncertainties come from the branching ratio of the
signal process, BR (tf — £ + X), the parton shower final state radiation, PS a£%

and the top quark mass.

7.6.2 Uncertainties on the differential cross section mea-
surements

The systematic uncertainties of the tf differential cross section measurements are
added in quadrature while preserving any asymmetry in up and down variations
such that the total positive and negative uncertainties are given by

A?’+: \/(Aitat')Q"_Z(A?—F)Qa

As = \/<A:rtat->2 £y,

where the bins of the differential spectra are denoted by i, and AY ™ and A~
refer to the positive and negative values of either the up or down variation of source
s in bin i. If the up and down variations are both positive (negative) the largest
(smallest) uncertainty is chosen and the other is set to 0.

Figure 7.1 shows the uncertainty contributions of the differential ¢ cross sections
measured as functions of the transverse momentum of the top, pr(t), for both nor-
malized (top) and absolute (bottom) measurements performed at parton level in the
full phase space. This example is chosen as it demonstrates several of the points
relating to the impact of the systematic uncertainties in the discussion below. Corre-
sponding uncertainty contribution plots for all remaining differential measurements
are shown in Appendix J where Figures J.2 to J.13 in Appendix J.1.1 and Fig-
ures J.14 to J.40 in Appendix J.1.2 show single-differential measurements performed
at parton and particle level, respectively, while Figures J.41 to J.46 in Appendix J.2.1
show the double-differential measurements performed at particle level.

One can see from Figure 7.1 that the differential measurements are limited by the
systematic uncertainties in each bin. The total uncertainty on the jet energy scale
(denoted by JES in the plot) is one of the most dominating sources. This is true
for the majority of measurements, most noticeably so in the extreme ends of the
spectra, although for several spectra the dominant uncertainty in the first bin tend
to come from the background normalization which is due to the relatively higher
fraction of background events in this bin. Another dominant source of uncertainty
comes from the lepton efficiencies (labelled Lepton) and is generally largest relative
to others for cross sections measured as functions of the lepton kinematic spectra.
The luminosity uncertainty tends to be of comparable size to that of the lepton
efficiencies for the absolute measurements. Other experimental sources (denoted
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Table 7.1: Summary of the systematic uncertainties for the measurement of the inclu-
sive tt cross section. Results are shown for Run 2 in all channels. All combinations
are performed with BLUE [138] [139]. The labels “Muon reconstruction” and “Electron
reconstruction” refer to all corresponding id, reconstruction, isolation and extrapolation
uncertainties added in quadrature. Likewise, the label “b-tagging heavy flavours” covers
all sub-sources pertaining to the heavy flavour uncertainty and similar applies to the label
“Jet energy scale sources” where the set of 7 individual sources are added in quadrature.
The contribution of backgrounds other than Drell-Yan and the single top tW process is
referred to as ”Background cross sections”.

Source Uncertainty (%)
ee pup ey combined

Trigger efficiency 1.8 1.5 1.0 0.6
L1 ECAL prefiring 0.2 03 0.3 0.3
Electron reconstruction 4.0 0.0 2.3 0.7
Muon reconstruction 0.0 2.0 0.9 1.6
Background cross sections 0.3 03 0.2 0.2
Single-top tw-process cross sections 1.4 1.4 14 1.4
Drell-Yan cross sections 25 48 0.3 0.4
Jet energy scale sources 20 2.1 1.3 1.1
Jet energy resolution 1.1 1.1 0.5 0.5
Pile-up 04 0.1 0.3 0.1
b-tagging heavy flavours 14 14 1.1 1.0
b-tagging light flavours 0.6 06 0.1 0.2
Unclustered met 2.1 1.0 0.1 0.2
Top quark mass 0.9 07 0.7 0.7
Total scale uncertainty 0.1 0.1 0.2 0.2
PS af5E 1.5 1.1 1.2 1.1
PS o5 0.0 0.1 0.0 0.0
ME-PS matching 0.5 0.2 0.3 0.2
Underlying event tune 0.5 03 0.3 0.2
PDF ag 0.1 0.1 0.1 0.1
PDF replicas 0.5 - - -

Colour reconnection 0.6 0.4 0.5 0.4
B semi-leptonic BR 0.3 0.3 0.3 0.3
BR (tt — 00+ X) 1.5 1.5 1.5 1.5
Luminosity 20 16 1.3 1.2
Total systematic error 71 6.9 44 3.7
Statistical error 0.9 06 0.3 0.4
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Table 7.2: Summary of the systematic uncertainties for the measurement of the inclusive t¢
cross section. Results for Run 2 are compared with 2016, 2017 and 2018 in the combined
channel. All combinations are performed with BLUE [138] [139]. The labels “Muon
reconstruction” and “Electron reconstruction” refer to all corresponding id, reconstruction,
isolation and extrapolation uncertainties added in quadrature. Likewise, the label “b-
tagging heavy flavours” covers all sub-sources pertaining to the heavy flavour uncertainty
and similar applies to the label “Jet energy scale sources” where the set of 7 individual
sources are added in quadrature. The contribution of backgrounds other than Drell-Yan
and the single top tW process is referred to as ”Background cross sections”.

Source Uncertainty (%)
2016 2017 2018 Run 2

Trigger efficiency 0.7 1.6 0.8 0.6
L1 ECAL prefiring 04 05 0.0 0.3
Electron reconstruction 0.7 1.2 0.7 0.7
Muon reconstruction 1.6 1.8 1.1 1.6
Background cross sections 0.2 02 02 0.2
Single-top tw-process cross sections 1.4 1.3 1.3 14
Drell-Yan cross sections 0.3 08 08 0.4
Jet energy scale sources 1.2 1.2 1.6 1.1
Jet energy resolution 04 04 0.2 0.5
Pile-up 0.3 0.1 0.3 0.1
b-tagging heavy flavours 1.0 0.9 1.4 1.0
b-tagging light flavours 0.0 00 0.0 0.2
Unclustered met 03 04 0.2 0.2
Top quark mass 0.7 06 07 0.7
Total scale uncertainty 02 03 02 0.2
PS af5F .1 12 12 11
PS ol 0.0 00 0.0 0.0
ME-PS matching 03 02 03 0.2
Underlying event tune 02 02 02 0.2
PDF ag 0.1 01 0.1 0.1
PDF replicas 0.5 - - -
Colour reconnection 04 0.3 0.2 0.4
B semi-leptonic BR 0.3 03 03 0.3
BR (tt — 00 + X) 1.5 1.5 1.5 1.5
Luminosity 1.2 2.3 2.5 1.2
Total systematic error 3.8 4.7 4.5 3.7
Statistical error 04 04 03 0.4
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by “Other exp syst”) also contribute significantly to the overall uncertainty when
added in quadrature.

Some of the aforementioned uncertainties tend to increase significantly in the
extreme ends of pr and mass spectra due to limited statistics. This is particularly
true for the JES uncertainty and is explained by the fact that it consists of several
sub-sources that are varied independently and in a way that affects the selection.
Thus, the varied simulations associated with these sub-sources will naturally incur
some fluctuations in the statistically limited outer ends of the spectra that are
enhanced by the quadratic sum.

The theoretical uncertainties are overall smaller than the experimental uncer-
tainties but the parton shower final state radiation (PS FSR), matrix element scales
(ME scales), matching (hgamp), top quark mass (m;) and underlying event tune (UE
tune) constitute the largest contributions amongst the theoretical sources depending
on the spectra. Sometimes large fluctuations also occur for the theoretical sources
in the outer bins. This is the case for hgamp and UE tune in particular and mainly
comes from the fact that both are computed from independent samples of a smaller
size than the simulation of the nominal signal process.

Comparable distributions at parton and particle level have similar uncertainty
contributions both in terms of trends and overall impact. One would expect the
theoretical uncertainties to be slightly reduced at particle level with respect to parton
level, as the extrapolation uncertainties are reduced. However, this is not observed.
A possible reason is that the fiducial selection at particle level deviates slightly from
the selection at detector level, as the former has a softer cut on the pr of the leading
lepton, which means that some level of extrapolation uncertainty is still present, but
the most likely reason is that the fiducial measurement is performed with a smaller
amount of statistics as implied by its very definition.

Normalized cross section measurements are more precise with respect to their
absolute counterpart as the rate components of the systematic uncertainties cancel.
An excellent level of precision is achieved overall and in particular for normalized
cross sections measured as functions of the lepton kinematic spectra. Here the
achieved level of precision goes down to 2%. The maximal uncertainty varies up to
25% depending on the bin and type of spectra.

110



CMS Work in progress 138 fb™' (13 TeV)
normalized, parton level : total
0 stat

- JES

N
o

—_

=== Lepton

. === Luminosity

Uncertainty [%]

—
o o1 O O

— Backgrounds

=== Other exp. unc.

~— ME scales

o E L s e —m,

: i ~—— PDF +q,
......... - hdamp
"""" — PSISR

R === PSFSR
E UE tune
Colour rec
BSEMILEP

=== Branching ratio

1 2 3 4 5 6 7
Bin [p_ (1)

CMS Work in progress 138 b’ (13 TeV)
absolute, parton level : total

[ stat
---JES

=== Lepton

N
o

—

emennn === Luminosity

Uncertainty [%]

—
o 01 O O

— Backgrounds

......... === Other exp. unc.

,,,,,,,,,, - ;| —— MEscales

"""" s - m

. ~— PDF + oy

|
(42}

.......... - hdamp
poosenss —PSISR

N
=)

=== PSFSR
UE tune

L
o

Colour rec
BSEMILEP

|
N
o

- =~ Branching ratio

1 2 3 4 5 & 7
Bin [p_(1)

Figure 7.1: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the transverse momentum of the top, pr(t), for both
normalized (top) and absolute (bottom) measurements performed in the full phase space
at parton level.
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Chapter 8

Results

Two types of measurements are performed in this work, namely inclusive and dif-
ferential cross sections of ¢t production. The former are done as a cross check of the
analysis procedure, and the latter make up the main results. All measurements are
performed in the dilepton channel with the CMS experiment using the full Run 2
data, which corresponds to an integrated luminosity of 137.6 fb=!. The results are
presented in the combined channel, which refers to the combination of individual
channels of oppositely charged lepton pairs, i.e. eteT, p*uT and e*pT, originat-
ing from prompt decays of the W bosons. Decays via 7 are vetoed and labelled as
background (see Chapter 5 for further details).

8.1 Inclusive cross sections of ¢t production

The inclusive cross section of t¢ production is computed as described in Chapter 6.
The parts of the analysis procedure that comprise the event selection and kinematic
reconstruction are the same for inclusive and differential cross sections. It’s in the
combination of data that the two types of results differ in their approach. Run
2 data for all years and channels are added directly when performing differential
measurements in the combined channel, while inclusive cross sections are first mea-
sured individually for each year and each channel. The BLUE software [138] [139]
is then used for the combination of results. The algorithm calculates a weighted
average of the input measurements by performing a x? minimization with respect to
the combined result. A total of 9 measurements are combined to obtain the result
for the inclusive cross section of ¢t production in the combined channel for Run 2.
The nominal measurements for all years and all channels are used with their full
covariance matrices, including the appropriate systematic uncertainty correlations
between the measurements obtained in different years.

Table 8.1 lists the number of events, total efficiency and acceptance, branching
ratio etc. which are used to compute the inclusive cross sections in all channels
for Run 2 (see Equation 6.1 in Section 6.1). Here the result for each channel is
obtained by performing the BLUE combination of the corresponding cross sections
measured in the three different years. The corresponding numbers and results in
the combined channel for all years are shown in Table 8.2, where the result for
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each year is obtained by performing the BLUE combination of the cross sections
measured in the three different channels. The final result for the inclusive cross
section of tt production in the combined channel for Run 2 is found to be 786.4 &
2.9 (stat.) +29.3 (syst.) pb, which demonstrates an excellent level of precision. The
corresponding results in the e*eT, ™y and e* T channels are consistent with this
result within the uncertainties and the same remark applies to the results obtained
in the combined channel for different years.

Table 8.1: Inclusive cross sections are shown for Run 2 in the individual and combined
dilepton channels. The result for each channel is obtained by combining the corresponding

cross sections measured in the three different years. All combinations are performed with
BLUE [138] [139].

Channel eteT pwtuF | e*uT | combined
Events in data 167443 | 360945 | 663856 | 1192240
tt signal 129703 | 253742 | 563074 | 946519
tt other background 21516 | 45740 | 101680 | 168936
Non-tt background 26744 | 67833 | 39650 134231
Total efficiency and acceptance | 9.539 | 18.653 | 20.698 17.398
Branching ratio [%)] 1.147 | 1.130 | 2.277 4.554
Cross section [pb] 788.5 | 773.8 | 783.1 786.3
Statistical error [pb] 7.2 4.3 2.2 2.9
Systematic error [pb] 55.9 53.2 34.3 29.5
Total error [pb] 56.4 53.4 34.4 29.6

Table 8.2: Inclusive cross sections are shown for each year in the combined dilepton
channel alongside the Run 2 result from Table 8.1. The result for each year is obtained by
combining the cross sections measured in the three different channels. All combinations
are performed with BLUE [138] [139].

Year 2016 2017 2018 Run 2
Events in data 291502 | 367464 | 533278 | 1192240
tt signal 243116 | 283144 | 420259 | 946519
tt other background 42444 | 51426 | 75066 | 168936
Non-tt background 31900 | 44162 | 58446 | 134231
Total efficiency and acceptance | 16.924 | 17.242 | 17.794 | 17.398
Branching ratio [%] 4.554 | 4.554 | 4.554 | 4.554
Cross section [pb] 786.9 | 847.5 | 835.1 786.3
Statistical error [pb] 3.5 3.1 2.9 2.9
Systematic error [pb] 30.0 40.0 37.7 29.5
Total error [pb] 30.2 40.1 37.8 29.6
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8.2 Differential cross sections

In this work both normalized and absolute differential ¢¢ production cross sections
are studied as functions of one or more kinematic variables. Measurements of the
top quarks and tt system are performed both at parton level in the full phase space
and at particle level in the fiducial phase space, while measurements of the charged
leptons and beauty flavoured jets as well as the total jet multiplicity are performed
at particle level only in the fiducial phase space. A full overview of all variables and
combinations of variables is given below:

List of figures showing absolute and normalized single-differential cross
sections performed at both parton and particle level:

e Figure 8.1: the transverse momentum of the top, pr(t).

e Figure 8.2: the transverse momentum of the anti-top, pr(t).

e Figure 8.3: the rapidity of the top, y(t).

e Figure 8.4: the rapidity of the anti-top, y(?).

e Figure 8.5: the difference in absolute value of rapidity of the top and absolute
value of rapidity of the anti-top, |y(t)| — |y(¢)|.

e Figure 8.6: the absolute value of the azimuthal angle (¢) between the top and
the anti-top, |A¢(t, 1) .

e Figure 8.7: the transverse momentum of the ¢t system, pr(tt).

e Figure 8.8: the rapidity of the tf system, y(tt).

e Figure 8.9: the invariant mass of the t¢ system, m(tt).

e Figure 8.10: the ratio of the transverse momentum of the top quark over the
invariant mass of the t¢ system, pr(t)/m(tt).

e Figure 8.11: the ratio of the transverse momentum of the ¢ system over the
invariant mass of the ¢t system, pr(tt)/m(tt).

e Figure 8.12: the logl0 of the proton momentum fraction from the incoming par-
ton (leading order QCD), log(&;).

e Figure 8.13: the logl0 of the proton momentum fraction from the incoming anti-
parton (leading order QCD), log(&s).

List of figures showing absolute and normalized single-differential cross
sections performed at particle level only:

e Figure 8.14: the transverse momentum of the lepton, pr(¢), and

the ratio of the transverse momentum of the trailing lepton over the transverse mo-
mentum of the leading lepton, pr(¢) trailing/pr(¢) leading.

e Figure 8.15: the ratio of the transverse momentum of the lepton over the trans-
verse momentum of the anti-top quark, pr(¢)/pr(t), and

the ratio of the scalar sum of pr of b and pr of anti-b over the scalar sum of pr of

top and pr of anti-top, (pr(b) + pr(b))/(pr(t) + pr(t)).
e Figure 8.16: the transverse momentum of the leading b quark, pr(b) leading,
and
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the transverse momentum of the trailing b quark, pr(b) trailing.

e Figure 8.17: the transverse momentum of the ¢/ system, pr(¢¢), and

the absolute pseudorapidity of the £/ system, |n(£f)).

e Figure 8.18: the difference in absolute pseudorapidity of the lepton and absolute
pseudorapidity of the anti-lepton, |n(¢)| — |n(f)|, and

the absolute value of the azimuthal angle (¢) between the lepton and the anti-lepton,
IAG(L, D), ) )

e Figure 8.19: the invariant mass of the ¢/ system, m(¢(), and

the invariant mass of the bb system, m(bb).

e Figure 8.20: the invariant mass of the {[bb system, m(¢/bb).

e Figure 8.27: the total jet multiplicity, Nje, (the last bin is inclusive for > 7).

List of figures showing absolute and normalized double-differential cross
sections performed at particle level only:

e Figure 8.21: the absolute value of the azimuthal angle between the lepton and
the anti-lepton, |A¢(¢,£)|, in ranges of the invariant mass of the tf system, m(tf).
Shorthand notation: [m(tt),|A¢(¢,€)]].

e Figure 8.22: the absolute value of the azimuthal angle between the lepton and
the anti-lepton, |A¢(¢,£)|, in ranges of the transverse momentum of the top, pr(t).
Shorthand notation: [pr(t), |A¢(¢, £)]].

e Figure 8.23: the absolute value of the azimuthal angle between the lepton and the
anti-lepton, |A¢(¢, £)|, in ranges of the difference in absolute value of pseudorapidity
of the lepton and absolute value of pseudorapidity of the anti-lepton, |n(£)| — [n(£)|.
Shorthand notation: [|n(€)| — [n(0)|, |Ad(L, £)]].

e Figure 8.24: the invariant mass of the ¢/ system, m(¢f), in ranges of the absolute

pseudorapidity of the ¢/ system, |(¢€)|. Shorthand notation: [|n(¢€)|, m(£7)].
e Figure 8.25: the transverse momentum of the £/ system, pr(£f), in ranges of the
absolute pseudorapidity of the £/ system, |(¢¢)|. Shorthand notation: [|n(¢f)|, pr(£f)].
e Figure 8.26: the invariant mass of the ¢ system, m(¢f), in ranges of the trans-

verse momentum of the ¢/ system, pr(¢€). Shorthand notation: [pr(¢€), m(¢€)].

Three different types of data to theory comparisons are done to either alterna-
tive MC generators, predictions beyond-NLO in QCD, or alternative PDFs. The
alternative MC models consist of MG5_aMCQNLO[FxFx] (version 2.4.2)+PYTHIAS
and POWHEG (version 2)+HERWIG7, which are abbreviated to FXFX+PYT and
POW-+HER, respectively. This applies to figures and tables and when the models
are referenced in the rest of this section. In the first set of comparisons, predictions
from the two alternative models are plotted together with the reference simulation,
i.e. POWHEG (version 2)+PYTHIAS8, which will be abbreviated to POW+PYT. The
differential measurements are divided into several categories and presented in Sec-
tions 8.2.1 to 8.2.4, while numerical values of the results can be found in Appendix K.
A summary on the description of data by the MC models along with tables listing
x? values for all models can be found in Section 8.2.5, and the corresponding x>
definition is given in Appendix A.
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A second set of plots showing comparisons of data to predictions from aN*LO [140],
STRIPPER [130-133], MATRIX [141-148] and MINNLOPS [16-18] at beyond-NLO
in QCD is discussed in Section 8.2.6, while the third and final set of plots, comparing
the data to POW+PYT using different PDF models, is shown in Section 8.2.7. Here
the reference simulation, with the PDF set NNPDF3.1 at NNLO accuracy [32], is
compared to POW+PYT simulations, where the PDF sets NNPDF3.1 [32], CT14
[149], ABMP16 [150], MMHT2014 [151] and HERAPDF2.0 [33] at NLO accuracy
are used instead.

Contrary to the control plots and closure tests presented earlier, agreement between
the prediction and data is now expressed as the ratio of the two with the prediction
in the numerator. This choice reflects the shift in focus to how different predictions
compare with data as opposed to how well the reference simulation agrees with data.

8.2.1 Cross sections measured as functions of kinematic spec-
tra of the top quarks at parton and particle level

In this section the discussion pertains to Figures 8.1 to 8.4. Differential tf cross
sections are presented as functions of kinematic spectra of the top quarks at parton
level in the full phase space and particle level in the fiducial phase space.

The two independent quantities characterizing the dynamics of the top quarks are
the transverse momentum, pr, and rapidity, y. Figure 8.1 and 8.2 show cross sections
of pr(t) and pr(t), respectively, where the kinematic phase space has been slightly
extended to 600 GeV in comparison to the previous result in the dileptonic channel,
where pr(t) was measured up to 550 GeV [14]. One expects the measurements of
pr(t) and pr(f) to mirror each other as the top and anti-top are governed by the
same principles of physics, and indeed this is the case. The small differences in pre-
cision observed in the outer bins are artefacts of statistical fluctuations. The same
holds true for y(t) and y(t), as shown in Figure 8.3 and Figure 8.4, respectively. The
pr(t) and pr(t) spectra are not well described by POW+PYT and FXFX+PYT.
Both models give rise to a positive slope as a function of pr when comparing the
predictions to data, which favours a softer spectrum. This is a known effect and has
been observed at both CMS and ATLAS, as previously mentioned in Section 5.9.
The discrepancy has been shown to decrease for predictions at NNLO [14], however,
the cause of the so-called “top-pr slope” is not fully understood and therefore re-
mains an open question. The POW+HER prediction describes the data well and
exhibits no slope, however, this particular model fails to describe other distributions
as evident from the following discussion. Finally, all models predict y(¢) and y() to
be slightly more central than is observed in data.

The observations made above apply to the distributions at both parton and particle
level, and as this is generally the case, the following discussion will focus on the
former for measurements performed in both phase spaces. Furthermore, from the
figures described above one can see that the normalized differential measurements
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have smaller uncertainties when compared to the absolute ones. This was also stated
in Chapter 7 and is due to the cancellation of the luminosity and background un-
certainties in normalized distributions, which will be the focus of the subsequent
discussion.
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Figure 8.1: Differential ¢¢ cross sections measured as functions of the transverse momen-
tum of the top, pr(t), in the full phase space at parton level (top row) and in the fiducial
phase space at particle level (bottom row). The left and right columns show normalized
and absolute cross sections, respectively. The data (black dots) is shown together with the
reference simulation, depicted in red and abbreviated to POW+PYT, and two alterna-
tive simulation models, FXFX+PYT (blue) and POW+HER (magenta). The statistical
and total uncertainties on the data are illustrated by the grey and yellow bands, respec-
tively, where the latter corresponds to systematic and statistical uncertainties added in
quadrature. The uncertainty on the POW-+PY'T prediction is indicated by error bars.
Furthermore, a x? value that takes all measurement uncertainties into account is reported
for each MC model, and the ratios with respect to data are shown in the bottom panel of
each plot.
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Figure 8.2: Differential ¢t cross sections measured as functions of the transverse mo-
mentum of the anti-top, pr(¢), in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.1.
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particle level (bottom row).

cross sections, respectively. For further details see Figure 8.1.
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8.2.2 Cross sections measured as functions of kinematic spec-
tra of the ¢t system including correlations of the top
and anti-top quark at parton and particle level

The following discussion centers on Figures 8.5 to 8.13 which show differential ¢t
cross sections measured as functions of kinematic spectra of the ¢ system at parton
level in the full phase space and particle level in the fiducial phase space. The spec-
tra also include several variables representing kinematic correlations of the top and
anti-top quark.

Figure 8.5 shows the cross sections measured as functions of |y(¢)| — |y(¢)|, which
is sensitive to ¢t dynamics and additional gluon radiation. All models give rise to
distributions that are more central than data, underestimating the data in the outer
regions where |y(t)| — [y(t)| < —=2or |y(t)] —[y(})] > 2.

The |A¢(t,t)] and pr(tt) cross sections are shown in Figure 8.6 and Figure 8.7,
respectively. The distributions are useful for probing the effects of QCD radiation.
At leading order, the top and anti-top will be created back-to-back, resulting in an
azimuthal angle of m between the top and anti-top and zero net pr of the ¢t system.
However, at higher order, real emissions will cause the parent top quark to recoil
leading to distributions with tails away from 0 and 7. The |A¢(¢,¢)| distribution is
described well by POW+PYT with a small x? of 1 (normalized). The other mod-
els FXFX+PYT and POW+HER also show good agreement between the prediction
and data within data uncertainties. The description of the prediction versus data for
pr(tt) appears to have a slight modulation for all models. The reference generator
POW+PYT has the best modelling at low pr, leading to the best x? overall despite
the overestimation of data at high pr. In the intermediate pr bins, the alternative
models FXFX+PYT and POW-+HER generally over- and undershoot the data, re-
spectively, which results in higher values of 2. However, the latter has a noticeably
better description in the high pr bins than both POW+PYT and FXFX+PYT,
suggesting a better modelling of higher order and high pr QCD radiation. It should
be noted that the pr(¢t) binning has been extended from 570 GeV to 1 TeV in com-
parison with [14]. A good precision within 20% is still obtained for the extended
phase space.

Figure 8.8 shows the y(¢t) distribution, where the central binning has been made
slightly finer in comparison with the previous measurement [14]. Among other things
this observable is expected to be sensitive to the proton PDFs, since y(tt) depends
on the ratio of the momenta of the two partons initiating the hard interaction in
e.g. gluon-gluon fusion. Both POW+PYT and FXFX+PY'T predict the spectra to
be a little more central than is observed in data. This is a common feature for the
rapidity distributions, and appears to be more pronounced for the latter, which has
a higher x? as a result. The best x? is reported for POW+HER, which has a good
description of the data overall.

The measurement of m(tt) shown in Figure 8.9 is performed with the loose kinematic
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reconstruction. Two POW-+PYT models using different top masses of m; = 175.5
GeV (green) and m; = 169.5 GeV (cyan) are shown in addition to the reference
simulation and the two alternative models, which are all based on the assumption
that m; = 172.5 GeV. However, the loose kinematic reconstruction doesn’t con-
strain my, thereby allowing an unbiased view of the threshold region. All models
with m; = 172.5 GeV describe the data well within the uncertainties with an ex-
ception of the first bin, i.e. the threshold region, where the models underestimate
the data. The model with m; = 169.5 GeV also provides a good description of the
data. A good distinction is seen with respect to the model with m; = 175.5, which
significantly underestimates the data in the first bin and is slightly harder than the
data in the intermediate bins. Among other things m(tt) is also sensitive to the
proton PDFs, since m(tt)? is proportional to the product of the momenta of the two
partons initiating the hard interaction in e.g. gluon-gluon fusion.

Figures 8.10 and 8.11 show cross sections measured for the first time as functions
of pr(t)/m(tt) and pr(tt)/m(tt), respectively. The measurement of pr(t)/m(tt) was
performed in order to shed light on the top pr problem inspired by [15], which sug-
gests that this problem is more pronounced when m(tt) is large. The measurement
of pr(tt)/m(tt) is expected to be sensitive to pr re-summation effects instead. As
can be seen from the measured distributions in Figure 8.10, the statement made
above for pr(t)/m(tt) clearly holds true for both POW+PYT and FXFX+PYT,
which predict much harder distributions than is observed in data, but it’s worth
noting that this is not the case for POW+HER for which a reasonable agreement
between the prediction and data is observed. This is in line with the previous obser-
vations made for the POW+HER modelling of the pr(t) spectra. A modulation in
pred. /data was observed for all three models when looking at the pr(#t) spectra and,
as can be seen from Figure 8.11, this is also present for pr(tt)/m(tt) and appears to
be enhanced.

The measurements of log(&;) and log(&) are shown in Figures 8.12 and 8.13, re-
spectively. Here the definition & = (E(tt) — p.(tt))/2E, (& = (E(tt) + p.(tt))/2E,)
is used, as previously described in Section 2.3.1, where it was stated that & (&) is
equivalent to the momentum fraction of the incoming parton from the proton (other
proton) at leading order in QCD. All models provide a reasonably good description
of the data within the associated uncertainties but exhibit a slight overestimation
in the central region. The measurements in the highest & and & bins are, in the
leading order QCD picture, expected to be sensitive to the gluon density at proton
momentum fractions of ~ 0.2.
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Figure 8.5: Differential ¢¢ cross sections measured as functions of the difference in absolute
value of rapidity of the top and absolute value of rapidity of the anti-top, |y(t)| — |y(?)], in
the full phase space at parton level (top row) and in the fiducial phase space at particle level
(bottom row). The left and right columns show normalized and absolute cross sections,
respectively. For further details see Figure 8.1.
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Figure 8.7: Differential ¢¢ cross sections measured as functions of the transverse momen-
tum of the ¢t system, pr(tt), in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show

normalized and absolute cross sections, respectively. For further details see Figure 8.1.
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Figure 8.8: Differential ¢t cross sections measured as functions of the rapidity of the ¢t
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Figure 8.9: Differential ¢ cross sections measured as functions of the invariant mass of
the tt system, m(tt), in the full phase space at parton level (top row) and in the fiducial
phase space at particle level (bottom row). The left and right columns show normalized
and absolute cross sections, respectively. For further details see Figure 8.1.
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Figure 8.10: Differential tf cross sections measured as functions of the ratio of the trans-
verse momentum of the top quark over the invariant mass of the tt system, pr(t)/m(tt),
in the full phase space at parton level (top row) and in the fiducial phase space at par-
ticle level (bottom row). The left and right columns show normalized and absolute cross
sections, respectively. For further details see Figure 8.1.
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Figure 8.11: Differential t¢ cross sections measured as functions of the ratio of the trans-
verse momentum of the ¢t system over the invariant mass of the tt system, pr(tt)/m(tt),
in the full phase space at parton level (top row) and in the fiducial phase space at par-
ticle level (bottom row). The left and right columns show normalized and absolute cross
sections, respectively. For further details see Figure 8.1.
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Figure 8.12: Differential t¢ cross sections measured as functions of log(&;), which is
equivalent to the momentum fraction of the incoming parton from one of the protons in
the leading order QCD picture, in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.1.
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Figure 8.13: Differential t¢ cross sections measured as functions of log(&z), which is
equivalent to the momentum fraction of the incoming parton from one of the protons in
the leading order QCD picture, in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.1.
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8.2.3 Cross sections measured as functions of kinematic spec-
tra of the charged leptons and beauty flavored jets at
particle level

Figures 8.14 to 8.26 show differential tf cross sections measured as functions of kine-
matic spectra of the leptons and beauty flavored jets at particle level in the fiducial
phase space. These distributions are especially interesting as a way to study the
top quark decay but also correlations with the kinematics of the ¢t system. Further-
more, the precision of these types of measurements benefit greatly from the excellent
identification and resolutions of the objects in the CMS experiment.

Figure 8.14 shows distributions of both pr(¢) and pr(¢) trailing/pr(¢) leading. Since
the lepton is a daughter particle of the top quark, the pr(¢) spectra is correlated
with that of pr(¢) and therefore one may expect to see similar trends in the descrip-
tion of data. Both POW+PY'T and FXFX+PYT exhibit the same type of slope in
Pred./Data as seen for pr(t) while POW+HER retains a good agreement with data
for both distributions and performs the best in terms of x2. The latter model also
provides the best prediction for pr(¢) trailing/pr(¢) leading, where POW+PYT and
FXFX+PYT both overestimate the data for smaller values of this observable.
Figure 8.15 shows distributions of pr(£) /pr(t) and (pr(b) 4+ pr(b))/(pr(t) +pr(t)).
These observables directly probe the momentum transfer of the mother top quarks
to the daughter particles. Both POW+PYT and POW+HER provide predictions
that agree reasonably well with the data for smaller values of pr(¢)/pr(t), but the
same cannot be said for (pr(b) + pr(b))/(pr(t) + pr(t)). Here the description is
particularly bad in the second bin, where the prediction lies above the data. The
worst performance overall is seen for FXFX+PYT.

Measurements of the leading and trailing pr(b) spectra are also performed and
shown in Figure 8.16. The data is generally well described by both POW+PY'T and
POW-+HER within uncertainties. However, POW+PYT has a general tendency to
be slightly harder than the data while POW+HER is slightly softer. FXFX+PYT
also gives rise to a harder spectra than observed in data but the discrepancy is more
pronounced than for POW+PY'T.

Now moving from single particles to spectra of particle systems, measurements of
pr(¢0) and |n(¢f)| are shown in Figure 8.17. The ¢/ system is expected to be kine-
matically correlated with the mother ¢¢ system, despite the fact that it’s carrying
only a fraction of its four-momentum. A very good agreement with data is obtained
for all models although POW+PYT and FXFX+PYT give rise to slightly harder pr

spectra and more central |n(¢¢)| distributions. Cross sections measured as functions
of [n(f)] — |n(f)| and |A¢(¢,€)| are shown in Figure 8.18. All three models predict
[n(€)| — |n(£)| to be more central than is observed in data, but otherwise describe the
data reasonably well. The number of back-to-back leptons in ¢ are overestimated
with respect to data and all models have considerably high x? values for |A¢(¢, £)].
This distribution is sensitive to effects from the spin correlation of the parent top
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quarks and is therefore of particular interest [152].

Figure 8.19 shows measurements of m(£f) and m(bb), while m(£¢bb) is shown in
Figure 8.20. A prime motivation here is to assess the sensitivity of the masses of the
partial ¢t decay systems to the top quark mass. Both POW+PYT and FXFX+PYT
predict m(¢€) to be harder than is observed in data. However, these models under-
shoot the data in the outer ends of the spectra when looking at m(bb) and m(¢bb).
The POW+HER model exhibits a clear tendency towards softer spectra for these
two distributions. Alternative POW-+PYT models using masses of m; = 175.5 GeV
(green) and m; = 169.5 GeV (cyan) are again shown alongside the other MC models
which use the nominal value of m, = 172.5 GeV. One can conclude from m(¢/),
m(bb) and m(£fbb) that the MC models exhibit a shift towards a harder description
of the data for higher values of m;. A reduced level of sensitivity to m, is seen
for m(¢f) and m(bb) with respect to the corresponding m(tt) distribution at low
invariant mass. The m(¢/bb) distribution demonstrates the highest sensitivity in

this region.

Double-differential cross section measurements of t¢ production are performed as
functions of kinematic spectra of the leptons in bins of other kinematic variables
of the top quarks, tf or ¢ system. Figures 8.21, 8.22 and 8.23 show distribu-
tions of [m(tt), [A¢(L, O)]], [pr(t), [A¢(L, £)]] and [[n(€)| — |n(C)], |Ag(L, )], respec-
tively, which illustrate how the absolute value of the opening angle between the
lepton and anti-lepton, |A¢(¢,£)|, behaves in different ranges of m(tf), pr(t) or
In(0)| — |n(€)|, referred to as super-bins. A positive slope in the ratio of prediction
and data as a function of |A¢(¢, £)| is generally present for all three of the afore-
mentioned distributions. The effect is especially enhanced in the last super-bin of
[m(tt), |Ap(¢, 0)|] and [pr(t),|A¢ (¢, €)|] where all three models fail to describe the
data for larger values of m(tt) or pr(t). This is particularly true when the corre-
sponding opening angle is small, where the predictions clearly underestimate the
data. For [|[n(€)| — [n(0)|,|A¢(£,£)|] there is a tendency to consistently underesti-
mate the data for small values of |A¢(¢, )| while overestimating the data for large
values of |A¢(¢,{)| irrespective of the [n(£)| — |n(f)| range. Generally, POW+PYT
and POW-+HER exhibit a similar level of performance while FXFX+PY'T is worse
in comparison.

Figures 8.24, 8.25 and 8.26 show measurements of [|n(¢¢)], m(¢¢)], [|n(¢€0)|, pr(¢C)]

and [pr(€€), m(£0)] respectively, where the excellent kinematic resolution of leptons
is further exploited to obtain very precise and finely-binned double-differential cross
sections. This study provides a survey of the full set of independent kinematic

variables of the £/ system, |n(£f)|, m(¢¢) and pr(¢f), and their correlations. All
models generally provide a reasonably good description of the data although the
trend noted above, where POW+PYT and POW+HER outperform FXFX+PYT,

still holds. The observations made for the 1D measurements of m(¢¢) and pr(¢¢)

are also visible for [|n(€0)|, m(£¢)] and [|n(€€)|, pr(¢¢)]. All models underestimate the

data for low values of m(¢¢) and this effect is more pronounced for larger values of

In(et)|. POW+PYT and FXFX+PYT predict slightly harder pr(¢¢) spectra and
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this is seemingly enhanced at small values of |n(¢f)| in particular for the latter.

When looking at [pr(£¢), m(£¢)] one can see that POW+PYT and FXFX+PYT be-

gin to overestimate the data when pr(¢¢) increases. This observation is again most
pronounced for the latter.

136



CMS Preliminary 138 b (13 TeV)
— ] —— T
% [ dilepton, particle level o Data, dof=11 4 %
S ey, 10
= 10°F " o POW+PYT, =28 - 2 107
_g." F - O FXFX+PYT, 2=51 5
E + o » POW+HER, y2=18 .g-'_
3| I | = -2
'\E 10 E i Total unc. 3 3 10
C ol Stat unc. ]
-4 | _ 107
10 % O gLon %

[ b 4
L T S 10
B8 1.2] ' 1 B& 12
os 1. O — T 1.
ala 1 L conok°% o ° 4 A Q = /\7 ale 1

0.8 r ] 0.8
100 200 300
p,(1) [GeV]
CMS Preliminary 138 b (13 TeV)
o ———— e ——— 5
-_g r dilepton, particle level 4 %
8 2 2
s 1.5— OO —o@m 1 g
at CeDs Shm e o
L mpy i —
) o £ 15
= Qg4 g
g 1— ® Data, dof=9 ] g’
=] | o POWA+PYT, 52=15 :T‘:! 10
§' ol O FXFX+PYT, y2=24 =
S 05— 4 POWHHER, =7 —| o~
o k<] 5
= | Total unc. | E
Cellx Stat unc.
gg [T ‘ 1 gls
Egu#ﬂwou ] ER- -
1 4 ——— 1
09 b 0.9
0 0.2 0.4 0.6 0.8

pT(I) trailing/pT(I) leading

CMS Preliminary 138 fb' (13 TeV)
T —
L _dilepton, particle level o Data, dof=12 .
e o POW+PYT, x2=32 —|
= & 3
F . O FXFX+PYT, 2=62
B e A POW+HER, y2=21 ]|
; Total unc. E
E S 3
C Stat unc. ]
E " 3
E =
. o -

005000 o ®0 6 @O ¢ 6 o

5 ~
100 200 300

p,() [GeV]

CMS Preliminary 138 fo™' (13 TeV)

T ]
dilepton, particle level
° °
- e oCr—el; Co
=% A O.D
— A0
on 53
o—x
[ ® Data, dof=10 b
— o POW+PYT, y2=16 —
| o O FXFX+PYT, y2=27 |
A POW+HER, 2=7
Total unc.
r Qs Stat unc. 7
+..—. ' } |
0o oo ]
‘? {mE—] o fo} g o = o = ° o o 1
A A A A A 4
0.2 0.4 0.6 0.8

pT(I) trailing/pT(I) leading

Figure 8.14: Differential ¢¢ cross sections measured as functions of the transverse momen-
tum of the lepton, pp(¢), in the top row and the ratio of the transverse momentum of the
trailing lepton over the transverse momentum of the leading lepton, pr(¢) trailing/pr(¥¢)
leading, in the bottom row. The measurements are performed in the fiducial phase space
at particle level. The left and right columns show normalized and absolute cross sections,
respectively. For further details see Figure 8.1.
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Figure 8.15: Differential ¢t cross sections measured as functions of the ratio of the trans-
verse momentum of the lepton over the transverse momentum of the anti-top quark,
pr(£)/pr(t), in the top row and the ratio of the scalar sum of pr of b and pr of anti-b over
the scalar sum of pr of top and pr of anti-top, (pr(b) + pr(b))/(pT(t) + pr(t)), in the
bottom row. The measurements are performed in the fiducial phase space at particle level.
The left and right columns show normalized and absolute cross sections, respectively. For
further details see Figure 8.1.
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Figure 8.16: Differential ¢f cross sections measured as functions of the transverse momen-
tum of the leading b quark, pr(b) leading, in the top row and the transverse momentum of
the trailing b quark, pp(b) trailing, in the bottom row. The measurements are performed
in the fiducial phase space at particle level. The left and right columns show normalized
and absolute cross sections, respectively. For further details see Figure 8.1.
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Figure 8.17: Differential ¢t cross sections measured as functions of the transverse mo-
mentum of the £¢ system, pr(¢/), in the top row and the absolute pseudorapidity of the
00 system, |n(£f)|, in the bottom row. The measurements are performed in the fiducial
phase space at particle level. The left and right columns show normalized and absolute
cross sections, respectively. For further details see Figure 8.1.
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Figure 8.18: Differential ¢t cross sections measured as functions of the difference in
absolute pseudorapidity of the lepton and absolute pseudorapidity of the anti-lepton,
In(0)] — |n(¢)], in the top row and the absolute value of the azimuthal angle between
the lepton and the anti-lepton, |A¢(¢,f)|, in the bottom row. The measurements are
performed in the fiducial phase space at particle level. The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.1.
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Figure 8.19: Differential ¢f cross sections measured as functions of the invariant mass of
the ¢ system, m(¢f), in the top row and the invariant mass of the bb system, m(bb), in the
bottom row. The measurements are performed in the fiducial phase space at particle level.
The left and right columns show normalized and absolute cross sections, respectively. For
further details see Figure 8.1.
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Figure 8.20: Differential ¢ cross sections measured as functions of the invariant mass of
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and absolute (right) distributions. For further details see Figure 8.1.
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Figure 8.21: Differential ¢t cross sections measured as functions of the absolute value of
the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,¢)|, in ranges of the
invariant mass of the t¢ system, m(¢t), for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level. For further details
see Figure 8.1.
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Figure 8.22: Differential ¢t cross sections measured as functions of the absolute value of
the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,¢)|, in ranges of the
transverse momentum of the top, pr(t), for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level. For further details

see Figure 8.1.
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Figure 8.23: Differential tf cross sections measured as functions of the absolute value
of the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,f)|, in ranges of
the difference in absolute value of pseudorapidity of the lepton and absolute value of
pseudorapidity of the anti-lepton, [n(¢)| — |n(f)|, for both normalized (top) and absolute
(bottom) measurements performed in the fiducial phase space at particle level. For further
details see Figure 8.1.
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Figure 8.24: Differential tf cross sections measured as functions of the invariant mass of
the £¢ system, m(££), in ranges of the absolute pseudorapidity of the ¢¢ system, |n(¢f)|,
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level. For further details see Figure 8.1.
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Figure 8.25: Differential ¢t cross sections measured as functions of the transverse momen-
tum of the ¢/ system, pr(¢f), in ranges of the absolute pseudorapidity of the ¢/ system,
In(£€)|, for both normalized (top) and absolute (bottom) measurements performed in the
fiducial phase space at particle level. For further details see Figure 8.1.
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Figure 8.26: Differential ¢t cross sections measured as functions of the invariant mass
of the £ system, m(£f), in ranges of the transverse momentum of the £/ system, pr(¢/),
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level. For further details see Figure 8.1.
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Figure 8.27: Differential ¢t cross sections measured as functions of the total jet multiplic-
ity, Njet (the last bin is inclusive for > 7), in the fiducial phase space at particle level for
normalized (left) and absolute (right) distributions. For further details see Figure 8.1.

8.2.4 Cross sections measured as functions of kinematic spec-
tra of the jet multiplicity at particle level

The total jet multiplicity, N, is measured at particle level in the fiducial phase
space and is shown in Figure 8.27. The last bin is inclusive for Nj,; > 7. The models
POW+PYT and POW+HER provide predictions that agree reasonably well with
the data within uncertainties, but FXFX+4+PYT completely fails to describe the data
for multiplicities of Nje, = 3 (Njer > 4) for which it predicts too many (few) events.
The N = 3 multiplicity corresponds to an NLO process for ¢ production with
one real jet emission (see the NLO Feynman diagram in Figure 4.2 in Chapter 4).
The Nj, = 4,5,6, 7+ cross sections probe processes with o(a?) or up to o(a?) for

tt production. The description of these processes by the MC models relies on the
parton shower approximation, which seems to work quite well overall.
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8.2.5 Summary on the description of data by the MC mod-
els

The x? values of all MC models are summarized in Tables 8.3 to 8.8. The best de-
scription of data overall is generally provided by POW+PYT, however, this model
also tends to predict harder pr spectra of the top quark and lepton than is observed
in data. Predictions by FXFX+PYT also tend to be too hard, but the effect is much
more pronounced than for the latter. In contrast, POW+HER has a very good de-
scription of these spectra, but the same cannot be said for the pr spectra of particle
systems, where this model has a tendency to be too soft. On the whole all models
predict more central rapidity spectra. Cross sections measured as functions of the
invariant masses m(tt), m(¢€), m(bb) and m(£bb) are also studied in comparisons
of the MC models along with alternative POW+PYT models using different top
masses, i.e my = 175.5 GeV and m; = 169.5 GeV, in order to gauge the sensitivity
to the top mass. The MC models use m; = 172.5 GeV and have a reasonably good
description of all mass distributions except at the threshold, where they generally
undershoot the data. A higher value of m; is shown to result in a harder descrip-
tion of the data and m(¢/bb) in particular shows a high degree of sensitivity to the
different top masses.

Differential cross sections are also performed as functions of several new ratios of
observables. One such ratio is pr(t)/m(tt), which sheds light on the top pt problem,
while another measurement, pr(tt)/m(tt), is sensitive to the pr re-summation effects
instead. In the former, POW+PYT and FXFX+PYT predict much harder spectra
than is observed in data, lending support to the idea that the top pr problem is
more pronounced when m(tt) is large. However, the POW-+HER model retains a
reasonable description, as is also observed for the single-differential measurement of
pr(t). Furthermore, the modulation in the prediction and data agreement observed
in the single-differential measurement of pr(t) is more enhanced in pr(tt)/m(tt).

Finally, the POW+PYT and POW+HER models have a similar description of the
data in the double-differential measurements, where a worse performance is seen for
FXFX+PYT. A positive slope in the ratio of prediction and data as a function of
|A¢(£,0)| is seen for all models when correlating this observable with m(tf), pr(t)
and |n(£0)|. Reasonably good descriptions of the data is observed for all MC models
when correlating spectra of the €0 system, i.e. |n(¢f)|, m(¢f) and pr(¢f), and the
high-level precision in such measurements are a result of the excellent resolution of
leptons in the CMS experiment. However, the general observation that POW+PYT

and POW+HER outperform FXFX+PY'T still holds.
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Table 8.3: The x? values and degrees of freedom for normalized differential cross
sections measured as functions of kinematic spectra of the top quarks and tt system
are listed for the different NLO MC models. The values are shown for the parton
level definition in the full phase space. Uncertainties on the measurement are taken
into account when computing the x? but uncertainties on the predictions are not
included.

Cross section o \2

variables POW+PYT POW+HER FXFX+PYT
pr(t) 6 15 5 38
pr(t) 6 13 6 37
y(t) 9 23 21 34
y(t) 9 28 24 39
pr(tt) 6 22 34 38
y(tt) 11 10 8 19
m(tt) 6 5 4 7
|AG(t, 1)) 3 1 7 5
@Ol —ly@®| 7 16 14 19
pr(t)/m(tt) 4 33 11 77
pr(tt)/m(tt) 8 17 27 27
log(&1) 8 14 12 17
log(&2) 8 10 7 23
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Table 8.4: The x? values and degrees of freedom for absolute differential cross sec-
tions measured as functions of kinematic spectra of the top quarks and ¢t system
are listed for the different NLO MC models. The values are shown for the parton
level definition in the full phase space. Uncertainties on the measurement are taken
into account when computing the x? but uncertainties on the predictions are not
included.

Cross section ot 2

variables POW+PYT POW+HER FXFX+PYT
pr(t) 7 21 5 43
pr(t) 7 19 6 43
y(t) 10 28 21 34
y(D) 10 33 25 40
pr(tt) 7 24 35 39
y(tt) 12 13 8 19
m () 7 6 4 9
|Ap(t,1)] 4 4 11 7
()] = (@) 8 18 14 19
pr(t)/m(tt) ) 39 13 104
pr(tt)/m(tt) 9 20 39 32
log(&1) 9 16 12 18
log(&2) 9 14 7 24
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Table 8.5: The x? values and degrees of freedom for normalized differential cross
sections measured as functions of kinematic spectra of the top quarks and tt system
are listed for the different NLO MC models. The values are shown for the particle
level definition in the fiducial phase space. Uncertainties on the measurement are
taken into account when computing the x? but uncertainties on the predictions are
not included.

Cross section o \2

variables POW+PYT POW+HER FXFX+PYT
pr(t) 6 17 6 40
pr(t) 6 14 5 40
y(t) 9 19 20 30
y(t) 9 24 27 30
pr(tt) 6 21 41 32
y(th) 11 10 9 21
m(tt) 6 5 8 5
|Ag(t, 1) 3 1 6 3
@Ol —ly@®| 7 15 18 15
pr(t)/m(tt) 4 30 12 67
pr(tt)/m(tt) 8 18 36 32
log(&1) 8 14 18 17
log(&2) 8 9 10 17
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Table 8.6: The x? values and degrees of freedom for absolute differential cross sec-
tions measured as functions of kinematic spectra of the top quarks and ¢t system
are listed for the different NLO MC models. The values are shown for the particle
level definition in the fiducial phase space. Uncertainties on the measurement are
taken into account when computing the x? but uncertainties on the predictions are
not included.

Cross section o \2

variables POW+PYT POW+HER FXFX+PYT
pr(t) 7 22 7 44
pr(t) 7 20 5 44
y(t) 10 24 19 32
y(t) 10 28 26 32
pr(tt) 7 23 41 34
y(tt) 12 13 9 23
m(tt) 7 7 7 5
|Ag(t, 1) 4 4 7 4
(@ —ly@)| 8 17 18 15
pr(t)/m(tt) 5 33 14 71
pr(tt)/m(tt) 9 21 61 46
log(&1) 9 16 19 17
log(&2) 9 12 10 19
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Table 8.7: The x? values and degrees of freedom for normalized differential cross
sections measured as functions of kinematic spectra of the charged leptons and
beauty flavoured jets are listed for the different NLO MC models. The values are
shown for the particle level definition in the fiducial phase space. Uncertainties on
the measurement are taken into account when computing the x? but uncertainties
on the predictions are not included.

Cross section dof %
variables POW+PYT POW+HER FXFX+4+PYT
pr(f) 11 28 18 51
r(¢) trailing/pr(¢) leading 9 15 7 24
pr(0)/pr(t) 4 10 12 25
pr(b) leading 9 5 8 26
pr(b) trailing 6 6 7 24
(pr(b) +pr(b))/(pr(t) +pr(t) 3 19 18 27
m(00) 11 23 23 27
m (bb) 6 15 14 15
m(¢fbb) 18 33 28 28
pr(40) 8 4 9 14
In(e0)| 13 14 11 21
[m(tt), |Ag (L, 0)]] 39 119 108 130
[pr(t), |Ap(L,0)]] 39 100 97 143
(O] = ()], |Ag (¢, O)]] 59 116 138 168
[[n(€0)|, m(£0)] 23 48 37 73
[In(¢0)], pr(£0)] 19 27 24 78
[pr(€0), m(00)] 29 44 55 83

156



Table 8.8: The x? values and degrees of freedom for absolute differential cross sec-
tions measured as functions of kinematic spectra of the charged leptons and beauty
flavoured jets are listed for the different NLO MC models. The values are shown
for the particle level definition in the fiducial phase space. Uncertainties on the
measurement are taken into account when computing the x? but uncertainties on
the predictions are not included.

Cross section dof %

variables POW+PYT POW+HER FXFX+4+PYT
pr(0) 12 32 21 62
r(¢) trailing/pr(¢) leading 10 16 7 27
pr(0)/pr(t) 5 20 14 28
pr(b) leading 10 6 8 31
pr(b) trailing 7 7 7 2
(pr(b) +pr(b))/(pr(t) + pr(t) 4 24 21 30
m(00) 12 31 23 29
m (bb) 7 21 15 17
m(¢fbb) 19 36 27 30
pr(40) 9 4 10 17
In(e0)| 14 16 12 22
[m(tt), |Ag (L, 0)]] 40 135 104 138
[pr(t),|Ad(L, )] 40 113 95 150
(O] = ()], |Ag (¢, O)]] 60 128 133 175
[[n(€0)|, m(£0)] 24 55 35 76
[In(¢0)], pr(£0)] 20 30 24 84
[pr(€0), m(00)] 30 50 52 88
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8.2.6 Comparisons to theoretical predictions at beyond-NLO
accuracy

The measured cross sections are also compared to the following theoretical predic-
tions at beyond-NLO accuracy in QCD:

e Cross sections measured as functions of pr(t) and y(t) are compared to theoretical
predictions at approximate next-to-next-to-next-leading-order (aN®*LO) accuracy,
which is achieved by resumming soft-gluon contributions at next-to-next-to-leading-
logarithm (NNLL) accuracy [140]. The renormalization and factorization scales are

set to the transverse mass, mt = \/m? + pr(t)2, for the pr(t) spectra and the top
mass, my, for the y(t) spectra.

e All cross sections at parton level are compared to theoretical predictions com-
puted with the MATRIX package [141-148] at full NNLO accuracy in QCD (apart
from log(&;) and log(&>)). The renormalization and factorization scales are set to
Hr /4, where Hr is given as the sum of mr of the top quark and anti-top quark.

e All cross sections at parton and particle level are compared to theoretical predic-
tions from the STRIPPER framework [130-133], which provides fixed-order predic-
tions at full NNLO accuracy in QCD (Nje; is not included in the set of comparisons).
The renormalization and factorization scales are again set to Hr/4. It should be
noted that STRIPPER provides the first calculation for top-quark pair production
and decay to dilepton final states, performed in the narrow width approximation at
NNLO QCD.

e The MINNLOPS method [16-18] is used together with the MiNLO prescription
[153, 154] to compute and integrate fixed-order predictions at full NNLO accuracy in
QCD with parton showers in the POWHEG-V2-BOX [72] interfaced with PyTHIA
8. The underlying event and hadronization are taken into account when simulating
the parton shower. The renormalization scale used for the two powers of o, and the
scale used for the modified logarithms are set to Hr/4 and Hr/8, respectively.

All predictions described above use the PDF set NNPDF3.1 [32] at NNLO accu-
racy and assume a value of m; = 172.5 GeV for the top mass. In all the following
theory to data comparisons, the POW-+PYT predictions are also shown, as a refer-
ence model for the NLO MC generators. The uncertainties on the reference model
and fixed-order predictions are represented by their respective error bars, but the
latter only include scale uncertainties obtained by varying the renormalization and
factorization scales up (down) by factors of 2 (0.5). Cross sections measured as func-
tions of kinematic spectra of the top quarks at parton level in the full phase space
and particle level in the fiducial phase space are shown in Figures 8.28 to 8.31. The
spectra for pr(t) and pr(t) are shown in Figures 8.28 and 8.29, respectively. The
comparisons to different MC generators showed that predictions at NLO give rise
to harder spectra with respect to data but one can see that this is not true for pre-
dictions at fixed-order which all describe the data remarkably well. The prediction
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from aN®LO has a higher value of x> than POW+PYT and this seems to be due
to the slightly worse agreement with data in the second and third bin in particular,
where the data is measured with very high precision. All predictions follow the same
trend as POW+PYT for y(tt) (Figure 8.30) and y(t) (Figure 8.31) which are more
central at both NLO and beyond-NLO accuracy than data.

Cross sections measured as functions of kinematic spectra of the tf system, including
correlations of the top and anti-top quark, at parton and particle level are shown in
Figures 8.32 to 8.40. Figure 8.32 shows |y(t)| — |y()|, which is overall well described
by MATRIX, STRIPPER and MINNLOPS in both central and outer bins. The
problem that |y(¢)| — |y(¢)| is more central than data at NLO accuracy is exempli-
fied by POW+PYT but this is not the case for predictions at beyond-NLO accuracy.

The |A¢(t,t)] and pr(tt) measurements are shown in Figure 8.33 and 8.34, re-
spectively. Both MATRIX and STRIPPER have large uncertainties in all bins of the
|A¢(t,t)| distribution. These predictions have a good description at small opening
angles but clearly predict too steep a rise near m, contrary to POW+PYT, which
has an excellent description overall. The closely related pr(tt) spectra show that
MATRIX, STRIPPER and MINNLOPS have the same type of modulation in the
agreement with data as the reference simulation. Here MATRIX and STRIPPER
perform better than both POW+PYT and MINNLOPS. The latter has the worst
description at intermediate pr(tt), where it underestimates the data.

The y(tt) distribution in Figure 8.35 is well described by MATRIX, STRIPPER and
MINNLOPS but all three underestimate m(tt) in Figure 8.36 at threshold along
with POW+PYT. However, the predictions still give a good description of data
overall.

Distributions of pr(t)/m(tt) and pr(tt)/m(tt) are shown in Figures 8.37 and 8.38,
respectively. All predictions describe the pr(t)/m(tt) spectra well, especially com-
pared to POW+PYT which fails to describe the data. However, pr(tt)/m(tt) is not
well described by any prediction. This cross section exhibits a more pronounced
modulation in the agreement with data than observed for pr(¢t). The prediction
from POW+PY'T performs the best overall in this case.

The log(&;) and log(&>) measurements are shown in Figures 8.39 and 8.40, respec-
tively, and are well described by both STRIPPER and MINNLOPS in the central
bins. The latter performs the best overall. Some differences in prediction versus
data are observed in the extreme ends of the spectra, primarily for STRIPPER at
large values of &.

Cross sections measured as functions of kinematic spectra of the leptons and beauty
flavoured jets at particle level in the fiducial phase space are shown in Figures 8.41
to 8.45. The pr(f) and pr(f) trailing/pr(¢) leading spectra are shown in Figure 8.41,

while pr(¢)/pr(t) and (pr(b) +pr(b))/(pr(t) + pr(t)) are shown in Figure 8.42. As
previously stated, POW+PYT exhibits a slope in pr(¢) which is correlated with
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the slope seen for pr(f). As STRIPPER had no visible slope for pr(t) one expects
to see the same for pr(f) and this is indeed the case. POW+PYT still performs
best in terms of the x? but this is due to a slightly better description at low pr.
POW+PYT similarly performs best for pr(¢) trailing/pr(¢) leading although it is
closely matched by STRIPPER with the exception of the first bin, whereas STRIP-

PER has the best description of both pr(¢)/pr(t) and (pr(b)+pr(b))/(pr(t)+pr(t)).

The pr(b) leading and pr(b) trailing distributions in Figure 8.43 are overall well
described across the whole spectra within the corresponding data uncertainties.

The m(¢¢) and m(bb) distributions in Figure 8.44 are better modelled by POW+PYT
as opposed to STRIPPER. This also applies to m(£/bb) in Figure 8.45. Here STRIP-
PER provides predictions that are mostly within the data uncertainties in all three
cases. An exception to this is seen for m(bb) at threshold, where STRIPPER signifi-
cantly overshoots the data.

Double-differential measurements are shown at particle level in the fiducial phase
space in Figures 8.46 to 8.51. Distributions of [m(t), |A¢(€, )], [pr(t), |Ae(L, 0)]]
and [[n(€)| — |n(0)|,|A¢(¢, )] are shown in Figures 8.46, 8.47 and 8.48, respectively.
POW+PYT performs better than STRIPPER in terms of y? but neither are de-
scribing the data within data uncertainties. Typically STRIPPER and POW+PYT
agree in that they either both undershoot or overshoot the data but the extent
of the disagreement with data can vary significantly between the two predictions
and STRIPPER tends to fluctuate more than POW+PYT. The reference simula-
tion POW4PYT also performs better than STRIPPER for the measurements of

[In(ee)|, m(ee)], [|n(ee)],pr(¢f)] and [pr(£f), m(£¢)] as shown in Figures 8.49, 8.50
and 8.51, respectively.

In summary, the predictions at NNLO or even higher order accuracy in QCD have
a better description of the data when compared to the reference model POW-+PYT
for all differential cross sections measured as functions of kinematic spectra of the
top and anti-top as well as the ¢t system, including correlations of the top quarks.
However, exceptions are |A@(t,t)| , pr(tt) and pr(tt)/m(tt) where the fixed-order
predictions generally exhibit a relatively poor data description. In the differential
cross sections measured as functions of kinematic spectra of the leptons and beauty
flavoured jets, STRIPPER tends to perform worse than POW+PYT overall. The
worst description of data is mainly seen for the lepton and ¢ system, although the
new ratio observable, pr(¢)/pr(t), is an exception to this. Here a good description
of the pr(t) spectrum seems to outweigh the relatively worse description of the pr(¢)
spectrum. The b-jet pr spectra show that STRIPPER provides a good description
of data, similar to POW+PY'T, and STRIPPER is even shown to perform better for
(pr(b) +pr(b))/(pr(t) +pr(t)), which is again likely related to its good description
of pr(t). Relatively high y?-values are seen for the invariant mass distributions,
m(£0), m(bb) and m(£bb), where the latter two show the same poor description of
data primarily in the first bin. Finally, in the double differential distributions, where
|A¢(¢,0)| is studied in ranges of m(tt), pr(t) and |n(€)| — |n(f)|, the predictions from
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STRIPPER exhibit small distortions around the data distr_ibutions_, and the same can

be said for the distributions showing correlations of |n(€¢)|, m(¢¢) and pr(¢¢). This
behaviour then results in very large x? values in comparison to POW+PYT.

161



CMS Preliminary 138 b (13 TeV) CMS Preliminary 138 b (13 TeV)
— . " . | : . e . . — . : . | : . — : . .
> [ dilepton, parton level ® Data, o6 7 3 10 £ dilepton, parton level ® Data, dofe? 3
S 102 O POWPYT, 2=15 — g F - O POWsPYT, 2221 3
) E S o owiit o aN’LO, x2=35 B = Foomesey o— o aN’LO, x2=47 i
n_'_ Eoanicad & MATRIX (NNLO), x2=3 7 = = o % MATRIX (NNLO), 2=3 —
o = .
\O - o @it * STRIPPER (NNLO), x2=8 4 g_" 1L * STRIPPER (NNLO),x?=15 |
© 3 4+ MINNLOPS (NNLOPS), 52=4 T E 4 MiNNLOPS (NNLOPS), 726 o
L 107 T 3 e = o 3
= E otal unc. E 3 C c@wE L Total unc. 7
r Co@swr .
C Stat unc. | = Stat unc. .
| Oo @4 b -1 @ity ]
107 = * = 10°E 3
u Oo.<>¢(¢: : Ooo{%*;
o|s F b o|s
S8 1.2 o 4 2E12 . o o o
o 17 Saeo et O O e PN 4w | o 17 Oy O o, Y e S
to & ¢ : ] [o” % e T e T T “ 4]
0.8 - 0.8 -
0 200 400 0 200 400
P, [GeV] () [GeV]
CMS Preliminary 138 b (13 TeV) CMS Preliminary 138 fb' (13 TeV)
— . d . | : . e . . — . : . | : . ; ; . .
[ L. . i L. .
> dilepton, particle level o Data, dofet 3 dilepton, particle level o Data, dof=7
S 102 =5 9 10 =
= E O POW+PYT, y2=17 E ) E e O POW+PYT, y2=22 E
= o o 7 2 = Co =
o~ F el * STRIPPER (NNLO), x2=11 4 = Foex % STRIPPER (NNLO), x2=13
° Fo®* - ) L O J
) L Cen Total unc. 4 o~ L . Total unc. B
° o
e} -3 | Stat unc. — \o ") Stat unc.
= 107 ¢ O o 3 © 10° Cex 3
L O gk 1 B Cew ]
4| _
107 ¢ 3 10° = =
- ] g CHR—
L ‘ i
5l F } } = 5l F } } 1
9w 1.2 - Q@& 1.2 ¢ —
A =L fe) - > =L ¢} e o
ala 1 o ° A 2 3 ala 1 ox © — % E *
M 2.3 3 [o T f T ]
0.8+ = 0.8 =
0 200 400 0 200 400
P,(t) [GeV] p,(1) [GeV]

Figure 8.28: Differential ¢t cross sections measured as functions of the transverse mo-
mentum of the top, pr(t), in the full phase space at parton level (top row) and in the
fiducial phase space at particle level (bottom row). The left and right columns show nor-
malized and absolute cross sections, respectively. The data (black dots) is shown together
with the reference simulation, depicted in red and abbreviated to POW+PY'T, and predic-
tions from aN®LO (blue), MATRIX (magenta), MINNLOPS (cyan) and STRIPPER (green),
computed at beyond-NLO accuracy in QCD. The statistical and total uncertainties on the
data are illustrated by the grey and yellow bands, respectively, where the latter corre-
sponds to systematic and statistical uncertainties added in quadrature. The uncertainties
on POW+PYT and all fixed-order predictions are indicated by error bars, but the latter
only account for scale uncertainties. Furthermore, a x? value that takes all measurement
uncertainties into account is reported for POW+PY'T and all fixed-order predictions, and
the ratios with respect to data are shown in the bottom panel of each plot.
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Figure 8.29: Differential ¢t cross sections measured as functions of the transverse mo-
mentum of the anti-top, pr(¢), in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.30: Differential ¢t cross sections measured as functions of the rapidity of the
top, y(t), in the full phase space at parton level (top row) and in the fiducial phase space
at particle level (bottom row). The left and right columns show normalized and absolute
cross sections, respectively. For further details see Figure 8.28.
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Figure 8.31: Differential ¢t cross sections measured as functions of the rapidity of the
anti-top, y(¢), in the full phase space at parton level (top row) and in the fiducial phase
space at particle level (bottom row). The left and right columns show normalized and
absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.32: Differential ¢¢ cross sections measured as functions of the difference in abso-
lute value of rapidity of the top and absolute value of rapidity of the anti-top, |y(t)|—|y(?)],
in the full phase space at parton level (top row) and in the fiducial phase space at par-
ticle level (bottom row). The left and right columns show normalized and absolute cross
sections, respectively. For further details see Figure 8.28.
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Figure 8.33: Differential ¢t cross sections measured as functions of the absolute value of
the azimuthal angle (¢) between the top and the anti-top, |A¢(¢, )|, in the full phase space
at parton level (top row) and in the fiducial phase space at particle level (bottom row).
The left and right columns show normalized and absolute cross sections, respectively. For
further details see Figure 8.28.
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Figure 8.34: Differential ¢t cross sections measured as functions of the transverse mo-
mentum of the ¢ system, pr(¢t), in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.35: Differential ¢t cross sections measured as functions of the rapidity of the tt
system, y(tt), in the full phase space at parton level (top row) and in the fiducial phase
space at particle level (bottom row). The left and right columns show normalized and
absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.36: Differential tf cross sections measured as functions of the invariant mass of
the tt system, m(tt), in the full phase space at parton level (top row) and in the fiducial
phase space at particle level (bottom row). The left and right columns show normalized
and absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.37: Differential tf cross sections measured as functions of the ratio of the trans-
verse momentum of the top quark over the invariant mass of the tt system, pr(t)/m(tt),
in the full phase space at parton level (top row) and in the fiducial phase space at par-
ticle level (bottom row). The left and right columns show normalized and absolute cross
sections, respectively. For further details see Figure 8.28.
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Figure 8.38: Differential tf cross sections measured as functions of the ratio of the trans-
verse momentum of the ¢t system over the invariant mass of the tt system, pr(tt)/m(tt),
in the full phase space at parton level (top row) and in the fiducial phase space at par-
ticle level (bottom row). The left and right columns show normalized and absolute cross
sections, respectively. For further details see Figure 8.28.
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Figure 8.39: Differential t¢ cross sections measured as functions of log(&;), which is
equivalent to the momentum fraction of the incoming parton from one of the protons in
the leading order QCD picture, in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.40: Differential ¢t cross

sections measured as functions of log(§2), which is

equivalent to the momentum fraction of the incoming parton from one of the protons in
the leading order QCD picture, in the full phase space at parton level (top row) and in
the fiducial phase space at particle level (bottom row). The left and right columns show
normalized and absolute cross sections, respectively. For further details see Figure 8.28.
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Figure 8.41: Differential ¢¢ cross sections measured as functions of the transverse momen-
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Figure 8.44: Differential ¢f cross sections measured as functions of the invariant mass of
the ¢ system, m(¢f), in the top row and the invariant mass of the bb system, m(bb), in the
bottom row. The measurements are performed in the fiducial phase space at particle level.
The left and right columns show normalized and absolute cross sections, respectively. For

further details see Figure 8.28.
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Figure 8.46: Differential ¢t cross sections measured as functions of the absolute value of
the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,¢)|, in ranges of the
invariant mass of the t¢ system, m(¢t), for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level. For further details
see Figure 8.28.
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Figure 8.47: Differential ¢t cross sections measured as functions of the absolute value of
the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,¢)|, in ranges of the
transverse momentum of the top, pr(t), for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level. For further details
see Figure 8.28.

181



CMS Workin progress dllepton partlcle Ievel 133 fb (13 TeV)
e

g 2.4 <m(l-mOIf1.0 < In(l)l-ln(l)l L0.5 < NOIE |n()I Ilo.0 < h1(I)I In(l)l 0. 5 < h](l)ll |n(|)| 1 0 < hq(l)l m()
S 0 o T <os <00 | <05 | <10 <24 * Do oo
% %%f‘ e O POW+PYT, x2=116
-g *‘q ¢0* * STRIPPER (NNLO), »2=486
~N Q L o 9 ‘otal unc.
- o eg%‘l 0‘& o5 @ o) o Total unc.
0 05 B Sl ‘ & & Stat unc.
. & * - & g o
MM '&M o ’(%&"'
o< o
. ! ! ! | | | | | | ! | | | | | | | |
Blz1.2
[« 1 s ST * 0,0, X OO, ool ko ogdol ko gk
Foog o™ g\'oo"%‘* A R okd“"op’“"* [0 © 0o o SO0
*
0.8+ 1
123 123 123123123123
IAG(LDI
CMS Work in progress dllepton partlcle Ievel 138 fb (13 TeV)
"é 24< ln(l)l m(l) L 0 < h1(l)l |n(1)| L. 5 < |n(|)| m() 0.0 < m(l)l h1(l)l 0. 5 < hq(l)l |n(1)| 1 0 < m(l)l m()
= <10 <05 <00 of <05 of <1.0 <24 ¢ Datm dorseo
%m :{f*‘ S i’ﬁ O POW+PYT, x2=128
L i Q
g 1 o %*0 o %? R * STRIPPER (NNLO), X2:502
.8 o ] & 4l % ‘} Q ?ﬂ o Total unc.
%9 ore - & %* o
q'%,* %Q. drqw %%. Stat unc.
0.5F % 1 @ & B &t 3%
i o ¥ o wﬁ‘
fak I~
. ! ! P I I I | AT IUR NI | ST T I | ErI ST T | S S .|
-o 31 2 I I I I I I I I I I I I I I I
Qlml.2f |
s WIChy IVEPC L R
0.8 - 1
123 123 123 123123123
IAG(LDI

Figure 8.48: Differential tf cross sections measured as functions of the absolute value
of the azimuthal angle between the lepton and the anti-lepton, |A¢(¢,f)|, in ranges of
the difference in absolute value of pseudorapidity of the lepton and absolute value of
pseudorapidity of the anti-lepton, [n(¢)| — |n(f)|, for both normalized (top) and absolute
(bottom) measurements performed in the fiducial phase space at particle level. For further
details see Figure 8.28.
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Figure 8.49: Differential ¢t cross sections measured as functions of the invariant mass of
the £¢ system, m(££), in ranges of the absolute pseudorapidity of the ¢¢ system, |n(¢f)|,
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level. For further details see Figure 8.28.
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Figure 8.50: Differential ¢ cross sections measured as functions of the transverse momen-
tum of the ¢/ system, pr(¢f), in ranges of the absolute pseudorapidity of the ¢/ system,
In(£€)|, for both normalized (top) and absolute (bottom) measurements performed in the
fiducial phase space at particle level. For further details see Figure 8.28.
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Figure 8.51: Differential ¢t cross sections measured as functions of the invariant mass
of the £ system, m(£f), in ranges of the transverse momentum of the £/ system, pr(¢/),
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level. For further details see Figure 8.28.
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8.2.7 Comparisons to alternative PDF models

Top pair production at the LHC predominantly happens via gluon-gluon fusion, as
explained in Chapter 2. This means that certain differential cross sections show
a particular sensitivity to the gluon density in PDF sets for large values of x. A
selected number of the differential cross sections, which exhibit such sensitivity to
the choice of PDF, are shown in Figures 8.52 to 8.54. The POW+PY'T reference
simulation is performed with the PDF set NNPDF3.1 at NNLO accuracy as previ-
ously stated and is shown in the figures as “NNPDF3.1 NNLO”. For comparison
these figures additionally show POW+PYT simulations performed with different
PDF sets, namely NNPDF3.1 [32], CT14 [149], ABMP16 [150], MMHT2014 [151]
and HERAPDF2.0 [33] at NLO accuracy. They differ in the input data they use
and how they are extracted and modelled [155, 156].

Cross sections measured as functions of pr(t) and y(t) are shown in Figure 8.52.
From the pr spectra one can see that the data is well described by HERAPDF2.0,
while other PDF sets exhibit the same positive slope in pr as observed for the ref-
erence PDF. The y(t) spectra illustrate the fact that all PDF sets are slightly more
central than data, however, this effect is most pronounced for HERAPDF2.0, which
also underestimates the data significantly in the outer bins giving rise to a consid-
erably higher y? value. Figure 8.53 shows measurements of y(tt) and m(tt), whose
x? values also indicate that HERAPDF2.0 performs worse than other PDFs. In
the latter distribution, HERAPDF2.0 follows the same trend in m(tt) as the other
PDFs but begins to significantly underestimate the data according to a negative
slope when m(tt) > 1000 GeV.

Cross sections measured as functions of log(&;) and log(&,) are shown in Figure 8.54.
As previously mentioned, £ is equivalent to the proton momentum fractions of the
incoming partons at leading order in QCD. Neither PDF set describes the data well
in the highest bin but HERAPDF2.0 also underestimates the data in the lowest
bin, which could possibly mean that the gluon density in this PDF is not entirely
accurate in the extreme ends of the spectra, corresponding to small and large proton
momentum fractions.
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Figure 8.52: Differential ¢ cross sections measured as functions of the transverse mo-
mentum of the top, pp(t), in the top row, and the rapidity of the top, y(¢), in the bottom
row. Both cross sections are measured in the full phase space at parton level, and the
left and right columns show normalized and absolute cross sections, respectively. The
data (black dots) is shown together with the POW+PYT reference simulation, depicted
in red and denoted by the corresponding reference PDF set NNPDF3.1 at NNLO accu-
racy. POW+PYT simulations, where the PDF sets NNPDF3.1 (blue), CT14 (magenta),
ABMP16 (green), MMHT2014 (cyan) and HERAPDF2.0 (dark red) at NLO accuracy
are used instead, are also shown. The statistical and total uncertainties on the data are
illustrated by the grey and yellow bands, respectively, where the latter corresponds to
systematic and statistical uncertainties added in quadrature. The uncertainties on the
reference simulation are indicated by error bars. Furthermore, a x? value that takes all
measurement uncertainties into account is reported for the reference simulation and all
alternative simulations with different PDF sets, and the ratios with respect to data are
shown in the bottom panel of each plot.
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Figure 8.53: Differential ¢¢ cross sections measured as functions of the rapidity of the tf
system, y(tt), in the top row, and the invariant mass of the t¢ system, m(¢t), in the bottom
row. Both cross sections are measured in the full phase space at parton level, and the left
and right columns show normalized and absolute cross sections, respectively. For further
details see Figure 8.52.
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Figure 8.54: Differential ¢t cross sections measured as functions of log(&1) (top row)
and log(§2) (bottom row), which are equivalent to the proton momentum fractions of the
incoming partons in the leading order QCD picture. Both cross sections are measured in
the full phase space at parton level, and the left and right columns show normalized and

absolute cross sections, respectively. For further details see Figure 8.52.
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Chapter 9

Conclusion

In this work, differential cross section measurements of ¢t production in pp collisions
at center-of-mass energies of 13 TeV were presented. The data used was recorded
with the CMS experiment at the LHC in the period from the beginning of 2016
until the end of 2018, which is known as Run 2, corresponding to an integrated lu-
minosity of 137.6 fb~!. The measurements were performed in the dilepton channel,
which constitutes final states of oppositely charged lepton pairs, i.e. eteT, u*uF and
e 1T, arising as a result of the prompt decays of the W bosons in the top and anti-
top decay chains. Both absolute and normalized cross section measurements were
presented as functions of one or more kinematic observables of the tf system, the
top and anti-top quarks and their decay products, the charged leptons and beauty
flavoured jets, as well as the total jet multiplicity in the event, which includes extra
jets from the hard interaction or parton shower. All measurements related to the ¢t
system or top quarks were performed at both parton and particle level in the full and
fiducial phases, respectively, while those related to the charged leptons and beauty
flavoured jets were performed at particle level in the fiducial phase space only. The
differential cross sections were extracted by subtracting simulated background con-
tributions from the data and applying a regularized unfolding procedure to correct
measurements of the signal process for the finite detector acceptance, efficiency and
resolution.

The differential cross sections are measured with a precision that is between 2
and 25%, including all statistical and systematic uncertainties. This corresponds to
a reduction by a factor of ~ 2 with respect to the previous analysis, where differ-
ential ¢t production cross sections in pp collisions at 13 TeV were measured in the
dilepton channel using 2016 data only [14]. This improvement is in part due to the
abundance of statistics for both data and MC but also due to the following reasons:
the algorithms and methods for identifying and reconstructing the physics objects
have been improved for e.g. b-jets, separate calibrations have been applied for each
year of data-taking, e.g. for the jet energy scale, and finally the estimation of the
Z+jets background contribution has been improved.

Different theory to data comparisons are performed. First, all measurements are

compared to NLO plus parton shower MC models. The reference generator is
POWHEG (version 2)+PYTHIA8 [67, 70-72] and two alternative models are also
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studied: MG5.aMCQ@QNLO[FxFx] (version 2.4.2)4+PYTHIA8 [67, 73, 76, 77| and
POowHEG (version 2)+HERWIGT [69-72]. The predicted top pr(t) spectra is ob-
served to be harder than data for all models except POWHEG (version 2)+HERWIGT,
which shows no positive slope in its predictions with respect to data. The presence
of a slope is known as the top pr problem and has previously been observed at both
ATLAS and CMS in the semi-leptonic and dileptonic decay modes of the ¢t pair [11,
13, 14]. All models predict the top rapidity to be more central than is observed in
data although they still give a reasonable description of the spectrum on the whole.
A reasonable description of data by the MC models is also seen for the rapidity and
invariant mass of the ¢ system but its transverse momentum is not well described by
any model. Cross sections are studied as functions of several new ratio observables
and, for example, distributions of the pr(t) over the ¢t invariant mass, pr(t)/m(tt),
indicate that the top pr problem is enhanced when m(tt) is large. Similarly, the mis-
modelling of the pr(tt) spectra appears to be significantly enhanced in distributions
of this observable over the ¢t invariant mass, pr(tt)/m(tt).

The distributions of the charged leptons and b-jets clearly benefit from the
excellent resolution of these objects at the CMS experiment and are among the re-
sults measured with the greatest precision. This further facilitates measurements
of highly resolved and precise double differential cross sections of ¢t production,
measured as functions of kinematic spectra of the leptons in bins of other kine-
matic variables of the top quarks, tf or ¢/ system, as well as a survey of the full
set of independent kinematic variables of the ¢/ system, |n(¢f)|, m(¢€) and pr(€0),
and their correlations. The single-differential measurement of pr(¢) exhibits a sim-
ilar positive slope in pr as is seen for pr(t) and in general all models, except
PowHEG (version 2)+HERWIG7, tend to predict harder pr spectra than is ob-
served in data. Out of the measured invariant mass distributions of partial decay
systems originating from the £ pair, i.e. m(€f), m(bb) and m(¢¢bb), that of the
11bb system is shown to provide a very good sensitivity to the top mass, especially
at threshold. A particularly good distinction between the different MC models is
seen for the double-differential measurements performed as a function of |A¢(¢, £)],
e.g. [pr(t),|A¢(4,0)]]. No single MC model provides a good description of the
data in all measured cross sections, but the reference generator POWHEG (ver-
sion 2)+PYTHIA8 generally performs the best, while the poorest performance is
seen for MG5_aMCQNLO[FxFx| (version 2.4.2)+PYTHIAS.

A second set of theory to data comparisons is performed, showing different SM
predictions at NNLO or even higher order accuracy in QCD. Differential ¢¢ produc-
tion cross sections measured as functions of kinematic spectra of the top quarks and
tt system are shown to be better described by predictions at beyond-NLO accuracy
in comparison to the NLO MC reference model POWHEG (version 2)+PYTHIAS.
However, exceptions are |A¢(t, t)| , pr(tt) and pr(tt)/m(tt), where the fixed-order
predictions generally exhibit a relatively poor data description accompanied by large
theory scale uncertainties.

Cross sections measured as functions of kinematic spectra of the charged lep-
tons and beauty flavoured jets, generally show a worse or similar performance with
respect to the NLO MC model. Predictions provided by STRIPPER [130-133], which
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are also available at particle level at NNLO, are shown to result in particularly high
x? values for the measured double differential cross sections, which can be attributed
to small distortions around the data distributions exhibited by STRIPPER.

In the third and final set of theory to data comparisons the POWHEG (version 2)+PYTHIAS
predictions are shown using alternative PDF' sets. The cross sections measured as
functions of log(&;) and log(&2), which are equivalent to the proton momentum frac-

tions of the incoming partons in the leading order QCD picture, are shown to be
sensitive to the gluon density at proton momentum fractions ranging from ~ 0.03

to ~ 0.2. These distributions also show that the predictions with the HERAPDF2.0

set [33] underestimate the data in the lowest and highest regions, corresponding

to small and large proton momentum fractions, respectively, which could possibly
mean that the gluon density in this PDF is not entirely accurate in the extreme

ends of the spectra.

ATLAS has performed differential cross section measurements of ¢t production in,
for example, the lepton+jets [13] and dilepton [157] channels in pp collisions at
center-of-mass energies of 13 TeV, using the 2015 and 2016 data, corresponding to
an integrated luminosity of 36 fb~'. The lepton+jets paper, in particular, includes a
wealth of interesting measurements of kinematic spectra, and in the dilepton chan-
nel, an excellent precision was obtained for cross sections measured as functions of
kinematic spectra of the charged leptons, which is also the case for such distributions
in this analysis. In the first complete CMS Run 2 paper [158], differential cross sec-
tions of ¢t production were measured in pp collisions at center-of-mass energies of 13
TeV for the full kinematic range in the lepton+jets channel, including the boosted
region. The common conclusion based on these results, support the remarks made
on the differential cross sections presented in this work. No single model at NLO
or beyond-NLO precision provides a good description of the data in all measured
cross sections and the discrepancies between the predictions and data are enhanced
in the double-differential measurements.

9.1 Outlook

The overall precision achieved for the differential ¢ cross section measurements
presented in this work is expected to improve with pp collision data at center-of-
mass energies of 13.6 TeV in the imminent Run 3 data-taking period of the LHC
[159], where data recorded with the CMS experiment is projected to reach a total
integrated luminosity of 400 fb~' by the end of the run, resulting in a tripling of
the available statistics. However, perhaps the most significant improvements will
be seen for the High-Luminosity Large Hadron Collider (HL-LHC) project [160]
following Run 3. Here pp collisions at center-of-mass energies of 14 TeV, i.e. the
design value, will take place at very high instantaneous luminosities, amounting to
a total integrated luminosity of 3000 fb~! by the end of the project. Measurements
based on either of these data-taking periods, but in particular the latter, will face
challenges in terms of pile-up, which must be addressed by implementing the proper
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treatment and propagation of pile-up corrections in the analysis. However, outer
bins of the differential cross sections in statistically limited regions of the kinematic
phase space are expected to benefit from the increased statistics.

It should be noted that it’s also possible to improve the current precision by
using a wide bin aggregation approach for the unfolding procedure. Unfolding in
very fine bins should, in theory, result in a reduced dependence of the response
matrix on model uncertainties but is hampered by the large statistical fluctuations
that occur with the surge in bin-to-bin migrations in the matrix. If the fine bins
are aggregated into wider bins after unfolding, these fluctuations should cancel out.
Thus, in this sense one ends up with reduced model uncertainties without having
to pay the price. Preliminary studies on wide bin aggregation were performed in
the context of this analysis but no clear conclusion could be drawn as to the true
effect of the procedure, in part, due to the limited statistics of the independent MC
samples available for some of the model uncertainties. Therefore, for Run 3 and
HL-LHC it would be of great value to have all systematic model variations stored
as weights in the simulated ¢f signal samples, as weight-based variations are less
affected by statistical fluctuations.

The top quarks and tf system are reconstructed using two different methods in
this work, based on applying kinematic constraints. In [102], a multivariate analysis
was developed to improve the kinematic reconstruction for ¢¢ plus one additional jet
events. A regression neural network was trained on these events, based on kinematic
spectra of the decay objects like the charged leptons and beauty flavoured jets, as
well as the solutions obtained using both ¢f kinematic reconstructions. This was ob-
served to significantly improve the kinematic reconstruction, and this analysis could
possibly benefit from a similar approach. A deep neural network or multivariate
approach could also be used to fit signal and background simultaneously, based on
discriminating variables like e.g. the b-jet multiplicity.

In this analysis, the normalization of the Z+jets background was improved by
using a data-driven method, and fitting the data and simulated samples in the re-
gion corresponding to the Z boson resonance in the dilepton mass distribution. The
TFractionFitter class [98] in the ROOT framework [99] was used for this purpose,
and in future measurements, the method presented in this work can be improved
by performing the fit of the Z peak in differential bins of the kinematic phase space,
e.g. at low and high rapidity of the top in the y(¢) measurement, and applying
the obtained scale factors to the corresponding rapidity regions of the Z+jets back-
ground contribution outside the Z peak region. This differential estimation of the
normalization of the Z+jets background contribution will lead to reduced system-
atic uncertainties on the corresponding background subtraction in the differential
measurement bins.

The aforementioned improvements in statistics, kinematic reconstruction and back-

ground estimation will pave the way for a plethora of new differential ¢¢ production
cross section measurements with even greater precision than achieved so far.
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Appendix A

Definitions of covariance matrices
and Y2 for theory to data
comparisons

In this work, the theory to data comparisons in Chapter 8 are shown together with
x? values, which are defined as

x? = RyCovy'Ry, (A1)

where Ry is a vector of differences between the measured cross sections and the
corresponding predictions in all bins N of the measurement. The covariance matrix
in Equation A.1 is given by

Covy = Cov™ + Cov™', (A.2)

which is the sum of the individual covariance matrices for the statistical un-
certainties from the unfolding procedure and systematic uncertainties, denoted by
Cov'"™ and Cov®™*!, respectively. The latter is defined as

1
Covi’™ = > —CjiCi 1<i<N, 1<j<N A3
OVU %l: Nk KUYk S>> ) >] > ) ( )

where all data uncertainties are taken into account but uncertainties on the
prediction are not considered. The term Cj,; denotes a variation, [, for the sys-
tematic uncertainty source, k, in a specific bin of the measurement, 7. The sum in
Equation A.3 includes all systematic uncertainties and their variations, where the
term Ny denotes the total number of variations of source k, which is typically 2 (i.e.
up and down variations). An exception is the colour reconnection source, which has
more variations.
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Appendix B

Good runs
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Table B.1: The list of good runs for data collected with the CMS experiment in 2016
which corresponds to an integrated luminosity of 36.3 fb~1.

Sample Run range
/MuonEG/Run2016B-17Jul2018_ver2-vil 273150275376
/MuonEG/Run2016C-17Jul2018-v1 275656276283
/MuonEG/Run2016D-17Jul2018-v1 276315276811
/MuonEG/Run2016E-17Jul2018-v2 276831-277305
/MuonEG/Run2016F-17Jul2018-v1 277932-278808
/MuonEG/Run2016G-17Jul2018-v1 278923280385
/MuonEG/Run2016H-17Jul2018-v1 281613-284044
/DoubleEG/Run2016B-17Jul2018_ver2-vil 273150275376
/DoubleEG/Run2016C-17Jul2018-v1 275656276283
/DoubleEG/Run2016D-17Jul2018-v1 276315276811
/DoubleEG/Run2016E-17Jul2018-v1 276831277305
/DoubleEG/Run2016F-17Jul2018-v1 277932278808
/DoubleEG/Run2016G-17Jul2018-v1 278923280385
/DoubleEG/Run2016H-17Jul2018-v1 281613-284044
/DoubleMuon/Run2016B-17Jul2018_ver2-vi 273150275376
/DoubleMuon/Run2016C-17Jul2018-v1 275656276283
/DoubleMuon/Run2016D-17Jul2018-v1 276315276811
/DoubleMuon/Run2016E-17Jul2018-v1 276831-277305
/DoubleMuon/Run2016F-17Jul2018-v1 277932-278808
/DoubleMuon/Run2016G-17Jul2018-v1 278923-280385
/DoubleMuon/Run2016H-17Jul2018-v1 281613-284044
/SingleMuon/Run2016B-17Jul2018_ver2-vl 273150-275376
/SingleMuon/Run2016C-17Jul2018-v1 275656276283
/SingleMuon/Run2016D-17Jul2018-v1 276315276811
/SingleMuon/Run2016E-17Jul2018-v1 276831-277305
/SingleMuon/Run2016F-17Jul2018-v1 277932278808
/SingleMuon/Run2016G-17Jul2018-v1 278923-280385
/SingleMuon/Run2016H-17Jul2018-v1 281613-284044
/SingleElectron/Run2016B-17Jul2018_ver2-vl  273150-275376
/SingleElectron/Run2016C-17Jul2018-v1 275656276283
/SingleElectron/Run2016D-17Jul2018-v1 276315276811
/SingleElectron/Run2016E-17Jul2018-v1 276831-277305
/SingleElectron/Run2016F-17Jul2018-v1 277932-278808
/SingleElectron/Run2016G-17Jul2018-v1 278923-280385
/SingleElectron/Run2016H-17Jul2018-v1 281613-284044
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Table B.2: The list of good runs for data collected with the CMS experiment in 2017
which corresponds to an integrated luminosity of 41.5 fb~!.

Sample Run range
/MuonEG/Run2017B-31Mar2018-v1 297046-299329
/MuonEG/Run2017C-31Mar2018-vi 299368302029
/MuonEG/Run2017D-31Mar2018-v1 302030-303434
/MuonEG/Run2017E-31Mar2018-v1 303824-304797
/MuonEG/Run2017F-31Mar2018-v1 305040-306462

/DoubleEG/Run2017B-31Mar2018-v1 297046-299329
/DoubleEG/Run2017C-31Mar2018-v1 299368-302029
/DoubleEG/Run2017D-31Mar2018-v1 302030303434
/DoubleEG/Run2017E-31Mar2018-v1 303824-304797
/DoubleEG/Run2017F-31Mar2018-v1 305040306462
/DoubleMuon/Run2017B-31Mar2018-v1 297046-299329
/DoubleMuon/Run2017C-31Mar2018-v1 299368-302029
/DoubleMuon/Run2017D-31Mar2018-v1 302030-303434
/DoubleMuon/Run2017E-31Mar2018-v1 303824-304797
/DoubleMuon/Run2017F-31Mar2018-v1 305040-306462
/SingleMuon/Run2017B-31Mar2018-v1 297046-299329
/SingleMuon/Run2017C-31Mar2018-v1 299368-302029
/SingleMuon/Run2017D-31Mar2018-v1 302030-303434
/SingleMuon/Run2017E-31Mar2018-v1 303824-304797
/SingleMuon/Run2017F-31Mar2018-v1 305040306462

/SingleElectron/Run2017B-31Mar2018-vl 297046299329
/SingleElectron/Run2017C-31Mar2018-vl  299368-302029
/SingleElectron/Run2017D-31Mar2018-v1  302030-303434
/SingleElectron/Run2017E-31Mar2018-v1l  303824-304797
/SingleElectron/Run2017F-31Mar2018-vl  305040-306462
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Table B.3: The list of good runs for data collected with the CMS experiment in 2018
which corresponds to an integrated luminosity of 59.7 fb~1.

Sample

Run range

/MuonEG/Run2018A-17Sep2018-v1
/MuonEG/Run2018B-17Sep2018-v1
/MuonEG/Run2018C-17Sep2018-v1
/MuonEG/Run2018D-PromptReco-v2

315257-316995
317080-319310
319337-320065
320500325175

/EGamma/Run2018A-17Sep2018-v2
/EGamma/Run2018B-178ep2018-v1
/EGamma/Run2018C-17Sep2018-v1
/EGamma/Run2018D-22Jan2019-v2

315257-316995
317080-319310
319337-320065
320500-325175

/DoubleMuon/Run2018A-17Sep2018-v2
/DoubleMuon/Run2018B-17Sep2018-v1
/DoubleMuon/Run2018C-17Sep2018-v1
/DoubleMuon/Run2018D-PromptReco-v2

315257-316995
317080-319310
319337-320065
320500325175

/SingleMuon/Run2018A-17Sep2018-v2
/SingleMuon/Run2018B-17Sep2018-v1
/SingleMuon/Run2018C-17Sep2018-v1
/SingleMuon/Run2018D-22Jan2019-v2

315257-316995
317080-319310
319337-320065
320500-325175
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Appendix C

Simulated samples

C.1 Nominal signal
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Table C.1: The list of simulated t¢ signal and background samples (nominal) used in the
analysis of the 2016 data are shown together with their corresponding cross sections.

sample o [pb]
/TTTo2L2Nu_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi1 830.91 x 0.10706
/TTToSemiLeptonic_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil 830.91 x 0.44113
/TTToHadronic_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi 830.91 x 0.45441

/ST_s-channel_4f_leptonDecays_TuneCP5_PSweights_13TeV-amcatnlo-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi 10.32
/ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-94X_mcRun2_asymptotic_v3-vi 35.85 x 0.54559
/ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-94X_mcRun2_asymptotic_v3-vi 35.85 x 0.54559
/ST_t—channel_top_4f_InclusiveDecays_TuneCPS_PSweights_13TeV—powheg—pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil 136.02
/ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1 80.95

/DYJetsToLL_M-10to50_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 22635.1
/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v1 6225.4

/WJetsToLNu_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 61526.7
/WJetsToLNu_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v2 61526.7

/WW_TuneCUETP8M1_13TeV-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 118.7
/WW_TuneCUETP8M1_13TeV-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-v21 118.7
/WZ_TuneCUETP8M1_13TeV-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 47.13
/WZ_TuneCUETP8M1_13TeV-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-v2 47.13
/ZZ_TuneCUETP8M1_13TeV-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 16.523
/2Z_TuneCUETP8M1_13TeV-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext1-v2 16.523

/TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-v2 0.2043
/TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v1 0.2043
/TTWJetsToQQ_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 0.4062
/TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext1-v2 0.2529
/TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-vi 0.2529
/TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext3-vi 0.2529
/TTZToQQ_TuneCUETP8M1_13TeV-amcatnlo-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2 0.5297
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Table C.2: The list of simulated ¢¢ signal and background samples (nominal) used in the
analysis of the 2017 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTTo2L2Nu_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2
/TTToSemiLeptonic_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2
/TTToHadronic_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil

/ST_s-channel_4f_leptonDecays_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 ...
_correctnPartonsInBorn/RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1l
/ST_tW_top_6f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil
/ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFalll7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2
/ST_t-channel_top_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vi1
/ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vi1

/DYJetsToLL_M-10to50_TuneCP5_13TeV-madgraphMLM-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-v2
/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil
/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunIIFalll7MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14_extl-vl
/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunIIFalli17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext3-vl

/WJetsToLNu_TuneCP5_13TeV-madgraphMLM-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2
/WJetsToLNu_TuneCP5_13TeV-madgraphMLM-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-v2

/WW_TuneCP5_13TeV-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/WZ_TuneCP5_13TeV-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/ZZ_TuneCP5_13TeV-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2

/TTWJetsToLNu_TuneCP5_PSweights_13TeV-amcatnloFXFX-madspin-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vi1
/TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8/
RunIIFall17MiniAQODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2
/TTZToLLNuNu_M-10_TuneCP5_PSweights_13TeV-amcatnlo-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2

830.91 x 0.10706

830.91 x 0.44113

830.91 x 0.45441

10.32

35.85 x 0.54559

35.85 x 0.54559

136.02

80.95

22635.1

6225.4

6225.4

6225.4

61526.7

61526.7

118.7

47.13

16.523

0.2043

0.4062

0.2529

0.5297
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Table C.3: The list of simulated t¢ signal and background samples (nominal) used in the
analysis of the 2018 data are shown together with their corresponding cross sections.

sample o |pb]
/TTTo2L2Nu_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi5-vi 830.91 x 0.10706
/TTToSemiLeptonic_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-vi1 830.91 x 0.44113
/TTToHadronic_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1 830.91 x 0.45441

/ST_s-channel_4f_leptonDecays_TuneCP5_13TeV-amcatnlo-pythia8/

RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1 10.32
/ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2 35.85 x 0.54559
/ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v3 35.85 x 0.54559
/ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2 35.85 x 0.54559
/ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v3 35.85 x 0.54559
/ST_t-channel_top_4f_InclusiveDecays_TuneCP5_13TeV-powheg-madspin-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1l 136.02
/ST_t-channel_antitop_5f_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1l 80.95

/DYJetsToLL_M-10to50_TuneCP5_13TeV-madgraphMLM-pythia8/

RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2 22635.1
/DYJetsToLL_M-10to50_TuneCP5_13TeV-madgraphMLM-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vil 22635.1
/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1l 6225.4
/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v1l 6225.4

/WJetsToLNu_TuneCP5_13TeV-madgraphMLM-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2 61526.7

/WW_TuneCP5_PSweights_13TeV-pythia8/

RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1 118.7
/WZ_TuneCP5_PSweights_13TeV-pythia8/

RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1 47.13
/ZZ_TuneCP5_13TeV-pythia8/

RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2 16.523

/TTWJetsToLNu_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8/

RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2 0.2043
/TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1 0.4062
/TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2 0.2529
/TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1 0.5297

218



C.2 Independent systematic uncertainties

Table C.4: The list of simulated signal ¢f samples used for estimating the systematic
uncertainties on the top mass, underlying event tune, colour reconnection and hAgamp in
the analysis of the 2016 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-v1
/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v1
/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil
/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-vl
/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v1

/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi
/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-v1
/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-v1
/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-vil
/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-vil

/TTTo2L2Nu_TuneCP5_PSweights_erdON_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi
/TTTo2L2Nu_TuneCP5_PSweights_erdON_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-vil
/TTTo2L2Nu_TuneCP5_PSweights_erdON_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext2-vl
/TTTo2L2Nu_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil
/TTTo2L2Nu_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-vl
/TTTo2L2Nu_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil
/TTTo2L2Nu_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_extl-vl

/TTTo2L2Nu_TuneCP5_PSweights_mtop1695_13TeV-powheg-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-vil

/TTTo2L2Nu_TuneCP5_PSweights_mtop1695_13TeV-powheg-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3_extl-vil

/TTTo2L2Nu_TuneCP5_PSweights_mtop1755_13TeV-powheg-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-vil

/TTTo2L2Nu_TuneCP5_PSweights_mtop1755_13TeV-powheg-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3_extl-v1l

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706
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Table C.5: The list of alternative simulated ¢t signal samples used in the analysis of the
2016 data are shown together with their corresponding cross sections.

sample o [pb]
/TTJets_TuneCP5_PSweights_13TeV-amcatnloFXFX-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi 830.91
/TT_TuneEE5C_13TeV-powheg-herwigpp/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3_ext3-v2 830.91

Table C.6: The list of simulated semi-leptonic ¢t samples used for estimating the system-
atic uncertainties on the top mass, underlying event tune, colour reconnection and hqamp
in the analysis of the 2016 data are shown together with their corresponding cross sections.

sample
/TTToSemiLeptonic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil
/TTToSemiLeptonic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1

o [pb]

830.91 x 0.44113
830.91 x 0.44113

/TTToSemiLeptonic_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToSemiLeptonic_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil

830.91 x 0.44113
830.91 x 0.44113

/TTToSemiLeptonic_TuneCP5_PSweights_erdON_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToSemiLeptonic_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToSemiLeptonic_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vi

830.91 x 0.44113
830.91 x 0.44113
830.91 x 0.44113
/TTToSemiLeptonic_TuneCP5_PSweights_mtop1695_13TeV-powheg-pythia8/

RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-vil

/TTToSemiLeptonic_TuneCP5_PSweights_mtop1755_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-v1l

830.91 x 0.44113

830.91 x 0.44113

Table C.7: The list of simulated all-hadronic ¢¢ samples used for estimating the systematic
uncertainties on the top mass, underlying event tune, colour reconnection and hqamp in
the analysis of the 2016 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTToHadronic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2
/TTToHadronic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-vil

/TTToHadronic_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToHadronic_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1

/TTToHadronic_TuneCP5_PSweights_erdON_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToHadronic_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1
/TTToHadronic_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v1

/TTToHadronic_TuneCP5_PSweights_mtop1695_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-v1
/TTToHadronic_TuneCP5_PSweights_mtop1755_13TeV-powheg-pythia8/
RunIISummer16MiniAODv3-PUMoriond17_backup_94X_mcRun2_asymptotic_v3-vil

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441
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Table C.8: The list of simulated signal ¢f samples used for estimating the systematic
uncertainties on the top mass, underlying event tune, colour reconnection and hgamp in
the analysis of the 2017 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/

RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v1l

/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vi
/TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2
/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/

RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vi1

/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2

/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/

RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil

/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2
/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/

RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil

/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIIFalli17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIIFalli7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2

/TTTo2L2Nu_TuneCP5_erd0ON_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vl
/TTTo2L2Nu_TuneCP5_erd0ON_13TeV-powheg-pythia8/
RunIIFalli7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2
/TTTo2L2Nu_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/TTTo2L2Nu_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2
/TTTo2L2Nu_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIIFalli7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/TTTo2L2Nu_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2

/TTTo2L2Nu_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/

RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vi1

/TTTo2L2Nu_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vil
/TTTo2L2Nu_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_ext2-v2
/TTTo2L2Nu_mtop175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/

RunITFalli7MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vl

/TTTo2L2Nu_mtop175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFalli17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTTo2L2Nu_mtop175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017 _realistic_v14_ext2-v2

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706
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Table C.9: The list of alternative simulated ¢t signal samples used in the analysis of the
2017 data are shown together with their corresponding cross sections.

sample o [pb]
/TTJets_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_vi4-vl  830.91
/TT_TuneCH3_13TeV-powheg-herwig7/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2 830.91

Table C.10: The list of simulated semi-leptonic ¢f samples used for estimating the sys-
tematic uncertainties on the top mass, underlying event tune, colour reconnection and
hdamp in the analysis of the 2017 data are shown together with their corresponding cross
sections.

sample

o [pb]

/TTToSemiLeptonic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1l
/TTToSemiLeptonic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2

/TTToSemiLeptonic_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/TTToSemiLeptonic_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2

/TTToSemiLeptonic_TuneCP5_erd0ON_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vi1
/TTToSemiLeptonic_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIIFalli7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vil
/TTToSemiLeptonic_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1l

/TTToSemiLeptonic_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunITFalll7MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vl
/TTToSemiLeptonic_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFalli7MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vl
/TTToSemiLeptonic_mtop175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2
/TTToSemiLeptonic_mtopl175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14_extl-vi

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

Table C.11: The list of simulated all-hadronic ¢t samples used for estimating the system-
atic uncertainties on the top mass, underlying event tune, colour reconnection and hgamp
in the analysis of the 2017 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTToHadronic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vil
/TTToHadronic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v2

/TTToHadronic_TuneCP5down_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2
/TTToHadronic_TuneCP5up_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-vi

/TTToHadronic_TuneCP5_erdON_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v3
/TTToHadronic_TuneCP5CR1_QCDbased_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-vl
/TTToHadronic_TuneCP5CR2_GluonMove_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_vi4-vl

/TTToHadronic_mtop169p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v3
/TTToHadronic_mtop175p5_TuneCP5_PSweights_13TeV-powheg-pythia8/
RunIIFall17MiniAODv2-PU2017_12Apr2018_new_pmx_94X_mc2017_realistic_v14-v2

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441
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Table C.12: The list of simulated signal ¢t samples used for estimating the systematic
uncertainties on the top mass, underlying event tune, colour reconnection and hgamp in
the analysis of the 2018 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTTo2L2Nu_hdampDOWN_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi15-v1
/TTTo2L2Nu_hdampDOWN_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vil
/TTTo2L2Nu_hdampDOWN_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v2
/TTTo2L2Nu_hdampUP_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_hdampUP_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-vil
/TTTo2L2Nu_hdampUP_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v2

/TTTo2L2Nu_TuneCP5down_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_TuneCP5down_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_extl-v1
/TTTo2L2Nu_TuneCP5down_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v3
/TTTo2L2Nu_TuneCP5up_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_TuneCP5up_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-v1l
/TTTo2L2Nu_TuneCP5up_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v3

/TTTo2L2Nu_TuneCP5_erdON_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_TuneCP5_erdON_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vl
/TTTo2L2Nu_TuneCP5_erd0ON_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v2
/TTTo2L2Nu_TuneCP5CR1_QCDbased_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi15-v1
/TTTo2L2Nu_TuneCP5CR1_QCDbased_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-v2
/TTTo2L2Nu_TuneCP5CR2_GluonMove_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_TuneCP5CR2_GluonMove_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2

/TTTo2L2Nu_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vl
/TTTo2L2Nu_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_ext2-v2
/TTTo2L2Nu_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTTo2L2Nu_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15_extl-v1
/TTTo2L2Nu_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_ext1-v2

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

830.91 x 0.10706

Table C.13: The list of alternative simulated ¢t signal samples used in the analysis of the
2018 data are shown together with their corresponding cross sections.

sample o [pb]
/TTJets_TuneCP5_13TeV-amcatnloFXFX-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-v2  830.91
/TT_TuneCH3_13TeV-powheg-herwig7/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v2 830.91
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Table C.14: The list of simulated semi-leptonic ¢t samples used for estimating the sys-
tematic uncertainties on the top mass, underlying event tune, colour reconnection and
hdamp in the analysis of the 2018 data are shown together with their corresponding cross

sections.

sample

o [pb]

/TTToSemiLeptonic_hdampDOWN_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1l
/TTToSemiLeptonic_hdampUP_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1

/TTToSemiLeptonic_TuneCP5down_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi15-v1
/TTToSemiLeptonic_TuneCP5up_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi15-v1

/TTToSemiLeptonic_TuneCP5_erdON_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToSemiLeptonic_TuneCP5CR1_QCDbased_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToSemiLeptonic_TuneCP5CR2_GluonMove_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_vi15-v1

/TTToSemiLeptonic_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToSemiLeptonic_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vl
/TTToSemiLeptonic_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToSemiLeptonic_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15_extl-vil

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

830.91 x 0.44113

Table C.15: The list of simulated all-hadronic ¢t samples used for estimating the system-
atic uncertainties on the top mass, underlying event tune, colour reconnection and hqamp
in the analysis of the 2018 data are shown together with their corresponding cross sections.

sample

o [pb]

/TTToHadronic_hdampDOWN_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToHadronic_hdampUP_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1

/TTToHadronic_TuneCP5down_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToHadronic_TuneCP5up_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1l

/TTToHadronic_TuneCP5_erdON_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToHadronic_TuneCP5CR1_QCDbased_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1
/TTToHadronic_TuneCP5CR2_GluonMove_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1

/TTToHadronic_mtop169p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumn18MiniAOD-102X_upgrade2018_realistic_v15-vl
/TTToHadronic_mtop175p5_TuneCP5_13TeV-powheg-pythia8/
RunITAutumni18MiniAOD-102X_upgrade2018_realistic_v15-v1

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441

830.91 x 0.45441
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Appendix D

Triggers

D.1 Trigger paths

Table D.1: The same trigger menu is used in both data and simulation and the com-
binations of single and dilepton triggers in 2016 are shown separately for the individual

channels.
channel | run trigger

,ui 753 B-H HLT _Mul7_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ_v*
B-H HLT _Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_v*
B-G HLT _Mul7_TrkIsoVVL_TkMu8_TrkIsoVVL_v*
B-G HLT _Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_v*
B-H HLT _IsoMu24_v*
B-H HLT IsoTkMu24_v*

eteF B-H HLT_Ele23_Ele12_CaloldL_TrackIdL_IsoVL_DZ_v*
B-H HLT_Ele27 WPTight_Gsf_v*

etut | B-G HLT Mu23_TrkIsoVVL_Ele12_CaloldL_TrackIdL_IsoVL_v*
B-G HLT _Mu8_TrkIsoVVL_Ele23_CaloldL_TrackIdL_IsoVL_v*
B-H | HLT _Mu23_TrkIsoVVL_Elel12_CaloldL_TrackIdL_IsoVL_DZ_v*
B-H | HLT _Mu8_TrkIsoVVL_Ele23_CaloldL_TrackIdL_IsoVL_DZ_v*
B-H HLT_Ele27_ WPTight_Gsf_v*
B-H HLT _IsoMu24_v*
B-H HLT _IsoTkMu24_v*
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Table D.2: The same trigger menu is used in both data and simulation and the com-
binations of single and dilepton triggers in 2017 are shown separately for the individual

channels.
channel | run trigger

uwtut | A-B HLT _Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_DZ _v*
C-F HLT _Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_DZ _Mass3p8_v*
A-F HLT _IsoMu27_v*

efef | A-F HLT_Ele23_Ele12_CaloldL_TrackIdL_IsoVL_DZ_v*
A-F HLT_Ele23_Ele12_CaloldL_TrackIdL _IsoVL_v*
A-F HLT _Ele32_ WPTight_Gsf_ L1DoubleEG_v*

etuT | A-F HLT _Mu23_TrkIsoVVL_Elel2_CaloldL_TrackIdL_IsoVL_v*
A-F | HLT Mu23_TrkIsoVVL_Ele12_CaloldL_TrackIdL_IsoVL_DZ_v*
A-F | HLT Mul2_TrkIsoVVL_Ele23_CaloldL_TrackIdL_IsoVL_DZ_v*
A-F | HLT_Mu8_TrkIsoVVL_Ele23_CaloldL_TrackIdL IsoVL_DZ_v*
A-F HLT _Ele32 WPTight_Gsf_ L1DoubleEG_v*
E-F HLT IsoMu27_v*

Table D.3: The same trigger menu is used in both data and simulation and the com-
binations of single and dilepton triggers in 2018 are shown separately for the individual

channels.
channel | run trigger

pEuF | A-D HLT Mul7_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8_v*
A-D HLT _IsoMu24_v*

eTet | A-D HLT_Ele23_Ele12_CaloldL_TrackIdL_IsoVL_DZ_v*
A-D HLT _Ele23_Elel2_CaloldL_TrackIdL_IsoVL_v*
A-D HLT _Ele32_WPTight_Gsf_v*

etut | A-D HLT Mu23_TrkIsoVVL_Elel12_CaloldL_TrackIdL IsoVL_v*
A-D | HLT Mu23_TrkIsoVVL_Elel2_CaloldL_TrackIdL _IsoVL_DZ_v*
A-D | HLT Mul2_TrkIsoVVL_Ele23_CaloldL_TrackIdL_IsoVL_DZ_v*
A-D | HLT Mu8_TrkIsoVVL_Ele23_CaloldL_TrackIdL_IsoVL_DZ_v*
A-D HLT _Ele32_WPTight_Gsf_v*
A-D HLT _IsoMu24_v*
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D.2 Trigger scale factors
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Figure D.1: The trigger scale factors in 2016 are shown separately for the ete® (top
left), uuF (top right) and e*u¥ (bottom) channels and are provided in bins of the
leading and trailing lepton pr. The systematic and statistical uncertainties on the
scale factors are added in quadrature.
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Figure D.2: The trigger scale factors in 2017 are shown separately for the e*e (top
left), u=uT (top right) and e*u¥ (bottom) channels and are provided in bins of the
leading and trailing lepton pr. The systematic and statistical uncertainties on the
scale factors are added in quadrature.
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Figure D.3: The trigger scale factors in 2018 are shown separately for the e*e (top
left), u=uT (top right) and e*u¥ (bottom) channels and are provided in bins of the
leading and trailing lepton pr. The systematic and statistical uncertainties on the
scale factors are added in quadrature.
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Appendix E

Lepton reconstruction and
identification scale factors

2016 muon ID scale factors
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Figure E.1: The figure shows the ratio of muon efficiencies in 2016 data and sim-
ulation. The resulting scale factors for both the identification (top) and isolation
(bottom) efficiencies are applied per muon in simulation in bins of pr and 7.
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2016 electron ID scale factors
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Figure E.2: The figure shows the ratio of electron efficiencies in 2016 data and
simulation. The resulting scale factors for the identification (top) and reconstruc-
tion (middle and bottom for high and low electron pr, respectively) efficiencies are
applied per electron in simulation in bins of pr and 7.
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2017 muon ID scale factors
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Figure E.3: The figure shows the ratio of muon efficiencies in 2017 data and sim-
ulation. The resulting scale factors for both the identification (top) and isolation
(bottom) efficiencies are applied per muon in simulation in bins of pr and absolute
n.
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2017 electron ID scale factors
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Figure E.4: The figure shows the ratio of electron efficiencies in 2017 data and
simulation. The resulting scale factors for the identification (top) and reconstruc-
tion (middle and bottom for high and low electron pr, respectively) efficiencies are
applied per electron in simulation in bins of pr and 7.
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2018 muon ID scale factors
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2018 muon isolation scale factors
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Figure E.5: The figure shows the ratio of muon efficiencies in 2018 data and sim-
ulation. The resulting scale factors for both the identification (top) and isolation
(bottom) efficiencies are applied per muon in simulation in bins of pr and absolute

n.
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2018 electron ID scale factors
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Figure E.6: The figure shows the

applied per electron in simulation in bins of pr and 7.
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ratio of electron efficiencies in 2018 data and
simulation. The resulting scale factors for the identification (top) and reconstruc-
tion (middle and bottom for high and low electron pr, respectively) efficiencies are



Appendix F

B-tagging efficiencies and mistag
rates for c- and light-jets
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Figure F.1: The b-tag efficiency and mistag rates are computed in bins of jet pr
and 7 and are shown for 2016 in the e*eT (top row), ey (middle row) and p*pu™
(third row) channels. The b-tagging efficiency is shown in the first column while

the mistag rates for c- and light-jets are shown in the second and third column,
respectively.

238



Tagging Efficiency (b-jet) Tagging Efficiency (c-jet) Tagging Efficiency (I-jet)

el
el

&0
PR ee

[ o8 o8 089 0% 080
[ S0m Zom 000 :000 :000 =+

091 0% 0% 0n
[ 00 som :000 :000 :000 2000

[ o8  os o091 091 o9
L “om <om 000 000 .00

ol
10°

107 p;.,.wa ' 102 p.T.,aw’

Tagging Efficiency (b-jet) Tagging Efficiency (c-jet) Tagging Efficiency (I-jet)

e

f}: ew

[ o8 o8 089 089 080
[ Som Zow 000 :000 -000 =

r 091 0% 0% 0%
[ 00 <om :000 :000 :000 =000

[ o8 0w o091 091 o9
L Som <omw 000 000 -000

[ . y .
10° ' 102 d0? 10? 1id0°
Pr

Tagging Efficiency (b-jet) Tagging Efficiency (c-jet) Tagging Efficiency (I-jet)

il up

[ o8 o080 089 0% 080
[ Som Zow 000 :000 :000 =

[ os  os o0 o0s2 o
[ 00 Zom =000 :000 :000 2000

0.5

088 0% 091 091 091
[ 00 <om 000 :000 :000 s000

[ . .
10? 0 p!;jews

Figure F.2: The b-tag efficiency and mistag rates are computed in bins of jet pr
and 7 and are shown for 2017 in the e*eT (top row), ey (middle row) and p*pu™
(third row) channels. The b-tagging efficiency is shown in the first column while
the mistag rates for c- and light-jets are shown in the second and third column,
respectively.
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Figure F.3: The b-tag efficiency and mistag rates are computed in bins of jet pr
and 7 and are shown for 2018 in the e*eT (top row), ey (middle row) and p*pu™
(third row) channels. The b-tagging efficiency is shown in the first column while
the mistag rates for c- and light-jets are shown in the second and third column,
respectively.
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Appendix G

Event count tables for individual
years
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Table G.1: The table shows the total number of expected events for signal and background
processes compared to the number of events observed in 2016 data for each selection step
and channel (uTuT, e*uT, efeT and the combined channel). The simulation has been
normalized to a total integrated luminosity of 36.3 fb~!, which corresponds to the 2016
data-taking period.

pEp sample Z-veto > 2 jets Emiss >1 b-tag kin. reco loose. kin. reco
tt signal 117779.0  94150.4  79536.3 75305.9  66763.1 72105.1
tt other 20307.5 16284.6  13514.5 12635.5  11693.7 12084.6
tt+ Z/W 344.2 328.5 285.0 269.0 216.4 238.6
Single top 13477.0 6218.6 5283.8 4691.7 3217.9 3656.5
diboson 18259.1 2585.4 1674.9 598.8 331.3 380.0
WHjets 1611.5 259.2 259.2 145.7 18.2 18.5
Z+jets 1972077.9 133453.1  54174.8 19888.1 123684 13462.3
Sum MC 2143856.3 253279.8 154728.5 113534.8  94609.0 101945.5
Data 2049279.0 247639.0 149265.0 104955.0  87636.0 93753.0
et uT sample Z-veto > 2 jets EXss > 1 b-tag kin. reco loose. kin. reco
tt signal 206886.5 165837.8 165837.8  157159.1 143844.5 150928.2
tt other 35814.6  28723.7  28723.7 26943.8  25403.0 25881.4
tt+ Z/W 546.3 519.0 519.0 486.5 419.1 444.1
Single top 23859.9  11036.2  11036.2 9832.8 7180.8 7810.1
diboson 27391.4 2679.9 2679.9 883.7 555.0 604.0
Wjets 4677.7 642.4 642.4 227.8 179.2 195.4
Z+jets 71255.2 5914.1 5914.1 1957.1 1572.1 1585.9
Sum MC 370431.5 215353.0 215353.0 197490.8 179153.7 187449.1
Data 355116.0 199639.0 199639.0  180048.0 163299.0 170357.0
eTeT sample Z-veto > 2 jets Emss >1 b-tag kin. reco loose. kin. reco
tt signal 57284.9  45953.3  37668.8 35660.7  32508.1 34061.6
tt other 9179.5 7373.3 6034.4 5681.7 5347.5 5456.1
tt+ Z/W 175.8 167.8 138.7 130.9 107.2 114.9
Single top 6579.0 3079.7 2517.1 2250.2 1575.0 1720.1
diboson 8572.5 1328.8 744.7 278.0 165.4 184.6
Wjets 1907.3 229.1 152.3 28.2 28.0 28.2
Z+jets 819102.9  63537.8  17499.0 6226.0 3966.9 4408.0
Sum MC 902801.9 121669.8  64754.9 50255.8  43698.1 45973.5
Data 885409.0 115642.0  61430.0 46650.0  40567.0 42306.0
combined sample Z-veto > 2 jets EXss >1 b-tag kin. reco loose. kin. reco
tt signal 381950.4 305941.5 283042.9 268125.7 243115.7 257094.9
tt other 65301.6  52381.5  48272.5 45261.0  42444.2 43422.1
tt+ Z/W 1066.3 1015.2 942.6 886.4 742.7 797.6
Single top 43915.9  20334.6  18837.1 167747 11973.7 13186.7
diboson 54223.1 6594.1 5099.5 1760.6 1051.7 1168.6
WHjets 8196.5 1130.6 1053.9 401.7 225.4 242.1
Z+jets 2862435.9 202388.6  77611.8 28088.7  17911.4 19459.0
Sum MC 3417089.7 589786.2 434860.4 361298.8 317464.8 335370.8
Data 3289804.0 562920.0 410334.0 331653.0 291502.0 306416.0
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Table G.2: The table shows the total number of expected events for signal and background
processes compared to the number of events observed in 2017 data for each selection step
and channel (uTuT, e*uT, efeT and the combined channel). The simulation has been
normalized to a total integrated luminosity of 41.5 fb~!, which corresponds to the 2017
data-taking period.

pEp sample Z-veto > 2 jets Emiss >1 b-tag kin. reco loose. kin. reco
tt signal 131352.2 104857.9  88566.7 83612.1  75591.5 79979.1
tt other 24307.6  19420.2  16200.9 15026.1  13930.5 14300.4
tt+ Z/W 402.6 381.8 331.0 312.5 256.2 276.3
Single top 15504.8 7086.7 6014.5 5311.8 3761.3 4149.0
diboson 20729.7 2721.6 1773.7 593.5 344.8 380.1
WHjets 3118.6 481.2 407.9 156.0 115.6 116.5
Z+jets 2199162.7 186368.4  83742.9 27411.1  18878.6 20043.3
Sum MC 2394578.1 321317.7 197037.5  132423.0 112878.6 119244.7
Data 2477872.0 318845.0 199501.0  133916.0 114124.0 119794.0
et uT sample Z-veto > 2 jets EXss > 1 b-tag kin. reco loose. kin. reco
tt signal 241340.0 193247.2 193247.2 182663.6 168061.9 175316.8
tt other 43991.1  35229.3  35229.3 32828.6  30841.5 31430.7
tt+ Z/W 655.1 618.4 618.4 578.8 498.7 526.6
Single top 28141.4  12869.1  12869.1 11365.1 8346.5 9032.7
diboson 32754.0 2715.4 2715.4 786.2 473.7 514.7
Wjets 7579.3 981.8 981.8 372.8 223.7 225.0
Z+jets 84764.1 77713 7771.3 2337.8 1868.4 1919.4
Sum MC 439225.0 253432.4 253432.4  230932.9 210314.5 218965.8
Data 429428.0 243923.0 243923.0 220852.0 201114.0 208631.0
eTeT sample Z-veto > 2 jets Emss >1 b-tag kin. reco loose. kin. reco
tt signal 68986.9  55254.5  46061.0 43464.0  39490.6 41486.0
tt other 11299.4 9050.9 7562.4 7111.9 6653.8 6813.5
tt+ Z/W 216.0 204.8 174.9 164.2 134.0 144.7
Single top 7916.2 3727.5 3106.9 2756.2 1917.5 2110.1
diboson 10490.1 1460.0 887.2 307.4 175.8 194.8
Wjets 2291.7 479.6 333.6 101.5 30.6 30.9
Z+jets 998591.5  79230.9  31619.6 10148.1 7126.5 7472.2
Sum MC 1099791.9 149408.4  89745.6 64053.3  55528.8 58252.3
Data 1014434.0 142953.0  86176.0 60249.0  52226.0 54505.0
combined sample Z-veto > 2 jets EXss >1 b-tag kin. reco loose. kin. reco
tt signal 441679.1 353359.6 327874.8  309739.7 283144.1 296781.9
tt other 79598.1  63700.3  58992.6 54966.6  51425.8 52544.6
tt+ Z/W 1273.7 1205.0 1124.3 1055.4 888.9 947.6
Single top 51562.4  23683.3  21990.5 19433.1  14025.4 15291.8
diboson 63973.8 6897.0 5376.4 1687.1 994.3 1089.6
WHjets 12989.6 1942.6 1723.3 630.3 369.9 372.4
Z+jets 3282518.3 273919.3 123198.8 39901.1 278904 29445.2
Sum MC 3933595.0 724707.3 540280.6  427413.3 378738.7 396473.2
Data 3921734.0 705721.0 529600.0 415017.0 367464.0 382930.0
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Table G.3: The table shows the total number of expected events for signal and background
processes compared to the number of events observed in 2018 data for each selection step
and channel (u*pT, e ¥, eteT and the combined channel). The simulation has been
normalized to a total integrated luminosity of 59.7 fb~!, which corresponds to the 2018
data-taking period.

pEpT sample Z-veto > 2 jets Emiss > 1 b-tag kin. reco loose. kin. reco
tt signal 195724.7  156487.1 130265.2 123731.9 111387.5 118318.4
tt other 35347.4 28285.2  23146.3 21734.2  20116.1 20699.7
tt+ Z /W 593.3 561.7 477.8 460.6 377.0 406.5
Single top 22839.8 10638.1 8885.5 7943.4 5590.7 6214.7
diboson 31616.4 4189.5 2466.6 932.7 545.4 604.7
Wjets 3234.6 747.2 617.0 320.1 226.7 229.4
Z+jets 3252174.6  272514.5  89918.1 35162.1 21683.3 23408.8
Sum MC 3541530.8  473423.3 255776.5 190285.1 159926.7 169882.1
Data 3562696.0  453181.0 253197.0 189423.0 159185.0 168245.0
et T sample Z-veto > 2 jets Emiss > 1 b-tag kin. reco loose. kin. reco
tt signal 359203.5  287809.4 287809.4 273538.6 251167.1 2622284
tt other 64094.2 51417.1  51417.1 48443.0  45435.2 46386.4
tt+ Z/W 990.2 934.3 934.3 893.3 759.1 804.3
Single top 41451.5 19256.0  19256.0 17247.8  12636.0 13685.4
diboson 50675.7 4196.5 4196.5 1514.1 969.5 1042.6
Wjets 10466.8 1675.3 1675.3 347.2 274.0 276.3
Z+jets 125164.7 12080.2  12080.2 4750.6 3776.3 3861.5
Sum MC 652046.5  377368.9 377368.9 346734.6 315017.1 328284.8
Data 640157.0  359619.0 359619.0  329565.0 299443.0 310501.0
eteT sample Z-veto > 2 jets Exss > 1 b-tag kin. reco loose. kin. reco
tt signal 102910.0 82378.1  67310.0 63877.1  57704.7 60864.4
tt other 16568.2 13286.2  10843.4 10232.5 9515.1 9800.2
tt+ Z/W 338.4 320.8 264.5 253.3 203.4 220.9
Single top 11768.9 5568.2 4568.1 4124.8 2839.1 31214
diboson 16318.0 2159.1 1109.9 443.8 240.7 272.4
W+jets 3266.3 191.0 137.9 101.7 56.1 57.1
Z+jets 1467008.6  131377.6  31917.8 12858.8 8279.7 9075.4
Sum MC 1618178.5  235281.0 116151.7 91892.1  78838.8 83411.7
Data 1537104.0  213634.0 111021.0 86969.0  74650.0 78007.0
combined sample Z-veto > 2 jets Emss > 1 b-tag kin. reco loose. kin. reco
tt signal 657838.1  526674.6 485384.6 461147.6 420259.2 4414111
tt other 116009.7 92988.6  85406.8 80409.7  75066.4 76886.3
tt+ Z/W 1921.9 1816.8 1676.6 1607.2 1339.5 1431.7
Single top 76060.2 35462.3  32709.6 29316.0  21065.7 23021.5
diboson 98610.1 10545.0 7773.0 2890.6 1755.6 1919.6
Wjets 16967.7 2613.5 2430.3 769.1 556.9 562.8
Z+jets 48443479  415781.4 133936.8 52776.0  33736.6 36342.1
Sum MC 5811755.7 1085882.2 749317.8  628916.3 553779.9 581575.1
Data 5739957.0 1026434.0 723837.0 605957.0 533278.0 556753.0
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Appendix H

Closure tests

H.1 Truth test
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Figure H.1: Absolute differential ¢¢ production cross sections, performed with pseudo
data for regularized and unregularized unfolding. The top plot shows the invariant mass

of the dilepton system, m(¢¢), measured in the fiducial phase space at particle level, while
the bottom plot shows the invariant mass of the dilepton system in bins of the transverse
momentum of the dilepton system, [pp(¢¢), m(¢¢)], measured in the fiducial phase space

m(li) [GeV]

at particle level. The ratio is shown with respect to the original truth (black).
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H.2 Toy test
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Figure H.2: Residual (relative), pull and x2 distributions are shown for the invariant
mass of the dilepton system, m(£/), measured in the fiducial phase space at particle level,
and performed with pseudo data for regularized and unregularized unfolding. The pull
and x? distributions are also shown alongside the expectation. The top row shows plots
of the residuals (relative), pulls and x? of M;%f with respect to the true MC reference
prediction in all bins. The bottom row shows plots of the mean and RMS of the residuals

and pulls per bin (see Chapter 8).
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Figure H.3: Residual (relative), pull and x2 distributions are shown for the invariant
mass of the dilepton system in bins of the transverse momentum of the dilepton system,
[pr(¢€), m(¢€)], measured in the fiducial phase space at particle level, and performed with
pseudo data for regularized and unregularized unfolding. The pull and x? distributions are
also shown alongside the expectation. The top row shows plots of the residuals (relative),
pulls and x? of M;%f with respect to the true MC reference prediction in all bins. The
bottom row shows plots of the mean and RMS of the residuals and pulls per bin (see

Chapter 8).
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Figure H.4: Correlation matrices are shown for the invariant mass of the dilepton system,
m(£f), measured in the fiducial phase space at particle level. The sample correlation ma-
trix (red), computed from (Cov g M%Lgf)ij, is shown alongside the estimated correlation
matrix (black), which is obtained from the direct average of the covariance matrix returned
by the unfolding algorithm for each toy. The comparison is performed for unregularized

unfolding (top) and regularized unfolding (bottom).
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Figure H.5: Correlation matrices are shown for the invariant mass of the dilepton system
in bins of the transverse momentum of the dilepton system, [p(¢£),
the fiducial phase space at particle level. The sample correlation matrix (red), computed
un pun) f)Z], is shown alongside the estimated correlation matrix (black), which

from (Cov
( Ma,'ug

is obtained from the direct average of the covariance matrix returned by the unfolding
algorithm for each toy. The comparison is performed for unregularized unfolding (top)
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Figure H.6: Absolute differential

tt production cross sections, performed with pseudo

data for regularized and unregularized unfolding, are shown for the invariant mass of

the dilepton system, m(¢¢), measured in the fiducial phase space at particle level. Four
reweighting scenarios are shown with distortions within 5% to 100%. The ratio is shown
with respect to the reweighted MC (truth) in black. The distortions can be judged with
respect to the red curve which shows the original reference MC.
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Figure H.7: Absolute differential ¢¢ production cross sections, performed with pseudo
data for regularized and unregularized unfolding, are shown for the invariant mass of the
dilepton system in bins of the transverse momentum of the dilepton system, [p(¢¢), m(¢¢)],
measured in the fiducial phase space at particle level. The first two reweighting scenarios
are shown with distortions within 5% to 100%. The ratio is shown with respect to the
reweighted MC (truth) in black. The distortions can be judged with respect to the red

curve which shows the original reference MC.
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Figure H.8: Absolute differential ¢¢ production cross sections, performed with pseudo
data for regularized and unregularized unfolding, are shown for the invariant mass of the
dilepton system in bins of the transverse momentum of the dilepton system, [p(¢¢), m(¢¢)],
measured in the fiducial phase space at particle level. The last two reweighting scenarios
are shown with distortions within 5% to 100%. The ratio is shown with respect to the
reweighted MC (truth) in black. The distortions can be judged with respect to the red

curve which shows the original reference MC.
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Appendix 1

Estimation of the uncertainty on
the tW normalization

I.1 ee channel
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Figure I.1: The figure shows the number of b-tagged jets for the ee channel after the full
event selection. The normalization of the contribution from the single top tW production
is varied up (first column) and down (second column) by 10% (first row), 15% (second
row), 20% (third row) and 25% (fourth row). The simulated samples are normalized to an
integrated luminosity of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for
the discrepancy in the normalization of this background for data and MC (see Section 5).
The systematic uncertainties are not included for the purposes of illustration.
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Figure 1.2: The figure shows the number of b-tagged jets for the ee channel after the full
event selection. The normalization of the contribution from the single top tW production
is varied up (first column) and down (second column) by 30% (first row), 50% (second row)
and 100% (third row). The simulated samples are normalized to an integrated luminosity
of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for the discrepancy in
the normalization of this background for data and MC (see Section 5. The systematic
uncertainties are not included for the purposes of illustration.
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Figure I.3: The figure shows the number of b-tagged jets for the ppu channel after the full
event selection. The normalization of the contribution from the single top tW production
is varied up (first column) and down (second column) by 10% (first row), 15% (second
row), 20% (third row) and 25% (fourth row). The simulated samples are normalized to an
integrated luminosity of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for
the discrepancy in the normalization of this background for data and MC (see Section 5).
The systematic uncertainties are not included for the purposes of illustration.
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of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for the discrepancy in
the normalization of this background for data and MC (see Section 5. The systematic
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Figure 1.5: The figure shows the number of b-tagged jets for the ey channel after the full
event selection. The normalization of the contribution from the single top tW production
is varied up (first column) and down (second column) by 10% (first row), 15% (second
row), 20% (third row) and 25% (fourth row). The simulated samples are normalized to an
integrated luminosity of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for
the discrepancy in the normalization of this background for data and MC (see Section 5).
The systematic uncertainties are not included for the purposes of illustration.
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Figure 1.6: The figure shows the number of b-tagged jets for the ey channel after the full
event selection. The normalization of the contribution from the single top tW production
is varied up (first column) and down (second column) by 30% (first row), 50% (second row)
and 100% (third row). The simulated samples are normalized to an integrated luminosity
of 137.6 fb~!. The Z+jets sample (blue area) is scaled to account for the discrepancy in
the normalization of this background for data and MC (see Section 5. The systematic
uncertainties are not included for the purposes of illustration.
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Appendix J

Systematic uncertainty
contributions

J.1 Single-differential measurements

J.1.1 Parton level
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Figure J.1: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the transverse momentum of the top, pr(t), for both

normalized (top) and absolute (bottom) measurements performed in the full phase space
at parton level.
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Figure J.2: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the transverse momentum of the anti-top, pr(¢), for
both normalized (top) and absolute (bottom) measurements performed in the full phase
space at parton level.
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Figure J.3: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the rapidity of the top, y(¢), for both normalized (top)
and absolute (bottom) measurements performed in the full phase space at parton level.
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Figure J.4: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the rapidity of the anti-top, y(¢), for both normalized
(top) and absolute (bottom) measurements performed in the full phase space at parton
level.
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Figure J.5: The figure shows the uncertainty contributions of the differential t¢ cross
section measured as a function of the difference in absolute value of rapidity of the top
and absolute value of rapidity of the anti-top, |y(¢)| — |y(%)|, for both normalized (top) and
absolute (bottom) measurements performed in the full phase space at parton level.
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Figure J.6: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle (¢) between
the top and the anti-top, |A¢(t,t)| , for both normalized (top) and absolute (bottom)
measurements performed in the full phase space at parton level.
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Figure J.7: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the transverse momentum of the tf system, pr(tt), for
both normalized (top) and absolute (bottom) measurements performed in the full phase
space at parton level.
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Figure J.8: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the rapidity of the ¢t system, y(¢t), for both normalized
(top) and absolute (bottom) measurements performed in the full phase space at parton
level.
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Figure J.9: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the invariant mass of the ¢t system, m(tt), for both
normalized (top) and absolute (bottom) measurements performed in the full phase space
at parton level.
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Figure J.10: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the top quark
over the invariant mass of the tf system, pr(t)/m(tt), for both normalized (top) and
absolute (bottom) measurements performed in the full phase space at parton level.
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Figure J.11: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the ¢t system
over the invariant mass of the ¢t system, pr(tt)/m(tt), for both normalized (top) and
absolute (bottom) measurements performed in the full phase space at parton level.

278



CMS Preliminary A 138 fb'1 (13 TeV)

® [ normalized, parton level
220 f f
= =
£ 15
© -
g -
55 .
0 = Vtatatatatatate SR ——
-5 —
~10f- E
15 =
_20F- =
1 2 3 4 5 6 7 8 9
Bin [log(&)]
CMS Preliminary 138 fb' (13 TeV)
absolute, parton level :
20 :

Uncertainty [%)]

-
[\
W
N
(6]
»
~
(o]
©

Bin [log (& ]

Figure J.12: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of log(&;), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture, for both
normalized (top) and absolute (bottom) measurements performed in the full phase space

at parton level.
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Figure J.13: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of log(&2), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture, for both
normalized (top) and absolute (bottom) measurements performed in the full phase space

at parton level.
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J.1.2 Particle level
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Figure J.14: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the top, pr(t), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.15: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the anti-top, pr(¢), for
both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level.
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Figure J.16: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the rapidity of the top, y(t), for both normalized (top)
and absolute (bottom) measurements performed in the fiducial phase space at particle
level.
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Figure J.17: The figure shows the uncertainty contributions of the differential ¢f cross sec-
tion measured as a function of the rapidity of the anti-top, y(t), for both normalized (top)
and absolute (bottom) measurements performed in the fiducial phase space at particle
level.
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Figure J.18: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the difference in absolute value of rapidity of the top
and absolute value of rapidity of the anti-top, |y(¢)| — |y(%)|, for both normalized (top) and
absolute (bottom) measurements performed in the fiducial phase space at particle level.
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Figure J.19: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle (¢) between
the top and the anti-top, |A¢(t,t)| , for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level.
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Figure J.20: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the tf system, pr(tt), for
both normalized (top) and absolute (bottom) measurements performed in the fiducial

phase space at particle level.
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Figure J.21: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the rapidity of the ¢t system, y(¢t), for both normal-
ized (top) and absolute (bottom) measurements performed in the fiducial phase space at
particle level.
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Figure J.22: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the ¢t system, m(tt), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.

290



CMS Preliminary

138 fb”' (13 TeV

® [ normalized, particle level 10 .
220 f 5
£ C 3
] - -
% 15 = = I stat
g o -
= - --- JES
5 = —
0 - - - Lepton
-5E- =
E E —— Backgrounds
1o E
-15 E_ _E - - = Other exp. unc.
~20F =
E E Theory unc.
05 1 15 2 25 35 4 45 5 55
Bin [p_(t)/m(t))]
_ CMS Preliminary 138 fb' (13 TeV
® E absolute; particle level : 10
220 5 =
£ - 3
] - -
% 15 :_ _: I stat
g F :
- - ---JES
5 ekttt etk I lebeeilulielleliieiolal JUPRPRpepaepep ey ;lllllllllll;
- - - Lepton
-5
E —— Backgrounds
-10
—1 5 E_ - - - Other exp. unc.
_20F-
E Theory unc.
S5 1 1.5

25

3

4.25 5
Bin [pT(t)/m(tT)]

5

5.5

Figure J.23: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the top quark
over the invariant mass of the tf system, pr(t)/m(tt), for both normalized (top) and
absolute (bottom) measurements performed in the fiducial phase space at particle level.
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Figure J.24: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the ¢t system
over the invariant mass of the ¢t system, pr(tt)/m(tt), for both normalized (top) and
absolute (bottom) measurements performed in the fiducial phase space at particle level.
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Figure J.25: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of log(&;), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture, for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.26: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of log(&2), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture, for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.27: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the lepton, pr(¢), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.28: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the trailing
lepton over the transverse momentum of the leading lepton, pr(¢) trailing/pr(¢) leading,
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level.
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Figure J.29: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the lepton over
the transverse momentum of the anti-top quark, pp(¢)/pr(t), for both normalized (top)
and absolute (bottom) measurements performed in the fiducial phase space at particle
level.
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Figure J.30: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the ratio of the scalar sum of pr of b and pr of anti-b
over the scalar sum of pt of top and pr of anti-top, (pr(b) + pr(b))/(pr(t) + pr(t)),
for both normalized (top) and absolute (bottom) measurements performed in the fiducial

phase space at particle level.
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Figure J.31: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the leading b quark, pr(b)
leading, for both normalized (top) and absolute (bottom) measurements performed in the
fiducial phase space at particle level.
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Figure J.32: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the trailing b quark, pr(b)
trailing, for both normalized (top) and absolute (bottom) measurements performed in the
fiducial phase space at particle level.
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Figure J.33: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the ¢¢ system, pr(¢¢),
for both normalized (top) and absolute (bottom) measurements performed in the fiducial

phase space at particle level.
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Figure J.34: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute pseudorapidity of the £/ system, |n(¢f)],
for both normalized (top) and absolute (bottom) measurements performed in the fiducial
phase space at particle level.
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Figure J.35: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the difference in absolute pseudorapidity of the lepton
and absolute pseudorapidity of the anti-lepton, |1(¢)| — |7(¢)], for both normalized (top)
and absolute (bottom) measurements performed in the fiducial phase space at particle
level.
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Figure J.36: The figure shows the uncertainty contributions of the differential ¢ cross
section measured as a function of the absolute value of the azimuthal angle (¢) between
the lepton and the anti-lepton, |A¢ (¢, £)|, for both normalized (top) and absolute (bottom)
measurements performed in the fiducial phase space at particle level.
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Figure J.37: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the ¢/ system, m(£f), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.38: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the bb system, m(bb), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.39: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the IIbb system, m(¢/bb), for both
normalized (top) and absolute (bottom) measurements performed in the fiducial phase
space at particle level.
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Figure J.40: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the total jet multiplicity, Nje¢ (the last bin is inclusive
for > 7), for both normalized (top) and absolute (bottom) measurements performed in

the fiducial phase space at particle level.
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J.2 Double-differential measurements

J.2.1 Particle level
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Figure J.41: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle between the
lepton and the anti-lepton, |A¢(#,€)|, in ranges of the invariant mass of the ¢f system,
m(tt), for both normalized (top) and absolute (bottom) measurements performed in the
fiducial phase space at particle level.
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Figure J.42: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle between the
lepton and the anti-lepton, |A¢(¢, £)|, in ranges of the transverse momentum of the top,
pr(t), for both normalized (top) and absolute (bottom) measurements performed in the

fiducial phase space at particle level.

311

total

-- JES

- - Lepton

—— Backgrounds

- - Other exp. unc.

Theory unc.

total

-- JES

- - Lepton

—— Backgrounds

- - Other exp. unc.

Theory unc.



138 b (13 TeV

Uncertainty [%)]

total
I stat
-- JES
- -~ Lepton
—— Backgrounds
- - - Other exp. unc.

Theory unc.

10 20 30

CMS Work in progress

40

50

60

Bin [m()1-m{)!,1A¢(1)1]

138 fo” (13 TeV

10

Uncertainty [%)]

total

I stat

-- JES

- -~ Lepton

—— Backgrounds

=== Other exp. unc.

Theory unc.

Figure J.43: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle between
the lepton and the anti-lepton, |A¢(Z, )|, in ranges of the difference in absolute value
of pseudorapidity of the lepton and absolute value of pseudorapidity of the anti-lepton,
In(£)| — |n(£)], for both normalized (top) and absolute (bottom) measurements performed

in the fiducial phase space at particle level.
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Figure J.44: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the ¢¢ system, m(¢f), in ranges
of the absolute pseudorapidity of the £/ system, |n(¢f)|, for both normalized (top) and
absolute (bottom) measurements performed in the fiducial phase space at particle level.

313



CMS preliminary 138 fb" (13 TeV)

£ Fnormalized, particle level
> F i total
= _ i
s 10—
% - I stat
o L =
c C H
-] 5

_ -- JES

0 - -~ Lepton
—5 __ —— Backgrounds
-10 f— - - = Other exp. unc.
E T A Theory unc.
2 4 6 8 10 12 14 16 18 20
Bin [M(")LPT(")]
_ CMS Ppreliminary 138 fb™' (13 TeV)
| absolute, particle level
> I [ total
IS
i 10
5 I
o
c
o)
-- JES
- - - Lepton
_ —— Backgrounds

- - - Other exp. unc.

N
o
IIII|IIII

Theory unc.

2 4 6 8 10 12 14 16 18 20
Bin [(M),p_ ()]

Figure J.45: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the transverse momentum of the ¢/ system, pr(£€), in
ranges of the absolute pseudorapidity of the ¢ system, |n(¢€)|, for both normalized (top)
and absolute (bottom) measurements performed in the fiducial phase space at particle
level.
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Figure J.46: The figure shows the uncertainty contributions of the differential ¢t cross
section measured as a function of the invariant mass of the £/ system, m(¢f), in ranges of
the transverse momentum of the £/ system, p(££), for both normalized (top) and absolute
(bottom) measurements performed in the fiducial phase space at particle level.
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Appendix K

Numerical cross sections and
uncertainties

K.1 Single-differential measurements

K.1.1 Parton level
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Table K.1: Numerical values are shown for the normalized differential ¢ cross section
measured as a function of the transverse momentum of the top, pr(t), in the full
phase space at parton level. Corresponding statistical and systematic uncertainties
are also shown in percent.

pr(t) [GeV] ﬁd;TU(t)[GeVﬂ] stat. [%] syst. [%] bin
0.0-55.0 3.635 x 1073 0.8 iR 1
55.0-100.0 6.273 x 1073 0.4 s 2
100.0-165.0 4.638 x 1073 0.4 R 3
165.0-240.0 1.935 x 1073 0.6 =20 4
240.0-330.0 5.762 x 10~* 1.4 +3.2 5
330.0-440.0 1.364 x 104 3.6 i 6
440.0-600.0 2.719 x 107° 7.3 e 7

Table K.2: Numerical values are shown for the normalized differential ¢t cross sec-
tion, measured as a function of the transverse momentum of the anti-top, pT(ﬂ,
in the full phase space at parton level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(t) [GeV] U(%f)dp‘;ﬁ[(}eV_l] stat. [%] syst. [%] bin
0.0-55.0 3.651 x 1073 0.8 R 1
55.0-100.0 6.252 x 1073 0.4 2 2
100.0-165.0 4.616 x 1073 0.4 R 3
165.0-240.0 1.948 x 103 0.6 B 4
240.0-330.0 5.778 x 1074 1.4 e 5
330.0-440.0 1.402 x 104 3.5 t 6
440.0-600.0 2.687 x 1077 7.6 e 7
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Table K.3: Numerical values are shown for the normalized differential ¢ cross section
measured as a function of the rapidity of the top, y(), in the full phase space at
parton level. Corresponding statistical and systematic uncertainties are also shown

in percent.

y(t) Uéf) d;‘(’t) stat. [%] syst. [ bin
—2.6—1.8 8.067 x 1072 1.6 e 1
~1.8—~14 1.645 x 107+ 0.9 i 2
—1.4-—-0.9 2268 x 107! 0.6 tie 3
—0.9-—0.5 2.768 x 107! 0.5 tor 4

—0.50.0 2.993x10°! 0.5 o 5
0.0-0.5  2.996 x 10~* 0.5 T 6
0509 2773 x 107! 0.5 +o-g 7
0.9-14  2232x 107" 0.7 s 8
1418  1.601 x 107" 0.9 B 9
1.82.6 8505 x 1072 1.5 BN 10

Table K.4: Numerical values are shown for the normalized differential ¢f cross section
measured as a function of the rapidity of the anti-top, y(f), in the full phase space at
parton level. Corresponding statistical and systematic uncertainties are also shown

in percent.

y(t) a(ltf) d?/?ﬂ stat. [%] syst. [%] Dbin
—2.6-—1.8 8.075x 1072 1.6 e 1
~1.8—1.4 1.636 x 107! 0.9 20 2
-1.4—-0.9 2275 x 107" 0.6 ol 3
—0.9-—0.5 2.768 x 10! 0.5 B 4

—0.5-0.0 3.073 x 107! 0.5 o 5
0.0-0.5 2992 x 10! 0.5 ror 6
0.5-0.9 2728 x 107! 0.5 2 7
0.9-1.4  2.277x 107! 0.6 B 8
14-1.8  1.605 x 107! 0.9 e 9
1.82.6  8.064 x 1072 1.6 2 10
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Table K.5: Numerical values are shown for the normalized differential ¢ cross section
measured as a function of the difference in absolute value of rapidity of the top and
absolute value of rapidity of the anti-top, |y(t)| — |y(f)], in the full phase space at
parton level. Corresponding statistical and systematic uncertainties are also shown

in percent.

YOI~ O st ageiZpm et (%] syst. (%] bin

—2.6—14

—-1.4-—-0.9

-0.9--04

—0.4-0.0

0.0-0.4
0.4-0.9
0.9-14
1.4-2.6

5.481 x 1072
1.947 x 1071
3.235 x 101
4.309 x 107!
4.319 x 1071
3.245 x 1071

1.966 x 10!
5.785 x 1072

1.6
1.1
0.6
0.6
0.6
0.6
1.1
1.5

+1.5
—2.5

+1.9
—1.2

+0.7
—0.9

+1.1
—1.0

+1.5
—1.1

+1.0
—-0.8

+2.9
—2.1

+1.8
—3.6

1

o N O Tt e W N

Table K.6: Numerical values are shown for the normalized differential ¢ cross sec-
tion measured as a function of the absolute value of the azimuthal angle (¢) between
the top and the anti-top, |[A¢(t,t)| , in the full phase space at parton level. Corre-
sponding statistical and systematic uncertainties are also shown in percent.

[Ap(t,1)] ﬁm stat. [%] syst. [%] bin
0.0-1.6  6.353 x 1072 1.1 a2 1
1.6-2.7 2183 x 107! 0.5 a9 2
2.7-3.0  1.010 x 10° 0.3 A 3
3.0-3.1 2521 x 10° 0.5 B 4
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Table K.7: Numerical values are shown for the normalized differential ¢t cross sec-
tion measured as a function of the transverse momentum of the ¢t system, pT(tf),
in the full phase space at parton level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(tt) [GeV] o(ltf) dpi‘(’tf) [GeV™!'] stat. [%] syst. [%] bin

0-40 1.214 x 1072 0.2 29 1
40-100 5.260 x 1073 0.2 t28 2
100-200 1.421 x 1073 0.5 R 3
200310 3.646 x 10~ 1.1 ta 4
310-420 9.906 x 1075 2.5 t22 5
420-570 2.662 x 10° 4.0 i 6
570-1000 3.459 x 1076 5.1 e 7

Table K.8: Numerical values are shown for the normalized differential ¢ cross section
measured as a function of the rapidity of the ¢t system, y(tt), in the full phase space
at parton level. Corresponding statistical and systematic uncertainties are also
shown in percent.

y(tt) ﬁ% stat. [%] syst. [%] bin
—2.6-—1.6 6.051 x 1072 2.0 e 1
~1.6-—1.2 1.754 x 10! 1.0 I 2
~1.2--0.9 2435 x 107! 0.9 B 3
—0.9-—0.6 2.987 x 107! 0.7 T 4
—0.6-—0.3 3.360 x 10" 0.6 oI 5
—0.3-0.0 3.568 x 10~* 0.6 09 6
0.0-0.3  3.608 x 107* 0.6 o 7
0.3-0.6  3.340 x 107! 0.6 o 8
0.6-0.9 2934 x10~! 0.7 I 9
0.9-1.2 2444 x 107! 0.9 +o-s 10
12-1.6  1.723 x 107 1.0 s 11
1626  6.017 x 1072 2.0 o 12
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Table K.9: Numerical values are shown for the normalized differential ¢f cross section
measured as a function of the invariant mass of the ¢ system, m(¢t), in the full phase
space at parton level. Corresponding statistical and systematic uncertainties are also
shown in percent.

m(tt) [GeV] ﬁ#&’ta[GeV_l] stat. [%] syst. [%] bin

300-380 1.771 x 1073 0.9 R 1
380470 4.077 x 1073 0.3 R 2
470-620 2.026 x 103 0.3 e 3
620-820 6.395 x 10~* 0.6 e 4
820-1100 1.611 x 1074 L5 2 5
1100-1500 2.944 x 107° 4.0 tas 6
15002500 2.735 x 1076 8.4 e 7

Table K.10: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the top
quark over the invariant mass of the ¢t system, pr(t)/m(tt), in the full phase space at
parton level. Corresponding statistical and systematic uncertainties are also shown
in percent.

0.0-0.1 1.916 x 10° 0.4 21 1
0.1-0.3 3.152 x 10° 0.2 R 2
0.3-0.4 1.722 x 10° 0.5 T 3
0.4-0.6 3.084 x 10~ 0.9 R 4
0.6-1.0 1.456 x 102 3.2 i 5
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Table K.11: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the tf
system over the invariant mass of the ¢t system, pr(tt)/m(tt), in the full phase
space at parton level. Corresponding statistical and systematic uncertainties are
also shown in percent.

pr(tt)/m(tt) ﬁm stat. [%] syst. [%] bin

0.0-0.1 6.598 x 10° 0.5 ol 1
0.1-0.1 4.756 x 10° 0.5 e 2
0.1-0.2 2.281 x 10° 0.6 el 3
0.2-0.3 9.804 x 107! 1.0 39 4
0.3-0.4 4.887 x 10~! 1.9 oo 5
0.4-0.6 2.178 x 10~ 2.5 59 6
0.6-0.7 9.116 x 102 4.7 teh 7
0.7-0.9 3.413 x 1072 6.3 o2 8
0.9-1.5 6.886 x 103 5.3 re3 9

Table K.12: Numerical values are shown for the normalized differential ¢¢ cross sec-
tion measured as a function of log(¢;), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture,
in the full phase space at parton level. Corresponding statistical and systematic
uncertainties are also shown in percent.

log(&1) alti) dlo‘;‘&l) stat. [%] syst. [%] bin
—3.0—2.2  6.431 x 1072 2.6 e 1
—2.2--2.0 3.177 x 107+ 1.1 e 2
—2.0—1.8 4.912x 107" 0.7 o7 3
~1.8—1.6 6.601 x 10~ 0.5 o8 4
~1.6—14 7.659 x 107! 0.4 ol 5
~1.4-12 7.871x 107" 0.4 108 6
~1.2-—0.9 6.908 x 107! 0.4 s 7
—0.9—0.7 4.408 x 10~* 0.6 To8 8
—0.7-0.0  7.441 x 1072 2.6 e 9
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Table K.13: Numerical values are shown for the normalized differential ¢f cross sec-
tion measured as a function of log(&s), which is equivalent to the momentum fraction
of the incoming parton from one of the protons in the leading order QCD picture,
in the full phase space at parton level. Corresponding statistical and systematic
uncertainties are also shown in percent.

log(&2) %#‘&2) stat. [%] syst. [%] bin

~3.0-2.2  6.394 x 1072 2.6 e 1
—2.2--20 3221 x107! 1.1 e 2
—2.0-—1.8 4.995 x 10~ 0.7 09 3
~1.8 1.6 6.590 x 107! 0.5 tos 4
—1.6-—1.4 7.678 x 107" 0.4 e 5
~14--12 7.830x107! 0.4 09 6
~1.2-—0.9 6.829 x 107! 0.4 oS 7
—0.9—0.7 4.362 x 107" 0.6 s 8
—0.7-0.0  7.683 x 1072 2.5 +8.2 9
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K.1.2 Particle level
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Table K.14: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the transverse momentum of the top, pr(t), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(t) [GeV] ﬁd;TU(t)[GeVﬂ] stat. [%] syst. [%] bin
0.0-55.0 3.336 x 1073 0.7 B 1
55.0-100.0 5.924 x 1073 0.4 s 2
100.0-165.0 4.591 x 1073 0.3 i 3
165.0-240.0 2.134 x 1073 0.5 e 4
240.0-330.0 7.244 x 10~* 1.1 +20 5
330.0-440.0 1.864 x 104 2.9 %2 6
440.0-600.0 3.643 x 107° 5.7 e 7

Table K.15: Numerical values are shown for the normalized differential ¢¢ cross
section measured as a function of the transverse momentum of the anti-top, pT(ﬂ,
in the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(t) [GeV] U(%f)dp‘;ﬁ[(}eV_l] stat. [%] syst. [%] bin
0.0-55.0 3.350 x 1073 0.7 tae 1
55.0-100.0 5.902 x 1073 0.4 2 2
100.0-165.0 4.570 x 1073 0.3 e 3
165.0-240.0 2.145 x 1073 0.5 e 4
240.0-330.0 7.272 x 1074 1.1 ta2 5
330.0-440.0 1.909 x 1074 2.9 +e9 6
440.0-600.0 3.625 x 107° 5.9 T 7
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Table K.16: Numerical values are shown for the normalized differential ¢f cross
section measured as a function of the rapidity of the top, y(¢), in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are

also shown in percent.

y(t) Uéf) d;‘(’t) stat. [%] syst. [%] bin
—2.6—1.8 3.415 x 1072 1.9 e 1
~1.8—14 1.488 x 107+ 1.0 o 2
~1.4-—-0.9 2458 x 107! 0.6 e 3
—0.9-—0.5 3.140 x 107! 0.5 ros 4

—0.5-0.0  3.436 x 107! 0.5 o 5
0.0-0.5  3.438x 107! 0.4 e 6
0509  3.145x 107! 0.5 to4 7
0.9-1.4  2425x 107" 0.6 o8 8
14-1.8  1.444 x 10°* 1.1 e 9
1.82.6  3.612x 1072 1.7 B 10

Table K.17: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the rapidity of the anti-top, y(f), in the fiducial
phase space at particle level. Corresponding statistical and systematic uncertainties

are also shown in percent.

y(t) a(ltf) d?/?ﬂ stat. [%] syst. [%] Dbin
—2.6-—1.8 3.403 x 1072 1.9 e 1
~1.8—~14 1.471 x 107" 1.0 t22 2
-1.4—0.9 2458 x 107" 0.6 i 3
—0.9—0.5 3.136 x 107! 0.5 T 4

—0.5-0.0 3.518 x 10~* 0.4 oS 5
0.0-0.5  3.435x 107! 0.4 tos 6
0.5-0.9  3.092 x 10" 0.5 o 7
0.9-1.4  2.462x 107! 0.6 B 8
14-1.8 1439 x 107! 1.0 e 9
1826  3.415 x 1072 1.9 i 10
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Table K.18: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the difference in absolute value of rapidity of the
top and absolute value of rapidity of the anti-top, |y(¢)| —|y(%)|, in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

YOI~ O st apeipm) et % syst. (%] bin

—2.6-—1.4 2.973 x 1072 1.7 e 1
—1.4--09  1.823x 107! 1.1 A 2
—0.9-—0.4 3.508 x 107! 0.6 e 3
—0.4-0.0 4.908 x 107! 0.5 e 4
0.0-0.4 4.917 x 107! 0.5 tie 5
0.4-0.9 3.515 x 107! 0.6 oo 6
0.9-1.4 1.834 x 107! 1.1 BN 7
1.4-2.6 3.112 x 1072 1.6 T5e 8

Table K.19: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the absolute value of the azimuthal angle (¢)
between the top and the anti-top, |A¢(t,1)| , in the fiducial phase space at parti-
cle level. Corresponding statistical and systematic uncertainties are also shown in
percent.

[Ag(t,1)] ﬁm stat. [%] syst. [%] bin
0.0-1.6  6.002 x 102 1.1 o 1
1.6-2.7  2.166 x 107+ 0.5 a0 2
2.7-3.0  1.031 x 10° 0.3 e 3
3.0-3.1  2.521 x 10° 0.5 e 4
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Table K.20: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the transverse momentum of the ¢t system, pT(tf),
in the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(tt) [GeV] o(ltf) dpi‘(’tf) [GeV™!'] stat. [%] syst. [%] bin
0-40 1.165 x 102 0.2 29 1
40-100 5.456 x 1073 0.2 23 2
100-200 1.471 x 1073 0.5 e 3
200-310 3.811 x 10~* 1.0 e 4
310-420 1.077 x 1074 2.3 t2e 5
420-570 2.892 x 1075 3.9 +e 6
570-1000 3.486 x 106 5.0 ras 7

Table K.21: Numerical values are shown for the normalized differential ¢ cross
section measured as a function of the rapidity of the ¢t system, y(¢t), in the fiducial
phase space at particle level. Corresponding statistical and systematic uncertainties

are also shown in percent.

y(tt) ﬁ% stat. [%] syst. [%] Dbin
—2.6-—1.6 1.587 x 1072 2.6 e 1
~1.6—1.2 1.310 x 10~ 1.1 oI 2
-1.2-0.9 2432 x 107! 0.8 e 3
—0.9-—0.6 3.407 x 107! 0.6 e 4
—0.6-—0.3 4.103 x 10" 0.5 ro4 5
—0.3-0.0  4.484 x 1071 0.5 e 6
0.0-0.3  4.525x 107! 0.5 e 7
0.3-0.6  4.080 x 10~ 0.5 o 8
0.6-09  3.348 x 107! 0.6 1os 9
0.9-1.2 2442 x 107! 0.8 T 10
12-1.6  1.282x 107" 1.2 R 11
1.6-26  1.583 x 102 2.6 e 12
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Table K.22: Numerical values are shown for the normalized differential ¢f cross
section measured as a function of the invariant mass of the ¢t system, m(tt), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

m(tt) [GeV] ﬁ#&’ta[GeV_l] stat. [%] syst. [%] bin
300-380 1.991 x 1073 0.7 e 1
380470 3.896 x 1073 0.3 o 2
470-620 2.038 x 103 0.3 o 3
620820 6.475 x 1074 0.6 2 4
820-1100 1.541 x 1074 L5 2 5
11001500 2.504 x 1075 3.9 +ap 6
15002500 1.745 x 1076 8.2 153 7

Table K.23: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the top
quark over the invariant mass of the t¢ system, pr(t)/m(tt), in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

0.0-0.1 1.663 x 10° 0.4 30 1
0.1-0.3 3.121 x 10° 0.2 2 2
0.3-0.4 1.984 x 10° 0.4 20 3
0.4-0.6 3.873 x 107! 0.8 R 4
0.6-1.0 1.656 x 1072 3.2 e 5
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Table K.24: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the tf
system over the invariant mass of the ¢t system, pr(¢t)/m(tt), in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

pr(tt)/m(tt) ﬁm stat. [%] syst. [%] bin

0.0-0.1 6.010 x 10° 0.5 o2 1
0.1-0.1 4.879 x 10° 0.4 29 2
0.1-0.2 2.404 x 10° 0.5 3 3
0.2-0.3 1.032 x 10° 0.9 +a2 4
0.3-0.4 5.119 x 107! 1.7 R 5
0.4-0.6 2.315 x 10~ 2.1 3 6
0.6-0.7 9.713 x 102 4.1 el 7
0.7-0.9 3.665 x 1072 5.5 e 8
0.9-1.5 6.952 x 1073 5.1 to2 9

Table K.25: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of log(&;), which is equivalent to the momentum
fraction of the incoming parton from one of the protons in the leading order QCD
picture, in the fiducial phase space at particle level. Corresponding statistical and
systematic uncertainties are also shown in percent.

log(&1) alti) dlo‘;‘&l) stat. [%] syst. [%] bin
—3.0-—2.2 1.661 x 102 3.4 o 1
—2.2--2.0 2.335x 107! 1.4 +as 2
—2.0—1.8 4.945 x 10~ 0.6 1o 3
—1.8-—1.6 7.603 x 10! 0.4 o 4
~1.6-—1.4 9.406 x 107! 0.4 R 5
—1.4-12 9.839x 107! 0.3 e 6
~1.2--0.9 7.966 x 10! 0.3 B 7
—0.9—0.7 3.411 x 107" 0.7 1l 8
—0.7-0.0 1.661 x 102 3.2 ol 9
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Table K.26: Numerical values are shown for the normalized differential ¢ cross
section measured as a function of log(&s), which is equivalent to the momentum
fraction of the incoming parton from one of the protons in the leading order QCD
picture, in the fiducial phase space at particle level. Corresponding statistical and
systematic uncertainties are also shown in percent.

log(&2) %#‘&2) stat. [%] syst. [%] bin
—3.0-—2.2  1.663 x 102 3.4 e 1
—2.2--2.0 2371 x 107! 1.3 R 2
—2.0—-1.8 5.033 x 107" 0.6 +oo 3
~1.8~1.6 7.612x 107! 0.4 roe 4
—1.6—1.4 9.432x 107! 0.4 e 5
~14--12 9.792 x 107! 0.3 e 6
-1.2-—0.9 7.898 x 10~ 0.3 e 7
—0.9—0.7 3.376 x 10" 0.7 2 8
—0.7-0.0 1718 x 1072 3.1 e 9

Table K.27: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the transverse momentum of the lepton, pr(¢), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

pr(l) [GeV] Uéf)d’%"(l)[(}e\/_l] stat. [%] syst. [%] Dbin
20.0-25.0 1.731 x 1072 0.6 e 1
25.0-30.0 1.909 x 102 0.5 e 2
30.0-40.0 1.840 x 1072 0.3 i 3
40.0-50.0 1.574 x 1072 0.3 o 4
50.0-60.0 1.239 x 1072 0.4 tos 5
60.0-80.0 8.185 x 1073 0.3 +o2 6
80.0-100.0 4.372 x 1073 0.4 3 7
100.0-120.0 2.272 x 1073 0.6 29 8
120.0-150.0 1.047 x 1073 0.7 B 9
150.0-200.0 3.554 x 1074 0.9 e 10
200.0-300.0 6.275 x 107° 1.6 +a3 11
300.0-400.0 7.894 x 1076 4.5 80 12
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Table K.28: Numerical values are shown for the normalized differential ¢t cross sec-
tion measured as a function of the ratio of the transverse momentum of the trailing
lepton over the transverse momentum of the leading lepton, pr(¢) trailing/pr(¢)
leading, in the fiducial phase space at particle level. Corresponding statistical and
systematic uncertainties are also shown in percent.

pr(l) trailing/pr (1) leading ﬁdm(l)tramni‘;m(l) oadmg  Stat. [%] syst. [%] bin
0.0-0.1 5.496 x 1073 7.3 0, 1
0.1-0.2 1.735 x 107! 1.1 32 2
0.2-0.3 6.455 x 107! 0.6 o 3
0.3-0.4 1.085 x 10° 0.4 o 4
0.4-0.5 1.335 x 10° 0.4 o 5
0.5-0.6 1.450 x 10° 0.4 o3 6
0.6-0.7 1.435 x 10° 0.4 o4 7
0.7-0.8 1.389 x 10° 0.4 o 8
0.8-0.9 1.294 x 10° 0.4 o 9
0.9-1.0 1.188 x 10° 0.5 o 10

Table K.29: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the transverse momentum of the lepton
over the transverse momentum of the anti-top quark, pr(¢)/pr(t), in the fiducial
phase space at particle level. Corresponding statistical and systematic uncertainties
are also shown in percent.

0.0-0.1 1.030 x 107! 3.4 e 1
0.1-0.2 9.026 x 107! 0.8 = 2
0.2-0.4 1.461 x 10° 0.3 e 3
0.4-0.8 9.550 x 107! 0.2 o 4
0.8-3.0 1.023 x 10~ 0.5 30 5
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Table K.30: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the ratio of the scalar sum of pt of b and pr of anti-
b over the scalar sum of pr of top and pr of anti-top, (pr(b)+pr(b))/(pr(t) +pr(t)),
in the fiducial phase space at particle level. Corresponding statistical and systematic

uncertainties are also shown in percent.

(pr(b) +pr(®)/(0r(6) + 1)) oy aprarmra e St (%] syst. (%] bin

0.0-0.2 6.786 x 1072 2.6 BT 1
0.2-0.5 7.726 x 107! 0.4 32 2
0.5-1.0 1.150 x 10° 0.2 s 3
1.0-3.0 1.075 x 107! 0.5 e 4

Table K.31: Numerical values are shown for the normalized differential ¢ cross
section measured as a function of the transverse momentum of the leading b quark,
pr(b) leading, in the fiducial phase space at particle level. Corresponding statistical
and systematic uncertainties are also shown in percent.

pr(b) leading [GeV] ﬁm@ev*l] stat. [%] syst. [%] Dbin

30.0-50.0 3.336 x 1073 1.1 s 1
50.0-65.0 9.475 x 1073 0.5 e 2
65.0-85.0 1.162 x 1072 0.3 o 3
85.0-110.0 9.269 x 1073 0.3 o 4
110.0-140.0 5.438 x 1073 0.4 +io 5
140.0-180.0 2.447 x 1073 0.6 e 6
180.0-230.0 8.694 x 104 1.0 3 7
230.0-300.0 2.450 x 1074 1.7 30 8
300.0-400.0 4.344 x 107° 3.5 +ad 9
400.0-800.0 2.640 x 10~6 7.2 o5 10
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Table K.32: Numerical values are shown for the normalized differential ¢¢ cross
section measured as a function of the transverse momentum of the trailing b quark,
pr(b) trailing, in the fiducial phase space at particle level. Corresponding statistical
and systematic uncertainties are also shown in percent.

pr(b) trailing [GeV] %m[(}cvfl] stat. [%] syst. [%] bin
30.0-40.0 2.266 x 1072 0.4 e 1
40.0-55.0 1.981 x 1072 0.3 il 2
55.0-75.0 1.211 x 1072 0.3 s 3
75.0-100.0 5.382 x 1073 0.5 2 4
100.0-140.0 1.796 x 103 0.7 B 5
140.0-210.0 3.422 x 1074 1.3 +32 6
210.0-600.0 9.571 x 10~6 3.5 23 7

Table K.33: Numerical values are shown for the normalized differential tt cross
section measured as a function of the transverse momentum of the ¢¢ system, p(¢/),
in the fiducial phase space at particle level. Corresponding statistical and systematic

uncertainties are also shown in percent.

pr(ll) [GeV] a(ltﬂ dpi[zll_) [GeV™!] stat. [%] syst. [%] bin
0.0-40.0 5.307 x 1073 0.3 e 1
40.0-80.0 1.098 x 102 0.2 e 2
80.0-100.0 8.072 x 1073 0.3 s 3
100.0-120.0 4.711 x 1073 0.5 A 4
120.0-150.0 1.993 x 1073 0.6 e 5
150.0-200.0 5.038 x 104 1.0 2 6
200.0-250.0 1.071 x 1074 2.3 =i 7
250.0-300.0 3.100 x 10~° 4.5 E 8
300.0-400.0 8.133 x 1076 4.9 e 9
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Table K.34: Numerical values are shown for the normalized differential_ tt cross
section measured as a function of the absolute pseudorapidity of the (¢ system,

|n(€0)|, in the fiducial phase space at particle level. Corresponding statistical and
systematic uncertainties are also shown in percent.

In(1l)| a(ltﬂ d|$<7i)| stat. [%] syst. [%] bin
0.0-0.2 4.415 x 107" 0.5 e 1
0.2-0.4 4.404 x 1071 0.5 s 2
0.4-0.6 4.462 x 107" 0.5 roe 3
0.6-0.8 4.539 x 10~ 0.5 o 4
0.8-1.0 4.500 x 107! 0.4 s 5
1.0-1.2 4452 x 107! 0.5 s 6
1214 4.309 x 107! 0.5 s 7
1.4-1.6 3.988 x 107! 0.5 ol 8
1.6-1.8 3.570 x 10~ 0.5 M 9
1.82.0 2980 x 107" 0.6 o 10
2.0-2.4 2.076 x 107! 0.5 o 11
2.4-3.0 9.592 x 1072 0.6 +og 12
3.0-3.6 3.161 x 1072 1.2 e 13
3.6-5.0 5.731 x 1073 2.1 e 14
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Table K.35: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the difference in absolute pseudorapidity of the
lepton and absolute pseudorapidity of the anti-lepton, [(¢)| — |7(£)], in the fiducial
phase space at particle level. Corresponding statistical and systematic uncertainties
are also shown in percent.

In()| — ()| ﬁm stat. [%] syst. [%] Dbin
—24--22 8283 x 1073 2.8 3 1
—2.2--2.0 2.740 x 1072 1.6 R 2
—2.0-—-1.8 5.384 x 1072 1.1 i 3
~1.8-—1.6  8.507 x 102 0.9 e 4
~1.6—1.4  1.240x 107! 0.8 5 5
~14--1.2  1.692 x 107! 0.7 08 6
~1.2--1.0  2.160 x 10~* 0.6 s 7
~1.0--0.8  2.692x 107" 0.6 ros 8
—0.8—0.6  3.261 x 10~ 0.5 s 9
—0.6-—0.4  3.708 x 107! 0.5 s 10
—0.4--0.2  4.087 x 1071 0.5 o 11

—0.2-0.0 4.456 x 107! 0.5 e 12
0.0-0.2 4.420 x 107! 0.5 ror 13
0.2-0.4 4119 x 107 0.5 A 14
0.4-0.6 3.720 x 1071 0.5 s 15
0.6-0.8 3.236 x 107! 0.6 ol 16
0.8-1.0 2.710 x 107! 0.6 o 17
1.0-1.2 2.158 x 1071 0.6 4 18
1.2-14 1.678 x 10! 0.7 B 19
1.4-1.6 1.220 x 1071 0.8 o 20
1.6-1.8 8.315 x 1072 0.9 s 21
1.8-2.0 5.188 x 1072 1.2 il 22
2.0-2.2 2.690 x 1072 1.6 e 23
2.2-2.4 7.729 x 1073 3.0 e 24
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Table K.36: Numerical values are shown for the normalized differential ¢¢ cross sec-
tion measured as a function of the absolute value of the azimuthal angle (¢) between
the lepton and anti-lepton, |A¢(Z, £)|, in the fiducial phase space at particle level.
Corresponding statistical and systematic uncertainties are also shown in percent.

|Ag(1,1)] U(ltt—)m stat. [%] syst. [%] bin

0.0-0.1 1.851 x 107! 1.0 e 1
0.1-0.3  1.991 x 107! 1.0 09 2
0.3-0.5 2173 x 107! 1.0 BN 3
0.50.6  2.460 x 10~* 0.9 e 4
0.6-0.8 2.638 x 107! 0.8 tor 5
0.8-0.9 2.705 x 107! 0.8 tos 6
0.9-1.1 2.839x 107! 0.7 e 7
1.1-1.3  2.905 x 10~ 0.7 B 8
1.3-1.4 2989 x 107! 0.7 s 9
1416 3.115x 107! 0.6 toe 10
1.6-1.7  3.230 x 107! 0.6 tos 11
1.7-1.9  3.384x 107" 0.6 e 12
1.9-2.0  3.534x 107! 0.5 R 13
2.0-2.2  3.667 x 107! 0.5 e 14
2224 3770 x 107* 0.5 h 15
2425 3.918 x 107! 0.5 tor 16
2.5-2.7  3.989 x 10~ 0.5 e 17
2.7-2.8 4130 x 107* 0.5 o 18
2.8-3.0 4.166 x 10~ 0.5 Bt 19
3.0-3.1  4.194 x 107! 0.5 o 20
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Table K.37: Numerical values are shown for the normalized differential tf cross
section measured as a function of the invariant mass of the £/ system, m(¢f), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

m(ll) [GeV] J(ltf) dri((’”—) [GeV™']  stat. (%] syst. (%] bin
20.0-40.0 4.115 x 1073 0.7 27 1
40.0-60.0 6.593 x 1073 0.4 i 2
60.0-80.0 7.934 x 1073 0.3 e 3
80.0-100.0 7.385 x 1073 0.3 s 4
100.0-120.0 6.048 x 1073 0.4 tos 5
120.0-150.0 4.360 x 1073 0.3 B 6
150.0-200.0 2.395 x 1073 0.3 AR 7
200.0-250.0 1.102 x 1073 0.5 e 8
250.0-300.0 5.177 x 1074 0.7 B 9
300.0-400.0 1.940 x 10~* 0.8 26 10

400.0-500.0 5.351 x 107° 1.6 e 11
500.0-650.0 1.513 x 107° 2.4 Ay 12

Table K.38: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the invariant mass of the bb system, m(bb), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

m(bb) [GeV] o(%ff) dn‘j&’bg) [GeV™!] stat. [%] syst. [%] bin
0.0-50.0 7.926 x 10~ 1.1 s 1
50.0-85.0 3.589 x 1073 0.5 e 2
85.0-130.0 5.191 x 1073 0.3 s 3
130.0-190.0 4.438 x 1073 0.3 i 4
190.0-280.0 2.299 x 103 0.3 R 5
280.0-630.0 3.524 x 104 0.4 rar 6
630.0-1000.0 1.264 x 107° 2.6 2 7
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Table K.39: Numerical values are shown for the normalized differential ¢¢ cross
section measured as a function of the invariant mass of the 1lbb system, m(¢£¢bb), in
the fiducial phase space at particle level. Corresponding statistical and systematic
uncertainties are also shown in percent.

m(llbb) [GeV] ﬁ%[(}e\ﬁl] stat. [%] syst. [%] bin
20.0-125.0 6.606 x 10~° 26.9 e 1
125.0-150.0 1.686 x 1074 7.2 el 2
150.0-180.0 6.910 x 1074 2.2 tod 3
180.0-210.0 1.896 x 1073 1.0 e 4
210.0-240.0 3.536 x 1073 0.6 22 5
240.0-270.0 4.398 x 1073 0.5 e 6
270.0-310.0 4.288 x 1073 0.4 o8 7
310.0-350.0 3.441 x 1073 0.4 o 8
350.0-400.0 2.496 x 103 0.5 e 9
400.0-450.0 1.639 x 1073 0.7 R 10
450.0-510.0 1.033 x 1073 0.8 e 11
510.0-580.0 6.019 x 1074 1.0 2 12
580.0-660.0 3.303 x 1074 1.3 2 13
660.0-750.0 1.707 x 104 1.9 +39 14
750.0-850.0 8.471 x 10~° 2.5 +a2 15
850.0-1000.0 3.817 x 107° 2.6 e 16
1000.0-1200.0 1.172 x 107° 3.9 oo 17
1200.0-1500.0 2.949 x 1076 5.9 +a0 18
1500.0-2500.0 2.415 x 1077 9.9 EC 19

Numerical values are shown for the normalized differential ¢t cross
Niet (the last bin is
Corresponding

Table K.40:
section measured as a function of the total jet multiplicity,
inclusive for > 7), in the fiducial phase space at particle level.
statistical and systematic uncertainties are also shown in percent.

total Njet ﬁ#ﬁfm stat. [%] syst. [%] bin
2 5.331 x 1071 0.1 B 1
2.5-3.5 2997 x 107! 0.2 e 2
3.545  1.150 x 107! 0.5 tes 3
4.5-5.5  3.686 x 1072 1.1 ros 4
55-6.5  1.107 x 1072 2.7 e 5
6.5-7.5  4.251 x 1073 3.2 BRE 6
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K.2 Double-differential measurements

K.2.1 Particle level
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Table K.41: Part 1: Numerical values are shown for the normalized differential ¢t
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(¢,€)|, in ranges of the invariant mass
of the tt system, m(tt), in the fiducial phase space at particle level. Corresponding
statistical and systematic uncertainties are also shown in percent.

m(tt) [GeV] |A¢(l,1)] ﬁm stat. [%] syst. [%] bin

300-400 0.0-0.3  7.073 x 1072 1.8 ta2 1
300-400 0.3-0.6  8.689 x 1072 1.4 a2 2
300-400 0.60.9 9.749 x 102 1.2 i 3
300-400 0.9-1.3  9.519 x 102 1.2 e 4
300-400 1.3-1.6  8.811 x 1072 1.3 +a2 5
300-400 1.6-1.9  8.294 x 1072 1.4 +ae 6
300-400 1.9-2.2  7.451 x 1072 1.5 e 7
300-400 2.2-25  6.799 x 102 1.7 2 8
300-400 2.52.8  6.483 x 1072 1.7 23 9
300-400 2.8-3.1 6.238 x 1072 2.2 res 10
400-500 0.0-0.3 6.811 x 1072 1.7 +249 11
400-500 0.3-0.6  8.455 x 1072 1.1 2T 12
400-500 0.6-0.9 9.932x 1072 1.0 e 13
400-500 0.9-1.3 1.083x 107! 0.9 ti 14
400-500 1.3-1.6  1.151 x 107! 0.8 e 15
400-500 1.6-1.9  1.226 x 107! 0.8 e 16
400-500 1922  1.299 x 1071 0.7 e 17
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Table K.42: Part 2: Numerical values are shown for the normalized differential ¢
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(¢,€)|, in ranges of the invariant mass
of the tt system, m(tt), in the fiducial phase space at particle level. Corresponding
statistical and systematic uncertainties are also shown in percent.

m(tt) [GeV] |A¢(L,1)] U(%ff)dlA(;(lef)l stat. [%] syst. [%] bin

400-500 2.2-25 1.327x 107! 0.7 2 18
400-500 2.5-2.8  1.309 x 107! 0.7 0 19
400-500 2.83.1 1.287x 107! 0.9 e 20
500-650 0.0-0.3  3.700 x 10~2 2.8 e 21
500-650 0.3-0.6  4.019 x 1072 2.4 1 22
500-650 0.6-0.9 4.779 x 1072 2.0 el 23
500-650 0.9-1.3  5.550 x 102 1.7 B 24
500-650 1.3-1.6  6.848 x 1072 1.4 22 25
500-650 1.6-1.9  8.025 x 1072 1.2 29 26
500-650 1.9-2.2  9.717 x 1072 1.0 +22 27
500650 2.2-25  1.087 x 107! 0.9 R 28
500650 2528 1.183x 107! 0.8 s 29
500-650 2.83.1 1.238x10°! 0.9 e 30
650-1500  0.0-0.3  1.642 x 1072 4.0 e 31
650-1500  0.3-0.6  1.897 x 1072 3.7 188 32
650-1500  0.6-0.9  2.170 x 1072 3.0 o 33
650-1500  0.9-1.3  2.751 x 102 2.3 Ly 34
650-1500  1.3-1.6  3.367 x 1072 2.0 T 35
650-1500 1.6-1.9  4.525 x 1072 1.6 37 36
650-1500  1.9-2.2  5.868 x 102 1.2 T 37
650-1500  2.2-2.5  7.577 x 1072 1.0 B 38
650-1500  2.5-2.8  9.287 x 1072 0.9 a2 39
650-1500 2.8-3.1 1.032 x 107! 0.9 ta2 40
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Table K.43: Part 1: Numerical values are shown for the normalized differential ¢
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(¢, £)|, in ranges of the transverse mo-
mentum of the top, pr(t), in the fiducial phase space at particle level. Corresponding
statistical and systematic uncertainties are also shown in percent.

pr(t) (GeV] |AG(LD| maaidmy  stat. [%] syst. (%] bin
0.0-80.0  0.0-0.3 9.926 x 102 1.3 T2 1
0.0-80.0 0306 1.134x107! 1.1 T 2
0.0-80.0 0609 1.238x107"! 1.0 +28 3
0.0-80.0 0.9-1.3 1219 x 107! 0.9 t2e 4
0.0-80.0 1.3-1.6  1.137 x 107! 1.0 2 5
0.0-80.0 1.6-1.9  1.075 x 10~* 1.0 B 6
0.0-80.0  1.9-2.2  1.006 x 10! 1.1 B 7
0.0-80.0 2.2-25  9.325 x 1072 1.2 e 8
0.0-80.0 2.5-2.8  8.758 x 1072 1.2 e 9
0.0-80.0 2.8-3.1 8621 x 1072 1.5 I 10
80.0-150.0  0.0-0.3  6.703 x 1072 1.6 e 11
80.0-150.0  0.3-0.6  8.278 x 102 1.1 B 12
80.0-150.0  0.6-0.9  9.821 x 102 0.9 +2.9 13
80.0-150.0  0.9-1.3  1.096 x 107! 0.8 s 14
80.0-150.0  1.3-1.6  1.190 x 10! 0.8 i 15
80.0-150.0  1.6-1.9  1.294 x 107! 0.7 e 16
80.0-150.0  1.9-2.2  1.365 x 107" 0.7 e 17
80.0-150.0  2.2-2.5  1.408 x 107! 0.7 e 18
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Table K.44: Part 2: Numerical values are shown for the normalized differential ¢t
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(¢, £)|, in ranges of the transverse mo-
mentum of the top, pr(t), in the fiducial phase space at particle level. Corresponding
statistical and systematic uncertainties are also shown in percent.

pr(t) [GeV] |A¢(l,1)] a(ltt_) d\A(jf:Zl,l’)\ stat. [%] syst. [%] Dbin

80.0-150.0  2.5-2.8  1.409 x 10! 0.7 A 19
80.0-150.0  2.8-3.1 1.383 x 107! 0.8 R 20
150.0-250.0  0.0-0.3  2.138 x 102 4.1 Ay )|
150.0-250.0  0.3-0.6  2.806 x 102 3.0 ol 22
150.0-250.0  0.6-0.9  3.719 x 1072 2.2 ta 23
150.0-250.0  0.9-1.3  4.440 x 1072 1.8 28 24
150.0-250.0 1.3-1.6  5.851 x 1072 1.5 +3.8 25
150.0-250.0  1.6-1.9  7.299 x 102 1.2 2 26
150.0-250.0  1.9-2.2  9.207 x 102 0.9 e 27
150.0-250.0 2225 1.083 x 107! 0.8 e 28
150.0-250.0 2.5-2.8 1.227x 107! 0.7 e 29
150.0-250.0 2.8-3.1  1.297 x 10~ 0.8 AR 30
250.0-600.0  0.0-0.3  4.226x 1073 115 2 31
250.0-600.0  0.3-0.6  6.675 x 1073 6.4 . 32
250.0-600.0  0.6-0.9  6.637 x 1073 7.0 Bt 33
250.0-600.0  0.9-1.3  1.018 x 1072 4.1 80 34
250.0-600.0  1.3-1.6  1.399 x 10~2 3.4 B 35
250.0-600.0 1.6-1.9  2.071 x 1072 2.6 e 36
250.0-600.0  1.9-2.2  3.120 x 1072 1.9 BN 37
250.0-600.0  2.2-2.5  4.302 x 1072 1.5 +3.0 38
250.0-600.0  2.5-2.8  5.600 x 102 1.2 tar 39
250.0-600.0  2.8-3.1  6.457 x 1072 1.1 A 40
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Table K.45: Part 1: Numerical values are shown for the normalized differential ¢
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(Z, £)|, in ranges of the difference in
absolute value of pseudorapidity of the lepton and absolute value of pseudorapid-
ity of the anti-lepton, |n(¢)| — |n(¢)], in the fiducial phase space at particle level.
Corresponding statistical and systematic uncertainties are also shown in percent.

nO] = 0| AL D| ok sty stat. (%] syst. (%) bin

—24--1.0  0.0-0.3 3.289 x 1072 1.5 3 1
—24-10 0306 3.334x1072 1.4 i 2
—24-—-10  0.60.9 3.609 x 102 1.2 e 3
~24-—10  0.9-1.3 3.781 x 1072 1.2 09 4
—24--1.0 13-1.6 3.984 x 1072 1.2 e 5
—24—-1.0  1.6-1.9 4.449 x 102 1.0 3 6
2410 1922 4798 x 1072 0.9 e 7
—24--1.0 2225 5119x1072 0.9 Ry 8
—24-—1.0 2528 5479 x 1072 0.9 09 9
—24--1.0 2831 5715 x 1072 0.8 193 10
~1.0—0.5  0.0-0.3 3.782x 1072 1.5 A 11
~1.0—0.5  0.3-0.6 3.842x 1072 1.6 s 12
~1.0-—0.5  0.6-0.9 4.131 x 1072 1.3 oS 13
-1.0--0.5  0.9-1.3  4.330 x 1072 1.2 ol 14
~1.0-—0.5  1.3-1.6  4.661 x 102 1.1 1o 15
~1.0--0.5  1.6-1.9 4.953 x 1072 1.1 o4 16
~1.0-—0.5  1.9-2.2  5.396 x 102 1.0 tog 17
~1.0—0.5 2225 5816 x 1072 0.9 e 18
-1.0--05 2528 6.173x1072 0.8 ros 19
-1.0—0.5 2831 6279 x 1072 0.9 i 20
—0.5-0.0 0.0-0.3  2.590 x 102 2.4 B 21
—0.5-0.0 0.3-0.6  4.316 x 1072 1.8 +a8 22
—0.5-0.0 0.6-0.9 5779 x 1072 1.4 e 23
—0.5-0.0 0.9-1.3  6.203 x 102 1.1 e 24
—0.5-0.0 1.3-1.6  6.662 x 1072 1.0 T 25
~0.5-0.0 1.6-1.9  7.161 x 1072 1.0 e 26
—0.5-0.0 1.9-22  7.767 x 1072 0.8 tog 27
—0.5-0.0 2.2-2.5 8324 x 1072 0.8 o8 28
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Table K.46: Part 2: Numerical values are shown for the normalized differential ¢
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(¢, f)|, in ranges of the difference in
absolute value of pseudorapidity of the lepton and absolute value of pseudorapid-
ity of the anti-lepton, |n(¢)| — |n(¢)], in the fiducial phase space at particle level.
Corresponding statistical and systematic uncertainties are also shown in percent.

01 = @] 186D ey stat. (%] syst. [%] bin

—0.5-0.0 2.5-2.8  8.734 x 1072 0.7 o 29
—0.5-0.0 2.8-3.1 8937 x 1072 0.7 o 30
0.0-0.5 0.0-0.3 2.624 x 1072 2.3 2 31
0.0-0.5 0.3-0.6  4.487 x 1072 1.7 e 32
0.0-0.5 0.60.9 5.649 x 1072 1.4 e 33
0.0-0.5 0.9-1.3  6.321 x 1072 1.0 e 34
0.0-0.5 1.3-1.6  6.571 x 1072 1.0 o 35
0.0-0.5 1.6-1.9  7.207 x 102 1.0 s 36
0.0-0.5 1922  7.823 x 1072 0.8 s 37
0.0-0.5 2.2-25 8252 x 1072 0.8 5 38
0.0-0.5 2.5-2.8 8.738 x 1072 0.7 toT 39
0.0-0.5 2.8-3.1 8.886x 1072 0.8 R 40
0.5-1.0 0.0-0.3  3.660 x 1072 1.6 M|
0.5-1.0 0.3-0.6  3.804 x 102 1.6 e 42
0.5-1.0 0.6-0.9 4.071 x 1072 1.3 +02 43
0.5-1.0 0.9-1.3  4.341 x 1072 1.2 o 44
0.5-1.0 1.3-1.6  4.683 x 1072 1.1 el 45
0.5-1.0 1.6-1.9  5.062 x 1072 1.1 3 46
0.5-1.0 1.9-2.2 5491 x 1072 1.0 0 ar
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Table K.47: Part 3: Numerical values are shown for the normalized differential ¢
cross section measured as a function of the absolute value of the azimuthal angle
between the lepton and the anti-lepton, |A¢(£, £)|, in ranges of the difference in
absolute value of pseudorapidity of the lepton and absolute value of pseudorapid-
ity of the anti-lepton, |7(¢)| — |n(¢)], in the fiducial phase space at particle level.
Corresponding statistical and systematic uncertainties are also shown in percent.

W] = @) 1ASED] i aagmny stat- (%] syst. [%]  bin
0.5-1.0 2.2-25 5790 x 1072 1.0 e 48
0.5-1.0 2528  6.059 x 102 0.9 T 49
0.5-1.0 2.8-3.1 6.318 x 1072 0.9 oS 50
1.0-2.4 0.0-0.3  3.262 x 1072 1.4 2 51
1.0-2.4 0.3-0.6  3.457 x 1072 1.3 o9 52
1.0-2.4 0.6-0.9 3.463 x 1072 1.4 R 53
1.0-2.4 0.9-1.3  3.739 x 102 1.2 09 54
1.0-2.4 1.3-1.6  3.976 x 1072 1.2 +os 55
1.0-2.4 1.6-1.9  4.245 x 1072 1.1 2 56
1.0-2.4 1.9-2.2  4.697 x 1072 1.0 e 57
1.0-2.4 2.2-25  5.100 x 1072 0.9 e 58
1.0-2.4 2.5-2.8 5394 x 1072 0.9 to8 59
1.0-2.4 2.8-3.1 5652 x 1072 0.9 oo 60
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Table K.48: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the invariant mass of the £¢ system, m(¢f), in
ranges of the absolute pseudorapidity of the £¢ system, |(¢€)|, in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

In(Il)]  m(ll) [GeV] m#‘(’”—)[GeV_l] stat. [%] syst. [%] Dbin
0.0-0.5  20.0-50.0 1.485 x 1073 0.9 e 1
0.0-0.5  50.0-80.0 1.901 x 1073 0.5 +os 2
0.0-0.5  80.0-120.0 1.401 x 1073 0.6 e 3
0.0-0.5 120.0-170.0 7.203 x 104 0.6 i 4
0.0-0.5 170.0-250.0 2.449 x 10~* 0.8 i 5
0.0-0.5 250.0-650.0 1.880 x 107° 1.3 e 6
0.5-1.0  20.0-50.0 1.345 x 1073 0.9 A 7
0.5-1.0  50.0-80.0 1.884 x 1073 0.6 i 8
0.5-1.0  80.0-120.0 1.492 x 1073 0.6 o 9
0.5-1.0 120.0-170.0 7.701 x 104 0.6 R 10
0.5-1.0 170.0-250.0 2.688 x 1074 0.8 +e 11
0.5-1.0 250.0-650.0 2.193 x 107° 1.2 23 12
1.0-2.0  20.0-50.0 1.688 x 1073 0.9 2 13
1.0-20  50.0-80.0 2.932 x 1073 0.5 e 14
1.0-2.0  80.0-120.0 2.660 x 1073 0.4 e 15
1.0-2.0 120.0-170.0 1.513 x 1073 0.4 A 16
1.0-2.0 170.0-250.0 5.658 x 1074 0.5 s 17
1.0-2.0  250.0-650.0 5.026 x 10~° 0.8 2 18
2.0-5.0  20.0-50.0 2.271 x 104 3.8 RS 19
2.0-5.0  50.0-80.0 9.725 x 10~* 1.0 e 20
2.0-5.0  80.0-120.0 1.164 x 1073 0.7 o7 21
2.0-5.0 120.0-170.0 8.011 x 1074 0.6 oo 22
2.0-5.0 170.0-250.0 3.604 x 10~* 0.7 i 23
2.0-5.0  250.0-650.0 4118 x 1075 0.8 B 24
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Table K.49: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the transverse momentum of the ¢ system, pr(¢/),
in ranges of the absolute pseudorapidity of the £¢ system, [n(¢¢)|, in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

In(h)|  pr(ll) [GeV] U(tﬂ(m‘ii‘zu—)[(}ev*l] stat. [%] syst. [%] bin
0.0-0.5  0.0-40.0 5.698 x 1074 1.0 I 1
0.0-0.5  40.0-70.0 2.398 x 1073 0.5 e 2
0.0-0.5  70.0-100.0 2.381 x 1073 0.5 s 3
0.0-0.5 100.0-150.0 8.869 x 1074 0.7 T 4
0.0-0.5  150.0-400.0 4.205 x 107° 1.4 t3e 5
0.5-1.0  0.0-40.0 6.618 x 1074 0.9 I 6
0.5-1.0  40.0-70.0 2.519 x 103 0.5 e 7
0.5-1.0  70.0-100.0 2.358 x 1073 0.5 B 8
0.5-1.0  100.0-150.0 8.681 x 1074 0.7 +g 9
0.5-1.0  150.0-400.0 3.719 x 107° 1.6 tal 10
1.0-2.0  0.0-40.0 1.795 x 1073 0.5 e 11
1.0-2.0  40.0-70.0 4.608 x 1073 0.3 s 12
1.0-2.0  70.0-100.0 3.531 x 1073 0.4 T 13
1.0-2.0  100.0-150.0 1.168 x 1073 0.6 28 14
1.0-2.0  150.0-400.0 4.713 x 107° 1.4 +32 15
2.0-5.0  0.0-40.0 2.279 x 103 0.5 e 16
2.0-5.0  40.0-70.0 1.581 x 1073 0.6 e 17
2.0-5.0  70.0-100.0 6.534 x 10~* 1.1 e 18
2.0-5.0  100.0-150.0 1.581 x 10~* 2.0 +e9 19
2.0-5.0  150.0-400.0 5.015 x 106 5.7 o 20

350



Table K.50: Numerical values are shown for the normalized differential ¢t cross
section measured as a function of the invariant mass of the ¢/ system, m(¢f), in
ranges of the transverse momentum of the ¢/ system, pr(¢/), in the fiducial phase
space at particle level. Corresponding statistical and systematic uncertainties are
also shown in percent.

pr(ll) [GeV] m(ll) [GeV] U(lt{) dT‘i‘(’”—) [GeV™!] stat. [%] syst. [%] bin
0.0-40.0 20.0-50.0 3.552 x 1074 3.1 tos 1
0.0-40.0 50.0-80.0 1.921 x 1073 0.7 el 2
0.0-40.0 80.0-120.0 1.749 x 1073 0.5 i 3
0.0-40.0  120.0-170.0 8.659 x 10~* 0.6 B 4
0.0-40.0  170.0-250.0 2.837 x 1074 0.8 R 5
0.0-40.0  250.0-650.0 2.172 x 107° 1.2 e 6
40.0-70.0  20.0-50.0 1.922 x 1073 0.8 23 7
40.0-70.0 50.0-80.0 2.648 x 1073 0.5 e 8
40.0-70.0  80.0-120.0 2.253 x 1073 0.4 e 9
40.0-70.0  120.0-170.0 1.196 x 1073 0.5 el 10
40.0-70.0  170.0-250.0 4.131 x 1074 0.6 3 11
40.0-70.0  250.0-650.0 3.257 x 107° 1.0 e 12
70.0-100.0  20.0-50.0 1.662 x 1073 0.8 e 13
70.0-100.0  50.0-80.0 2.017 x 1073 0.5 s 14
70.0-100.0  80.0-120.0 1.671 x 1073 0.5 0 15
70.0-100.0  120.0-170.0 9.701 x 10~* 0.5 2 16
70.0-100.0  170.0-250.0 3.624 x 1074 0.7 e 17
70.0-100.0  250.0-650.0 3.146 x 107° 1.1 2 18
100.0-150.0  20.0-50.0 7.260 x 1074 1.4 e 19
100.0-150.0  50.0-80.0 9.724 x 1074 0.8 iy 20
100.0-150.0  80.0-120.0 9.048 x 10~* 0.8 22 21
100.0-150.0  120.0-170.0 6.327 x 10~* 0.7 By 22
100.0-150.0  170.0-250.0 2.882 x 10~* 0.8 22 23
100.0-150.0  250.0-650.0 3.031 x 107° 1.0 +a2 24
150.0-400.0  20.0-50.0 7.772 x 1075 5.9 oL 25
150.0-400.0  50.0-80.0 1.287 x 104 2.8 i 26
150.0-400.0  80.0-120.0 1.400 x 10~* 2.2 e 27
150.0-400.0  120.0-170.0 1.409 x 1074 1.6 33 28
150.0-400.0  170.0-250.0 9.304 x 107° 1.4 R 29
150.0-400.0  250.0-650.0 1.610 x 10~° 1.4 Ay 30
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