arXiv:submit/4456623 [hep-ex] 20 Aug 2022

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

V CERN-EP-2022-153

N @ 2022/08/20

\
|
CMS-B2G-21-004

Search for pair-produced vector-like leptons in final states
with third-generation leptons and at least three b quark jets
in proton-proton collisions at /s = 13 TeV

The CMS Collaboration

Abstract

The first search is presented for vector-like leptons (VLLs) in the context of the
“4321 model”, an ultraviolet-complete model with the potential to explain existing
B physics measurements that are in tension with standard model predictions. The
analyzed data, corresponding to an integrated luminosity of 96.5fb !, were recorded
in 2017 and 2018 with the CMS detector at the LHC in proton-proton collisions at
/s = 13 TeV. Final states with >3 b-tagged jets and two third-generation leptons (7T,
TV, or v;v;) are considered. Upper limits are derived on the VLL production cross
section in the VLL mass range 500-1050 GeV. The maximum likelihood fit prefers the
presence of signal at the level of 2.8 standard deviations, for a representative VLL
mass point of 600 GeV. As a consequence, the observed upper limits are approxi-
mately double the expected limits.
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1 Introduction

We present a search for vector-like leptons (VLLs), considering the mass range 500-1050 GeV,
in the context of the “4321 model” [1-3]. The search uses LHC proton-proton (pp) collision
data collected by the CMS experiment in 2017 and 2018 corresponding to a total integrated
luminosity of 96.5 fb~! [4-6].

The 4321 model is an ultraviolet-complete model that extends the standard model (SM) gauge
groups to a larger SU(4) x SU(3)" x SU(2); x U(1)’ group. It is motivated by recent measure-
ments of b hadron decays that are in tension with the SM. This tension particularly concerns
R(D), R(D*), R(K), and R(K") measurements [7H16] that provide evidence for lepton flavour
nonuniversality. The results of the search described here are the first search results for VLLs in
the context of the 4321 model and are also expected to hold for other models with a Pati-Salam
leptoquark explaining the B anomalies [17,[18]. Final states are probed that are not explored by
existing searches for VLLs in models without leptoquarks [19].

The 4321 model gives a possible explanation for the aforementioned flavour-nonuniversal re-
sults, while simultaneously respecting many other measurements that are in agreement with
SM expectations and lepton flavour universality [20H23]. Here, we search for pair production
of the lightest new particles in this model, the vector-like leptons. These leptons are referred to
as vector-like because they are non-chiral, i.e. their left- and right-handed components have the
same charges.

The VLLs come in electroweak doublets with one charged VLL, E, and one neutral VLL, N,
whose masses are taken to be equal. For the model to explain the B physics anomalies while
also remaining consistent with other measurements, the mass of the VLLs cannot be too large.
In particular, requiring compatibility with the measured R(D) and R(D*) anomalies and with
measurements of BJ-BY mixing suggests that the VLL mass cannot be more than a few TeV [24].

The VLLs may be produced via electroweak production through their couplings to the SM W
and Z/7 bosons or via interactions with a new Z’ boson introduced by the 4321 model. In
this paper, we consider only electroweak production, and ignore potential contributions from
the Z’ boson; the expected size of the Z’ contribution is dependent on the unknown Z’ mass
and coupling strength. Despite not explicitly considering this contribution, the results are also
expected to hold when including Z" production. Examples of Feynman diagrams showing the
electroweak pair production of VLLs, as well as diagrams of the VLL decays, are shown in
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Figure 1: Left side: example Feynman diagrams showing electroweak production of VLL pairs
through s-channel bosons, as expected at the LHC. In these diagrams, L represents either the
neutral VLL, N, or the charged VLL, E. Right side: vector-like lepton decays are mediated by a
vector leptoquark, U. These decays are primarily to third-generation leptons and quarks.

The VLLs decay, via a virtual leptoquark, U, to two quarks and one lepton. In order to explain
the B anomalies, the leptoquark is expected to couple most strongly to the third generation
and therefore its decays are expected to be almost entirely to third-generation fermions. For
each second-generation fermion, a one to two order of magnitude suppression in the branching



fraction is expected, and even larger suppressions are expected for any first-generation fermion.
For this analysis, we have considered only the dominant decays, i.e. decays to third-generation
fermions.

The analysis selection is driven by the flavour content of the VLL decay products. Given the
expectation of two third-generation quarks in every VLL decay, we search for pairs of VLLs by
selecting events with a high b jet multiplicity. These events are further categorized by the num-
ber of T leptons. For each T multiplicity, dedicated selections are made to divide the category
into a signal-enriched “signal region” (SR) and one or multiple background-enriched “control
regions” (CRs). Table|l|shows the T multiplicity categories and the decay modes of the differ-
ent VLL pairs that contribute to each category. While topologies with electrons or muons in the
final state (coming from top quark or tau decays) are possible, we focus only on all-hadronic
final states in this analysis.

Table 1: Illustrative contributions from different VLL production and decay modes to the 0-7,
1-t, and 2-7 signal regions. The decay products in parentheses represent the objects coming
from the intermediate vector leptoquark, U, in the decay. In the table, no distinction is made
between particles and antiparticles, the multiplicities of each decay mode are not shown, and
the impacts of object misidentification are not considered. The charged and neutral VLLs are
represented by E and N; j represents any quark other than t or b.

Tau VLL production Final
multiplicity + decay mode state
EE — b(tv.)b(tv,)  4b +4j+2v,
0t EN — b(tv.)t(tv,)  4b +6j+2v,
NN — t(tv.)t(tvy)  4b +8j+2v,
EE — b(bT)b(tv,) 4b+2j+ 71+,
17 EN — b(tv,)t(bt) 4b+4j+ 1+,
EN — b(b7)t(tv,) 4b+4j+ 71+,
NN — t(b1)t(tv,) 4b+6j+ T+,
EE — b(b7)b(b7) 4b 4 27
2T EN — b(b1)t(b1) 4b 4 2j+ 27
NN — t(b1)t(b1) 4b 4 4j+ 27

A maximum likelihood fit is performed simultaneously across all T multiplicity categories,
including both SRs and CRs, to determine the signal strength for each VLL mass hypothesis.
Within each region, differential distributions are used as input to the fit. The distributions are
chosen to provide additional separation between the signal and backgrounds. In the fit, the
data are also separated by the year in which it was collected (either 2017 or 2018), to ensure a
good description of the data-taking and detector conditions in each case.

Machine learning techniques are used to build two deep neural network (DNN) classifiers [25-
27] to separate signal events from background events. One of the classifiers, DNNncp, is
trained to distinguish signal from quantum chromodynamic (QCD) multijet events and is used
to define the signal region in the 0-7}, category. The other DNIN, DNNy;, is trained to discrimi-
nate between signal and tt events and its output distribution is used in the fit for the 1-7;, and
2-T;, categories.

Tabulated results for this analysis are provided in HEPData [28].



2 The CMS detector and object reconstruction

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity (1) coverage provided by the barrel and endcap detec-
tors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke
outside the solenoid. A more detailed description of the CMS detector, together with a def-
inition of the coordinate system used and the relevant kinematic variables, can be found in
Ref. [29].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 us [30]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of
the full event reconstruction software optimized for fast processing, and reduces the event rate
to around 1kHz before data storage [31]. The primary vertex is taken to be the vertex corre-
sponding to the hardest scattering in the event, evaluated using tracking information alone, as
described in Section 9.4.1 of Ref. [32].

Reconstruction is performed using the particle-flow algorithm [33], which aims to reconstruct
and identify each individual particle in an event with an optimized combination of informa-
tion from the various elements of the CMS detector. The energy of photons is obtained from
the ECAL measurement. The energy of electrons is determined from a combination of the elec-
tron momentum at the primary interaction vertex as determined by the tracker, the energy of
the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially
compatible with originating from the electron track. The energy of muons is obtained from
the curvature of the corresponding track. The energy of charged hadrons is determined from a
combination of their momentum measured in the tracker and the matching ECAL and HCAL
energy deposits, corrected for the response function of the calorimeters to hadronic showers.
Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and
HCAL energies.

For each event, hadronic jets are clustered from the reconstructed particles using the infrared
and collinear safe anti-kt algorithm [34, 35] with a distance parameter of 0.4. Jet momentum is
determined as the vectorial sum of all particle momenta in the jet, and is found from simulation
tobe, on average, within 5 to 10% of the true momentum over the whole transverse momentum
(pr) spectrum and detector acceptance. Additional pp interactions within the same or nearby
bunch crossings can contribute additional tracks and calorimetric energy depositions, increas-
ing the apparent jet momentum. To mitigate this effect, tracks identified to be originating from
pileup vertices are discarded and an offset correction is applied to correct for remaining con-
tributions [36]. Jet energy corrections are derived from simulation studies so that the average
measured energy of jets becomes identical to that of particle level jets. In situ measurements of
the momentum balance in dijet, photon+jet, Z+jet, and multijet events are used to determine
any residual differences between the jet energy scale in data and in simulation, and appropri-
ate corrections are made [37]. Additional selection criteria are applied to each jet to remove jets
potentially dominated by instrumental effects or reconstruction failures. All jets considered in
the analysis are required to have pr > 40GeV and || < 2.5.

To identify jets originating from b quarks, b-tagging algorithms are applied to all reconstructed
jets in an event. To identify b jets at the level of the trigger selections, the CSV v2 algorithm is



used in the 2017 data sample and the DEEPCSV algorithm is used in the 2018 sample [38]. In
the offline selection and analysis, the DEEPJET algorithm is used to identify b jets [39, 40] for
both data-taking years.

Each of the tagging algorithms outputs a continuous discriminator value. By requiring this
value to be above a given threshold (“working point”), a jet can be identified as a b-tagged jet.
The tagging efficiency for b jets is 79 (82)% for a 1% misidentification probability of light flavour
quark and gluon jets in 2017 (2018); this is referred to as the medium working point (WP).
These values, taken from simulation, are further corrected towards the data using dedicated
measurements that correct the identification and misidentification probabilities as functions of
the kinematical properties of the jets. In this analysis, the b tagging discriminant score is used
as input to the analysis-specific machine learning discriminators, and therefore corrections are
applied to the full simulated discriminant score distribution, rather than just to the efficiencies
of the individual b-tagging WPs.

Hadronically decaying 7 leptons (7,) are reconstructed from jets, using the “hadrons-plus-
strips” algorithm described in Ref. [41], which combines 1-3 tracks with energy deposits in
the calorimeters, to identify the T decay modes. Modes with two reconstructed tracks target
cases in which one of the tracks from a T decay with three charged particles in the final state
is not reconstructed. To take into account the effects of pair conversion and bremsstrahlung in
the material in front of the ECAL, neutral pions are reconstructed by combining electron and
photon candidates within a defined region in #—¢ space, where ¢ is the azimuthal angle. The
dimensions of this region are in the range 0.05-0.15 in # and 0.05-0.30 in ¢ , depending on the
pr of the electron and photon candidates. All 7, candidates in the analysis are required to have
pr > 20GeV and |y| < 2.1.

To distinguish genuine 7, decays from jets originating from the hadronization of quarks or
gluons, and from electrons or muons, the DEEPTAU algorithm is used [42]. Information from
all particles reconstructed near the 7}, axis is combined with properties of the 7, candidate and
the event.

Several different WPs of the DEEPTAU algorithm are used: the very loose WP (in the rest of the
paper referred to simply as the “loose WP*”) , medium WP, and tight WP. The rate at which jets
are misidentified as a 7y, is given in Table 2} as estimated from simulated samples of W boson
production in association with jets.

Table 2: Estimated T, identification efficiencies and jet misidentification rates for the DEEPTAU
algorithm used in the analysis.

Working point  Efficiency Jet misidentification rate

Loose 90% 10%
Medium 70% 0.4%
Tight 60% 0.2%

The missing transverse momentum vector g is computed as the negative vector sum of

the transverse momenta of all the particle-flow candidates in an event, and its magnitude is
denoted as pT"** [43]. The 1™ is modified to account for corrections to the energy scale of the
reconstructed jets in the event.

3 Data and simulated samples

The analysis is performed on a sample of pp collision data with /s = 13 TeV, collected with the
CMS detector in 2017-2018 and corresponding to a total integrated luminosity of 96.5fb ™! [4-



6]. The 2017 and 2018 data sets benefit from the upgrade of the pixel tracking detector installed
in the winter of 2016-2017 [44]. The upgraded tracker significantly improves the b jet identifi-
cation performance [45], which is crucial to the analysis and online event selection. The 2016
data set, collected prior to this upgrade, is therefore not considered.

The signal is modelled at leading order (LO) with MADGRAPH5_aMC@NLO [46] v2.6.5, using
the universal FEYNRULES output interface [47] to implement the 4321 model. The matrix el-
ement calculations are interfaced to PYTHIA 8.2 [48], with the description of the underlying
event is provided by the CP5 tune [49]. The NNPDF 3.1 next-to-next-to-leading order (NNLO)
global fit parton distribution function (PDF) set [50] is used.

Signal production is restricted to use only SM electroweak couplings. We studied the impact of
contributions from Z’ production and found that they do not alter our conclusions. In the sim-
ulated samples, the couplings of the leptoquark are set to 0 for all first- and second-generation
SM fermions. The mass of the leptoquark is always taken to be 3.5 TeV and the masses of the
two VLLs are always taken to be equal to each other. The simulated model parameters, includ-
ing the leptoquark and Z’ masses, are taken from benchmark scenarios proposed to explain
the B anomalies [24]. However, due to the much lighter mass scale of the VLLs, the results are
mostly insensitive to the values of the boson masses.

We generate signal samples for 12 different VLL mass hypotheses, ranging from 500 to 1050 GeV,
in 50 GeV increments. The widths of the VLLs are evaluated for each mass. The decay of the
VLLs is performed within MADGRAPH5_aMC@NLO, however, the decays of any top quarks
produced in the VLL decays are simulated with PYTHIA.

Simulated samples are also used for background estimation. Samples of tt events are simu-
lated at next-to-leading order using POWHEG BOX [51-H53] interfaced to the NNPDF3.1 NNLO
PDF set [50]. These samples are generated assuming a 5-flavour scheme, where b quarks are
considered massless. The top quark mass is set to 172.5 GeV, and the hdamp parameter, which
regulates emissions in POWHEG, is set to 237.8775GeV. The inclusive tt production cross sec-
tion is taken to be 831.76 pb, as calculated at NNLO in QCD, including resummation of next-
to-next-to-leading logarithmic soft gluon terms with ToP++ 2.0 [54H60].

Because the signal events are expected to produce four b quarks, the ttbb component of the tt
simulation plays a particularly important role in the analysis. This component is taken from
the tt simulation described above. Events are taken as part of the ttbb component if there is
at least one jet containing a b hadron not coming from a top quark decay. Otherwise the event
is categorized as ttjj. Recent measurements from both the ATLAS and CMS Collaborations
indicate that the cross section of the ttbb component is underpredicted by the simulation [61~
64]. In order to account for this discrepancy, an overall scale factor of 1.2 is applied to the ttbb
component.

Smaller backgrounds coming from tt production in association with a boson, denoted ttX, from
vector boson production with additional associated jets, denoted V+jets, and from multiboson
production, denoted VV(V), are also considered. The contributions from these backgrounds
are taken from simulation. These processes are all simulated using MADGRAPH5_aMC@NLO
for the matrix element calculation, which is interfaced with PYTHIAS for showering and had-
ronization.

Samples of QCD multijet events are generated at LO using MADGRAPH5_.aMC@NLO, merging
two-, three-, and four-jet matrix elements, and interfaced to PYTHIAS for showering and had-
ronization. These samples are only used for training the DNNcp classifier; in the analysis,
background contributions from QCD multijet processes are estimated using control samples in



data.

For all simulated data, additional minimum bias pp collisions are simulated and superimposed
on the primary simulated interaction. Simulation of the passage of particles through the detec-
tor material is performed by GEANT4 [65].

4 Event selection and categorization

All events considered in the analysis must satisfy a trigger that requires three b-tagged jets and
places additional requirements on the pt of the jets in the event. A further selection, after the
trigger, is used in the analysis to avoid the region near the trigger thresholds, which may be
sensitive to mismodelling. In order to pass this basic selection, an event is required to contain
at least three jets passing the medium b tagging WP and at least four jets with py greater than
80, 65, 50, and 50 GeV. In addition, the scalar sum of the py of all jets in the event (Hy) must
be greater than 400 GeV, and no isolated electrons (py > 15GeV, || < 2.5) or muons (pr >
30GeV, || < 2.5) must be present.

These events are then further categorized based on the 7, candidate multiplicity. Three cate-
gories are considered, with either 0, 1, or > 27, candidates. Within each of these categories,
SRs and CRs are defined. The 1-1;, and 2-T}, categories also make use of several determina-
tion regions, which are not themselves included in the signal extraction fit, but are used for
the background estimation described in Section[f] A diagram summarizing all these regions is
shown in Fig.
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Figure 2: Diagram of the event categorization and the various signal and control regions used
in the analysis. The regions within the solid box are all used in the signal extraction fit. The
regions in the dashed box are used to determine transfer factors from the control regions to the
signal region for events with jets misidentified as 7},’s. The selections are mutually exclusive
between all regions, so that each event only enters a single region. For brevity, not all selection
criteria are shown; the detailed selection criteria are described in the text.

The 0-t}, region is defined by requiring that there are no 7, candidates passing the loose,
medium, or tight WP. No additional event selections beyond the basic ones described above



are required. The primary background in this region is from QCD multijet events. This back-
ground in the SR is estimated using a technique that makes use of three background-enriched
regions in data. The SR is defined by requiring pTss > 160 GeV, as expected from the two
neutrinos, as well as by making a selection on the DNNgcp (described in Section [5). The jet
multiplicity distribution, Nje, is used for the final fit.

The 1-t}, region is defined by requiring that there is exactly one 7}, candidate. In the SR, the
T}, candidate must pass the tight 7, WP and there must be no other 7, candidates passing
the medium 7, WP. In the CR, the 7}, candidate must pass the loose 7, WP and there must
be no T,, candidates passing the medium 7, WP. Additionally, in both the SR and the CR, the
7}, candidates must have pr > 60GeV, and the event must have piss > 60GeV. In the 1-1,,
region, significant backgrounds arise from both tt and QCD multijet events. Multijet events
can pass the selection criteria when a jet has been misidentified as a 7,,. The tt background has
components both with and without genuine 7;,’s. The DNN; classifier distribution, described
in Section 5] is used for the final fit.

The 2-1,, region is defined by requiring that there are at least two 7}, candidates. In our data
set, no events with more than two T, candidates are found. The SR requires that there are at
least two T4, candidates passing the medium WP; the CR requires that there are at least two 7},
candidates passing the loose WP and no 7, candidates passing the medium WP. Additionally,
for all events in 2-1, region, the T}, candidates must have opposite charge, and be separated
by AR = V/(Ay)? + (A¢)? of at least 0.5. The event is required to have piss > 40 GeV. In this
region, tt is the dominant background and the QCD multijet contribution is highly suppressed.
The same DNN; used in the 1-7,, region is also used in the final fit of the 2-7}, region.

5 Machine learning classifiers

Two DNN classifiers are trained to separate signal and background events. One of them,
DNNqcp; is specifically trained to discriminate between signal and QCD multijet events. The
other, DNNy;, is trained to distinguish signal from tt events.

Both DNNs use the same underlying architecture, a graph neural network called ABCNET [26].
In this implementation, individual final state objects are passed as inputs to the DNN, and are
represented as nodes in the graph. The graph connects sets of k-nearest neighbour objects with
edges, so that relationships between the objects are taken into account. In all cases, we use
k = 8 and a Euclidean metric in the 7—¢ coordinates.

Both 7, candidates and jets are passed to ABCNET as inputs, with up to ten objects per event
used as input. If more than ten objects are present in the event, all of the 7, candidates are
passed to the network first, followed by the jets, ordered by pt, until the total object count has
reached ten.

For each object, several kinematic features are passed to ABCNET. They are shown in Table

For jets, the charge entry is always set to zero. For T}, candidates, the DEEPJET score is al-
ways set to zero, which corresponds to an extremely low probability of being a b jet. With this
information, the model is able to distinguish 7 leptons from jets during training. Using the
same model, two different trainings are performed to distinguish VLL events from QCD and tt
events. Signal samples with different mass hypotheses are used in the training. The simulated
events used for training the DNNgcp classifier are required to pass the 0-7, selection crite-
ria, whereas those used for training the DNN; classifier must have at least one 7, candidate
passing the medium WP.



Table 3: List of input features used during training of the ABCNET model for VLL classifica-
tion.

Variable Description

n Pseudorapidity

¢ Azimuthal angle
log(£%) Logarithm of the py
log(<57) Logarithm of the mass
Q Charge

DEEPJET score b tagging discriminant

6 Background estimation

The primary SM processes that pass the event selection and form backgrounds in the search
are tt and QCD multijet production. Additional contributions from ttX, V+jets, and VV (V)
production are also considered, but play smaller roles. The estimated contributions of these
minor background processes are taken directly from simulation, and the V+jets and VV (V)
contributions are found to be negligible. On the other hand, the QCD multijet contribution is
estimated using control samples in data.

The expected contributions from tt events, including the ttbb component, are estimated mostly
from simulation, as described in Section |3l The number of tt events with misidentified T},
candidates, i.e. where at least one identified 7}, candidate does not come from a true hadronic
T lepton decay;, is estimated from a combination of simulation and control samples in data. The
estimation is performed by means of a “fake factor” method. The method uses a CR with a
looser T, WP to estimate the number of events in the SR with a tighter 7, WP. The ratio of the
number of events in the two regions, called the fake factor (FF), is first measured in a dedicated
determination region (DR) which is orthogonal to the primary analysis region. Then in the
primary analysis region, the estimated number of events in the control region is multiplied by
the fake factor to estimate the number of events in the SR:

_ Nmisid ( SRDR)
~ Nmisid(CRpg)’ @
Nmisid (SR) — Nmisid (CR)FF,

FF

where N™s1d( X)) is the number of events in region X with at least one misidentified T, candi-
date. The FF and N™i¢ are estimated in bins of the DNN; score.

To estimate N™¥1d in the DRs, the number of events in data with correctly identified T, objects
is estimated from simulation and subtracted from the total; the remaining component is taken
to be N™sid_ In the primary analysis region, N™4(CR) is taken directly from simulation. An
additional uncertainty is applied to this component to account for possible mismodelling.

The DRs are designed to be enriched in tt events. After passing a single-muon trigger, these
events are required to pass the same selection as the main analysis, except that they must have
at least two (not three) b-tagged jets. Events are categorized based on the number of 7, can-
didates as in the main analysis region. However, unlike in the main analysis regions, no ad-
ditional selection criteria (on di-T charge, T}, py, or pi*) are applied when performing the T,
categorization in the DRs. These differences in selection are all designed to increase the number
of events in these regions, as the primary limitation of our FF estimation is the statistical uncer-
tainty. An additional correction and uncertainty, to account for these differences in the phase
space between the determination and primary analysis region, is estimated from simulation.



The fake factor method is applied independently for the 1-7,, and 2-74, regions, using the same
methodology in both cases.

The QCD multijet background in the 1-7,, and 2-7,, regions is also determined using a fake
factor method. Unlike the approach adopted for tt, where N™i94(CR) is taken from simula-
tion, this component is also taken from data for the QCD multijet background. The number
of expected events for all other background processes is subtracted from the data to estimate
N™isid(CR). The signal contribution is ignored in the subtraction, since it is never expected
to contribute more than O(1%) of the QCD multijet yield in the control region. The FF DR is
constructed by requiring pTiss < 40 GeV. As for the tt fake factor, a correction is applied to ac-
count for the difference between the FFs in the DR and the primary analysis region. However,
in the 2-1;, region, no simulated QCD multijet events pass the signal region selection criteria
and therefore no correction is applied.

In the 0-4, region, the QCD multijet contribution is estimated using an “ABCD” method. This
method makes use of two observables, over which the background distribution is uncorrelated.
Each observable is divided into two subregions, to form four regions in total. Then, from
the fact that the two observables are uncorrelated, the background contribution in a signal-
enriched region is estimated from the background yields in three signal-depleted regions:

NQCP(CR1)NCP(CR3)
NQCD(CR2) ’

NOD(SR) — @

where NP (X) represents the number of QCD multijet events in region X and is determined
independently for each bin of the Nj., distribution used in the fit. We use the piss and the
DNNgqcp classifier score as the two observables for the ABCD method. The regions are di-
vided at DNNqcp = 0.6 and pi'ss = 60 GeV, with the region DNNgcp > 0.6, piss > 60 GeV
being the SR. The training of the DNN is designed to ensure that its output and the p™'* are
uncorrelated [27], and this assumption was further tested both in simulated samples and in a
dedicated validation region.

7 Uncertainties

The dominant uncertainty comes from the limited number of events in the 1-7,, and 2-7, SRs.
A number of other experimental and theoretical uncertainties are considered and included in
the fit as nuisance parameters. In each case, the nuisance parameters alter one or more of the
processes included in the fit. Except where otherwise noted, the nuisance parameters alter both
the shape and normalization of the affected processes.

Uncertainties in the measurement of the energies and resolutions of jets and 7}, candidates are
estimated from the calibrations described in Section 2

Uncertainties in the b-tagging efficiencies and misidentification rates are taken from dedicated
measurements [38]. The tagging rates and their uncertainties are determined by looking sep-
arately at events enriched in genuine b jets, using a tt selection, and events enriched in light
flavour quark and gluon jets, using Z — eTe™ and Z — u"u~ events with additional jets.
An iterative fit to these two regions is performed and the uncertainties are characterized by
nine separate components, which account for different uncertainty sources such as the limited
sample size and uncertainties in the flavour compositions of the regions.

Uncertainties in the identification and misidentification rates of 7, candidates are also consid-
ered. The identification rate uncertainties are taken from measurements using a setof Z — 71
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enriched events, where one of the T leptons decays into neutrinos and a muon [41]. The muoni-
cally decaying T lepton is used as a probe to measure the identification rate for the hadronically
decaying T lepton. For each 7}, identification WP, there is one nuisance parameter that alters
the T, identification efficiency.

Three additional sets of uncertainties related to 7), misidentification are included. A 20% nor-
malization uncertainty is applied to the contributions arising from misidentified 7, candidates
in the CRs, i.e. where the loose 7}, WP is used. To account for the misidentification uncertainties
at tighter WPs, the uncertainties from the FF derivation are propagated to background compo-
nents with misidentified 7, candidates in the signal regions, i.e. where the medium or tight 7},
WP is used. Systematic uncertainties in the simulated samples used in the derivation of the FFs
are small compared with the associated statistical uncertainties, and are neglected. Each bin in
which FFs are derived is therefore assigned an independent uncertainty corresponding to the
statistical uncertainty in the FF derivation. There are 20 such uncertainties for the QCD multijet
FFs and nine for the tt FFs. Finally, a set of uncertainties accounts for differences between the
FFs in the determination regions and the main fit region. The uncertainty is taken to be the
relative difference between the two FFs, as found in simulation. For the 2-7,, QCD multijet FFs,
where no simulated events pass the selection criteria, an 80% uncertainty is applied. These
uncertainties are fully correlated within each region and across years.

A simplified Barlow—Beeston approach [66], with a single nuisance parameter per bin of the
distribution, is used to treat the statistical uncertainties due to the limited size of the simulated
samples.

Other experimental uncertainties that have a smaller impact on the analysis include: uncer-
tainties in the total delivered luminosity (normalization only), the uncertainty in the number of
inelastic pp collisions in a single bunch crossing, uncertainties related to detector conditions,
and uncertainties in the determination of the trigger efficiencies.

Theoretical uncertainties arising from the PDFs are assessed separately for the tt, ttX, and sig-
nal processes. For each process, a single uncertainty is constructed by adding in quadrature the
contributions from all of the Hessian eigenvectors of the process PDF set and its variations in
the strong coupling (xg) [67]. Independent variations of the renormalization and factorization
scales by factors of two are used to assess the uncertainty from the approximations used in the
matrix element calculations; an envelope that describes the largest impacts of these variations is
formed and encoded as a single nuisance parameter. Variations where the two scales differ by
a factor of four are not included. Uncertainties in the parton shower simulation are assessed by
changing the scale at which ag is evaluated in the shower by factors of two up and down. This
is done independently for the initial state and final state radiation, creating two independent
nuisance parameters.

An additional 20% normalization uncertainty is applied to the ttbb component. This accounts
for the fact that the ttbb component is not as well determined as the overall tt cross section.

8 Fit setup and validation

The results of the analysis are extracted by performing a simultaneous binned maximum like-
lihood fit over both years and all signal and control regions. The SRs defined in Fig. 2| provide
the main sensitivity to any potential signal, while the CRs are used to provide estimates of
some of the important background processes from data. For the 0-1, region, the distribution
of the number of jets in the event (Nje) is used in the fit, whereas in the 1-7}, and 2-7}, regions
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the distributions of the DNN; scores are fitted.

The fit is performed separately for each mass hypothesis to extract any dependence of the result
on the VLL mass. In each case, a single signal strength parameter that multiplies the VLL
production cross section is used. Systematic uncertainties are treated as nuisance parameters
in the fit. Nuisance parameters that affect the overall rate of a process are described by log-
normal probability density functions, whereas nuisance parameters that affect the shapes of
distributions are described by Gaussian probability density functions. Upper limits at the 95%
confidence level (CL) on the signal strength are determined using the CL; criterion [68, [69]
with the profile likelihood ratio as the test statistic. In this procedure, we make use of the
asymptotic approximation [70]. The signal significance is calculated from the likelihoods of the
background-only and signal-plus-background models using Wilks” theorem [71].

The analysis procedure and optimization is performed “blinded” (without looking at the data)
and a number of validation tests are also performed on the fit setup without using the observed
data in the main fit region. Fits are performed on pseudo-data generated based on the expected
background model, and then applying Poisson-distributed smearing to the values in each bin.
This test is performed in four configurations: without signal, and also including signal simula-
tion with three different input cross sections. For each configuration, 500 pseudo-experiments
are performed. The signal strength extracted from the fits is consistent with it being an unbi-
ased estimator of the true signal strength, and the uncertainties quoted on the signal strengths
are consistent with the expected frequentist coverage.

Fits are also performed on collision data in validation regions. These regions are chosen to be
orthogonal to the primary analysis regions, and with almost no signal contamination. Separate
validation regions are chosen for each of the 0-t;, 1-7,, and 2-1,, categories. In every case,
the validation region is chosen to have exactly two b-tagged jets (as compared to > 3 in the
main analysis region). In the 1-t,, and 2-7}, categories, the validation regions also require that
the event score from the DNN classifier separating signal from tt is less than 0.8, in order to
ensure that there is no signal contamination. The results of these fits are consistent with the
background-only hypothesis.

9 Results

Postfit distributions for the background-only and signal-plus-background fits are shown in
Fig.|3l For the fits including signal, the 600 GeV VLL mass point is shown as an example. The
signal fit shows consistency across the sensitive channels.

The observed data show excesses in the highest DNN,; bins for both the 1-7; and 2-7,, channels,
for both 2017 and 2018. The 0-t;, channel does not show any excess, which is expected given
its lower sensitivity.

The expected and observed limits are shown in Fig. 4, The DNN;; output, used in the 1-7,, and
2-T}, signal regions, is not very sensitive to the signal mass, and therefore the results are highly
correlated across all mass points. The higher than expected limits are consistent with the ex-
istence of a signal. As a result, none of the mass range tested here (500-1050 GeV) is excluded
at the 95% CL, and limits are set between 10 and 30 fb, depending on the VLL mass hypothe-
sis. At the representative 600 GeV mass point, the signal-plus-background model is preferred
over the background-only model at the level of 2.8 standard deviations (¢). The highest DNN;
bins of each region fit the data better when the signal hypothesis is included, especially for
the 2018 2-T}, region, where the background-dominated part of the fit is also substantially im-
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Figure 3: Postfit plots for 2017 (top two rows) and 2018 (bottom two rows) showing the fitted
distributions in the signal region for the different 7}, multiplicity channels (from left to right:
0-1,, 1-14,, 2-13,). The jet multiplicity is fit for the 0-t,, region, whereas the DNN; score is fit
for the 1-1,, and 2-1;, regions. The first and third row show the background-only fits and the
second and fourth rows show the fit including the signal.
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proved. Nuisance parameters related to the fake factor estimates and the statistical uncertain-
ties of the simulated events in high DNN; bins are also pulled to lower likelihood values in
the background-only fit, contributing to the significance.

A number of post-unblinding checks were performed to test the robustness of the result, reli-
ability of the model, and consistency of the data with the signal hypothesis. As indicated by
the significance in the combined fit, the signal interpretation is consistent across the channels.
No excess is observed in the significantly less sensitive 0-T;, regions, whereas the excesses ob-
served in the 1-7}, and 2-T,, regions are consistent with each other. The observed limits for each
of the 1-7}, and 2-7;, channels, when fit individually, are above the expected limits. Taking the
600 GeV mass point as an example, the significances for these channels when fit individually
range from 0.8 to 2.0c and are all within 1o of their expected significances for a signal strength
corresponding to the best combined fit signal strength.

Several alternative analysis procedures were also tested and found to give similar results to
those presented here. These included rejecting 7, candidates with only two reconstructed
tracks, applying a reweighting to account for possible mismodelling of the tt Hy spectrum,
increasing the size of certain experimental uncertainties, and including an additional uncer-
tainty related to the difference between data and simulation in the 7, FFs. All of these were
found to give very similar results to the main result presented here.

These results have been obtained considering only electroweak production of VLL pairs. How-
ever, tests showed that the results hold when including Z! production of VLL pairs as well.
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Figure 4: Expected and observed 95% CL upper limits on the product of the VLL pair produc-
tion cross section and the branching fraction to third generation quarks and leptons, combining
the 2017 and 2018 data and all 7}, multiplicity channels. The theoretical prediction in the 4321
model for electroweak production of VLLs is also shown.
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10 Summary

The first search for vector-like leptons (VLLs) in the context of the 4321 model has been pre-
sented, using proton-proton collision data collected with the CMS detector at Vs = 13TeV,
corresponding to an integrated luminosity of 96.5fb™'. The probed model consists of an ex-
tension of the standard model with an SU(4) x SU(3)’ x SU(2); x U(1)" gauge sector that can
provide a combined explanation for multiple anomalies observed in b hadron decays, which
point to lepton flavour nonuniversality. In the model, a leptoquark is predicted as the primary
source of lepton flavour nonuniversality, while the ultraviolet-completion predicts additional
vector-like fermion families. In particular, VLLs are investigated via their couplings to stan-
dard model fermions through leptoquark interactions, resulting in third-generation fermion
signatures. Final states containing at least three b-tagged jets and varying 7 lepton multiplic-
ities are considered. To improve the search sensitivity, graph neural networks are trained to
discriminate between classes of events using the kinematic relationships between particles in
an environment with high jet multiplicity.

An excess of 2.8 standard deviations over the standard model background-only hypothesis
was observed in the data at the representative VLL mass point of 600 GeV. As a result, no VLL
masses are excluded at the 95% confidence level and limits on the product of the VLL pair
production cross section and their branching ratio to third generation fermions are set between
10 and 30 fb, depending on the VLL mass hypothesis.
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