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ATLAS Tile Calorimeter IFIC
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Central hadronic calorimeter of the ATLAS
experiment

— Covering the central region |n|<1.7

Contributes to the measurement of energies of
hadrons, jets, T-leptons and EJ¥sS

Sampling calorimeter made of steel plates and
plastic scintillator tiles

— Wavelength shifting fibers and 2 PhotoMultiplier
Tubes (PMTSs) per cell

— Granularity of An x Ap = 0.1 x 0.1 in most cells

— Dynamic range from ~10 MeV to ~2 TeV per
calorimeter cell

Divided in 4 partitions: EBA, LBA, LBC, EBC
— Each partition has 64 wedges modules
= One module hosts up to 45 PMTs

= Electronics is located in extractable “drawers”
at the outermost part of the module

— 9852 PMT channels for the complete readout
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TileCal readout architecture at the HL-LHC IFIC
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e High Luminosity LHC will achieve instantaneous luminosities a factor 5-7 Iarger
than the LHC nominal value around 2029

Current architecture (2011-2025)
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Demonstrator Module IFIC
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¢ Hybrid module composed of 4 mini-drawers
— Using the clock and readout strategy for the HL-LHC

— But providing analog trigger towers information to the
ATLAS trigger system

e Each mini-drawer has 2 independent sections for
redundant cell read out

— 12xPMTs & 12xFront-End Boards (FEBs) — read out 6
TileCal cells

— 1xMainBoard, 1xDaughterBoard, 1xHV distribution board
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On-detector electronics: FEBs and Active Dividers IFIC
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¢ Front-End Boards: Upgraded 3-in-1 cards _ Control & A_”a"’g
integrator signals signals

— Provides PMT pulse shaping with 2 gain amplifications
(1:32 ratio -> Low and High gain)
= Second copy of Low gain signal for analog trigger signals

— Built-in Charge Injection System for electronics calibration

— High-precision integrator readout for luminosity
measurements and Cs calibration

e Active Dividers
— Distribute the HV for PMT dynodes using transistors
— Expected a maximum PMT anode current of 40 pA

— Provide an excellent linearity up to 100 pA Upgraded 3-in-1 card
/’//’ Gain Ratio: 32 \\\‘ .
/ 7-pole Shaper: 50ns FWHM ’_[E Trigger \‘W
PMT \/
Gain 1x
‘> t_G.am 32x
Shape_r‘.
: [ injection | —\
Fj rlwc:i:mal l; :Clt I\_L_I r:tgegrator
Control Integrator
I_. Current
Calibration } % intg. Out
= | J
Active dividers \ ot .

Upgrade ATLAS TlleCal 3-in-1 Card Diagram (with optional analogtrigger)
T
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On-detector electronics: MainBoard IFIC
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e MainBoard:
— Digitizes signals coming from 12 FEBs
= Fast readout: 12-bit dual ADCs @ 40 MSps for 2 gain signals
= Slow readout : 16-bit SAR ADCs @ 50kSps for integrator readout

— Provides digital control and configuration of FEBs + high-speed path to the
DaughterBoard

— Divided in two halves for redundancy — readout and power distribution

FEB
FEB digital
Analog connector connector
FMC connector to
‘ Daughter Board

Section B

Section A ¥, 8

Main Board v4 Fast ADC
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On-detector electronics: DaughterBoard IFIC
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¢ High-speed interface with the off-detector electronics

— Collection of PMT digitized data from Mainboards and
transmission to off-detector electronics

— Clock and command distribution to FEBs
— Data link redundancy

e DaughterBoard v4 installed in Demonstrator
— 2 x GBTx chips for LHC clock recovery and distribution
— 2 x Kintex 7 FPGAs for communication and data processing
— 2 x QSFP optical modules

e Possible upgrade to DaughterBoard v6 this year

— Kintex UltraScale FPGAs and improved clock quality

Power distribution FPGAS
system

GBTx

Section A
2 x QSFPs

Section B =
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Off-detector electronics: PreProcessor Demonstrator IFIC
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Off-detector readout system based on FPGAs and high-speed modules
— Data acquisition and processing @ 40 MHz

— Distribution of the LHC clock towards the on-detector electronics

— Interface with the ATLAS readout system

Double AMC board equipped with 4 QSFPs, Virtex 7, Kintex 7 and Spartan 6
— Capable of operating 1 upgraded TileCal module — up to 4 Mini-drawers
— Operated in an ATCA shelf 100 meters away from the detector

e Enables backward compatibility between the Demonstrator and the current
ATLAS TDAQ system

— Communication with the Timing, Trigger and Control (TTC) system
— Triggered events are transferred to the ReadOut Drivers and FELIX system

¢ Possible upgrade to final version — Compact Processing Module

800 Mbps> e

TTC >

Demonstrator module
(4 x Minidrawers)

PPr Demonstrator " FELIX emulator
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Firmware implementation IFIC
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¢ Links configured for fixed and deterministic latency
— Downlinks: 4 GBT links at 4.8 Gbps — Clock and configuration

i
— Uplinks: 4 GBT links at 9.6 Gbps — Data samples, monitoring, sync per mini-drawer

ondetector off-detector

TTC 160 Mbps * | TTC
module
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Data Handler 12.8 us
LHC clock

readout

readout
Integrator
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DaughterBoard PreProcessor
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Demonstrator construction and test beams IF IC
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e Demonstrator module was initially built in 2015
— Latest versions of the upgraded readout electronics & mechanics

e Seven test beam campaigns between 2015 and 2018 at the
North Area of the SPS accelerator (CERN)

— Detector modules equipped with upgraded and legacy electronics for
performance comparison

e Beams of hadrons, electrons and muons at different energy
ranges and projective angles
— Study the calorimeter response and S/N performance of the new

electronics
CHERENKOV WIRE CHAMBERS MUON
COUNTERS Measure t_he beam HODOSCOPE
Separate p/mi/e- for impact point uon detectio
Epeam S 50 GeV

TRIGGER
SCINTILLATORS

Trigger on coincidence

TILECAL DETECTOR

Beam line elements Test beam setup at SPS
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Test beam results IFIC
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e Data to Monte Carlo response Wlth hadrons, electrons and muons
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Insertion in the ATLAS experiment IFIC
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e Demonstrator module inserted in ATLAS July 2019
— Exercised during the LHC Long Shutdown 2 (2019-2021)

e Operating with backward compatibility with the current
ATLAS DAQ system
— Clock and configuration commands from legacy TTC
— Triggered event data transmitted to ATLAS DAQ
— Provides analog cell sums to the ATLAS trigger system

New 3-in-1 (Main board )

Detector Signals
| Analog U > @_'
To ATLAS aos 4 AL _ VAN )

Trigger system Trigger sums

¢ Fully integrated with the TDAQ and Detector Control
System (DCS) softwares
— Front-end electronics configuration -
— Physics, calibration and laser runs
— Event builder, offline reconstruction, data quality monitoring
— HV and LV control and monitoring through the DCS software " Soeeesss

Trip Count Tput 46;74049!)5"i

st
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Comissioning and operation
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e Evaluation of the signal quality between the Demonstrator and the PreProcessor using
embedded FPGA resources
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FFT analysis of the pedestal data of a noisy
trigger output

° iccinni i Event display of a collision event at 13.6 TeV
Comissioning of the analog trigger towers recordot in ATLAS on 5 July 2002

— Detection of noisy trigger outputs during installation

e Recorded multiple runs with cosmics rays, LHC splash events, laser and CIS
— Recorded first events at 13.6 TeV this July!

e Demonstrator shows a good and stable performance
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Summary IFIC
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e New conditions imposed by HL-LHC requires a redesign of the TileCal on-detector
and off-detector electronics with a new clock and data readout strategy

e Construction of a “hybrid” upgraded module and off-detector prototypes
— Extensively exercised during seven test beam campaigns (2015-2018)

e Demonstrator module inserted and commissioned in ATLAS between 2019-2022
— Implements the clock and readout architecture for the HL-LHC
— Backward compatibility with the current ATLAS TDAQ and DCS systems
— Ready for taking data in the ATLAS experiment for Run-3 (2022-2025)!

EYETS 13.6 Tev 1AEAE

13.6 - 14 TeV

13 TeV energy
Diodes Consolidation
splice consolidation cryolimit LIV Installation . i =
7 TeV 8 TeV button collimators interaction ! inner triplet HL-LHC
— R2E project reg|ons Civil Eng. P1-P5 pilot beam radiation limit Installation
r'd “u
2011 | 2012 | 203 | 2ot | 2015 | 2ot mmm 2022 | 2028 | o2 | 2025 | aoes | z0e7 | 20z | 2020 [[[]]
5to 7.5 x nominal Lumi
ATLAS - CMS
experiment upgrade phase 1 ATLAS - CMS
beam pipes ’ . . . HL upgrade
pip naminal Lumi 2 x nominal Lumi ALICE - LHCb | 2 x nominal Lumi "
75% nominal Lumi I/- upgrade
-1 integrated [RAUUURIN
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Low and High Voltage system IFIC
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e Three stage system with redundancy
— 200V from off-detector

— 8 redundant bricks per mini-drawer (LVPS) to
power 4 mini-drawers with 10V

— Point-of-Load regulators at the Mainboards and
DaughterBoards

¢ Fully control and monitoring from the ATLAS
DCS system

Bricks Low Voltage Power Supply

e HV remote boards located off-detector — up to
48 PMTs

— Provide individual control, monitoring and
regulation per PMT

— Easy access and avoid radiation issues

e HV distribution board per mini-drawer in the on-
detector — up to 12 PMTs

PP Y e 100 meter long HV cables — 48 pairs of wires

48-channels HV remote board
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GigaBit Transceiver Protocol IFIC
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e Data protocol between the DaughterBoards and the TilePPr

e Developed by CERN for data communcation in radiation enviroments
— GBTx, LpGBT, GBT-SCA chips

' F Wide-B
e Main features rame ide-Bus

— 120 bit words @40 MHz — 4.8 Gbps

— Forward Error Correction capabilities
» Reed Solomon encoding — up to 16 consecutive error bits

3.2Gbps 4.48 Gbps

e Two possible implementations in FPGA:
— Standard: easy implementation, but no fixed and determinitisc latency

— Latency Optimized (LO): fixed and deterministic latency at the cost of a
complex implementation

119 0
4 bits 4 bits 80 bits 32 bits
Header Slow Data FEC
Control
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Tile GBT implementation IFI
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e Implementation of 16 LO GBT links in the TilePPr
— Downlink: GBT code with minor modifications
not enough bandwidth — 5.76 Gbps only for the PMT samples!
Uplink:  not enough clock resources
time stamp the data — RX and TX clocks are not in phase

e Two important modifications on the original GBT code
— Data rate increased by factor two: from 4.8 Gbps to 9.6 Gbps
— BO-CDR — optimization of clocking resources and data retiming

40 MHz 120 MHz 4.8 Gbps

tx_word_clk (120 MHz)

tx_frame_clk (40 MHz)

Tx_data 40
Tx_data - P Serializer —p X
Tx_data_extra serial data
Dé&ratzedel Frame aligner
D&tatdldlng
Rx_data RX
Rx_data Deserializer .
Rx_data_extra serial data

header Bitslip
" | control

- rx_word_clk (240 MHz)
240 MHz 9.6 Gbps

. . " -, !
rx_frame_clk (80 MHz) e ~ rx_word_clk (240 MHz)
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rx_frame_clk (80 MHz)
rx_frame_clk,,, (80 MHz)
rx_frame_clk,,, (80 MHz)
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