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Abstract. The High Luminosity phase of the LHC, which aims for a ten-
fold increase in the luminosity of proton-proton collisions is expected to start
operation in eight years. An unprecedented scientific data volume at the multi-
exabyte scale will be delivered to particle physics experiments at CERN. This
amount of data has to be stored and the corresponding technology must ensure
fast and reliable data delivery for processing by the scientific community all
over the world. The present LHC computing model will not be able to provide
the required infrastructure growth even taking into account the expected hard-
ware evolution. To address this challenge the Data Lake R&D project has been
launched by the DOMA community in the fall of 2019. State-of-the-art data
handling technologies are under active development, and their current status for
the Russian Scientific Data Lake prototype is presented here.

1 Introduction

Modern high energy and nuclear physics experiments, which are being carried out at the ac-
celerator complexes of the LHC (CERN, Switzerland) [1], SuperKEKB (KEK, Japan), RHIC
(BNL, USA), and in the coming years at NICA (JINR, Russia) and FAIR (GSI, Germany),
deal with hundreds of petabytes of scientific data located in billions of files. Starting from
2014 the LHC experiments analyze annually more than two exabytes of physics data pro-
cessing millions of files per day, and the total permanent storage capacity for the experiments
has exceeded the exabyte level. The next project at CERN, the High Luminosity LHC (HL-
LHC), aims to increase the intensity of proton-proton collisions tenfold, which will lead to
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an even greater amount of incoming scientific information. Such enormous data volumes and
the amount of files require new techniques for their storage and processing [2][3], and one of
the proposed approaches is to use the “data lake” concept [4][5]. The architecture develop-
ment and prototyping of “scientific data lakes” is being carried out as a part of the DOMA
[6] project (WLCG [7], CERN). The work on the project is closely related to:

• the development of data management systems and data streams for processing and analyz-
ing information in the exabyte range;

• the development and testing of scenarios for connecting computer centers to the "data lake"
infrastructure depending on the level of their resources and the quality of communication
channels (including supercomputer centers);

• the development of methods for determining the popularity (demand) of particular scien-
tific data sets and data management methods.

In this paper, we will mainly discuss the development of the Russian Scientific Data Lake
prototype. This work is carried out by Russian research centers (NRC KI - PNPI, ISP RAS)
and universities (SPbSU, MEPhI, RUE) in cooperation with international scientific centers
(CERN, JINR, LAPP, UNAB).

2 Problem description and challenges

Taking into account the new requirements for data storage and data processing systems for
the HL-LHC project, the R&D activities are currently underway on technologies for building
such systems using the "data lake" concept which would work as a part of distributed hetero-
geneous high-throughput global computing system. To obtain relevant research results, each
of the possible technologies must be tested using the uniform methodology.

It is also necessary to demonstrate and describe a methodology for connecting relatively
small computing systems without associated storage elements to already existing distributed
computing infrastructure. This methodology should significantly decrease the "entry thresh-
old" for the small sites (analysis facilities), which for some reason cannot provide deployment
and support of dedicated data storage systems. Provided methodology needs to reduce the
complexity of deployment and maintenance requirements of components being installed, as
well as bring down the overhead costs, which would allow even smaller sites to work effec-
tively with the data lake.

To reduce the complexity of installing and deploying of software components, the modern
container technologies can be used, which allow for almost instantaneous deployment of
many identical instances of a prepared software stack that requires just a few parameters to
configure.

Concerning the reduction of overhead costs, the authors see an increase in the efficiency of
using the CPU resources of computational nodes by minimizing the time the CPU is idle due
to data I/O operations. In the standard workflow for distributed data processing of scientific
experiments a task allocated to a computational node must first receive input data from the
storage system, and then write output data into it. Both operations can take a significant
amount of time compared to the whole task processing time, although they practically do not
occupy the CPU. Minimizing the time for data reading and writing at the beginning and at
the end of a computational task can significantly increase the efficiency of using the CPU
resources.

Combining these two directions of increasing the data processing efficiency discussed
above, the development of a data lake prototype with one central storage, which has high
reliability, capacity and availability, and several satellite computing sites with small storage
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resources used as a short-term data storage (cache or buffer) will be shown in this paper. At
the same time the data caching for reading and writing will be considered separately, since
the expediency of its use, as well as the technologies used for this, depend on the types of
computational tasks.

3 The prototype architecture

To build the data lake prototype a test site will be considered with dedicated computing
resources, consisting of several identical computing nodes that can execute both synthetic
test tasks and tests based on real tasks of scientific experiments. Also, a monitoring system
will be considered, which allows for evaluating the efficiency of using the computing power
accessing the data lake, and on the basis of this assessment, a conclusion will be made about
the feasibility and efficiency of using certain caching schemes.

3.1 Data caching

Three main configurations of the caching system were evaluated and studied (Fig. 1):

1. a dedicated caching server — central control of caching, possibility to quickly change
the storage hardware without touching the computational nodes;

2. a local caching server on each computational node with no data exchange between the
nodes — good for fast deployment of multiple independent instances;

3. a local caching server on each computational node with data exchange between the
nodes forming a distributed cache (one of the computational nodes additionally acts as
a control node) — a somewhat more complicated configuration than 2 but with better
LAN utilisation and higher cache hit rates.

Figure 1. The caching system configurations

Configuration 2 has been used for primary evaluation tests only. This is due to the fact
that the number of repeated requests to the same input data file in LHC workflows is low, and
is less than the average number of computational nodes even on relatively small sites, which
leads to the nearly zero hit ratio for an isolated node-local cache, rendering it practically
useless.

It is more interesting to compare configurations 1 and 3. In configuration 1 all the burden
of storing, searching and copying files from the main storage lies on a dedicated server,
almost completely freeing up worker nodes. In the case of configuration 3 with a distributed
cache there are savings due to the lack of a dedicated server, but there is an additional load
on the worker nodes. Also, configuration 3 allows to create a scalable hybrid CE + SE
system (compute plus storage) based on one unified configuration containing all the necessary
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components. Such a system can be scaled horizontally by adding more instances, which is
extremely convenient when deploying to cloud resources. In addition to this, there appears,
although not very high, the probability of reading the input file from the cache located on
the same worker node as the requesting task, which further optimizes the data transfer. This
effect is unlikely to have any significant impact on large sites, but can have a visible impact
on configurations with a few multicore worker nodes.

3.2 Data buffering

In order to further optimize the usage of CPU resources for write-oriented workloads the
development of a buffering system for output data was started in 2020. In the case when the
analysis task generates a significant amount of output data, the time required to transfer this
data from a worker node to a remote storage can be accounted for as a wasted CPU time. If
the generated data is temporarily stored on a fast local server (a buffer) then the CPU time
will be saved and the efficiency of the site will increase. This can be expressed, among other
things, in the average processing time of a single task. The proposed scheme is shown in
Figure 2.

Figure 2. Proposed scheme of data transfers in the data lake prototype with the buffering system

4 The prototype implementation

4.1 Data caching

The testbed for the data caching system was deployed at the resource centers at JINR (Dubna),
PNPI (Gatchina), MEPhI (Moscow), and RUE (Moscow). The central storage located at JINR
is operated under the control of the dCache storage system. The local storage systems on sites
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were implemented using the XCache package, which was configured, depending on scenario,
either as a dedicated cache on a separate server or as a distributed cache on worker nodes.
The GSI authorization system with WLCG X.509 certificates was configured, which made it
possible among other things to work with WLCG resources and to use HammerCloud testing
system.

In addition the registration and configuration of infrastructure elements in the AGIS in-
formation system (now migrated to CRIC [9]) was carried out before testing. The following
combinations of computing components and storage systems (task queues) have been defined
to test various scenarios of caching:

1. PNPI_XCache-TEST. Computing cluster at PNPI with a dedicated caching server
based on XCache connected to the dCache storage system located at JINR (JINR-
LCG2_DATADISK)

2. PNPI_XCache_NODES. Computing cluster at PNPI with a caching service based on
XCache using local disk resources of worker nodes combined into a distributed cache,
connected to the dCache storage system located at JINR (JINR-LCG2_DATADISK)

3. PNPI-TEST. Computing cluster at PNPI connected to the dCache storage system lo-
cated at JINR (JINR-LCG2_DATADISK)

4. MEPHI-TEST. Computing cluster at MEPhI connected to the dCache storage system
located at JINR (JINR-LCG2_DATADISK)

5. MEPHI_XCache. Computing cluster at MEPhI with a dedicated caching server
based on XCache connected to the dCache storage system located at JINR (JINR-
LCG2_DATADISK)

4.2 Data buffering

The testing of the data buffering is carried out on the same testbed, but the EOS [8] system
with a control server at JINR and storage servers at all sites is used as a distributed storage.
In the future, it is planned to configure queues in the CRIC system and to develop special
test templates in the HammerCloud system in order to test the operability of the distributed
storage.

EOS was chosen as the storage system which is supposed to serve as a basis for testing
the buffering mechanism because it meets all the storage requirements for the data lake and,
at the same time, has two handy built-in features: an LRU Engine and a Converter Engine.
The former is a mechanism that automatically scans virtual namespace and applies the pre-
scribed policy to files depending on their name, type, size, creation time, etc, while the latter
can automatically convert file layouts (striping, location, etc) based on the policy. Combina-
tion of these two engines was used to implement buffering. During the tests some technical
inconsistencies were discovered between LRU and Converter engines, which were reported
to the EOS developers. A temporary tweak was applied, which made it possible to continue
testing, and the issue was fully resolved in the later EOS release.

4.3 Testing methodology

By the time of testing the configuration 3 with a distributed cache, synthetic tests have been
improved. If in 2019 and early 2020 it was just a sequential copying of the same file to a
working node, then by the end of 2020 the synthetic tests were modified to implement a more
realistic load:
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• A set of different files is taken, in which one file is repeated no more than 20 times (the
limitation is taken from the evaluation of the data popularity in the ATLAS experiment)

• Each iteration starts on a separate, randomly selected worker node. The main measured
parameter is not the file copy time (since file sizes are different this parameter does not
make sense anymore), but the transfer speed, that is, the the file size over the time required
to copy it in GB/s.

4.3.1 Testing the Russian Scientific Data Lake computing infrastructure with the ATLAS
payloads

To test the computing infrastructure of the Russian Scientific Data Lake, the HammerCloud
[10] system is used, which creates computational testing tasks based on the defined templates
and sends them to the ATLAS experiment [11] distributed production and analysis system
(PanDA) [12]. In this system, five new test patterns were developed, depending on the
methods of accessing the input data for processing:

• Copy2Scratch - copy the input files to the worker node and read the file from the local disk
(as an input file root://local path/file)

• Directaccess - direct reading of a remote file from tasks (root://remote path/file is specified
as an input file)

• TTreeCache - direct reading of individual trees of a remote file (root://remote path/file is
written as input)

• Copy2Scratch (for long-running tasks) - similar to the Copy2Scratch template, but with the
number of physics events increased to 8 thousand per input file.

• TTreeCache (for long-running tasks) is similar to the TTreeCache pattern, but with the
number of physics events increased to 8 thousand per input file.

The data set used by each template consists of 52 input files for processing in the AOD
(Analysis Object Data) format, which has a large number of physics events per input file. At
each stage, a set of tests is carried out for each test template, and according to their results
the errors in the operation of the infrastructure components can be corrected and the results
obtained can be analyzed.

5 The monitoring system

To estimate the efficiency of computer resources usage and to monitor the software and hard-
ware infrastructure in the process of testing the Russian Scientific Data Lake prototype, a
unified monitoring system was developed using modern web and database technologies. At
the current stage of the prototype development the following distributed data sources are used
to monitor the operation of the deployed software infrastructure:

• XRootD log files, which contain complete information about the XCache service opera-
tions;

• Billing relational database (dCache) based on PostgreSQL DBMS. The database contains
information about operations (billinginfo) and requests for an operation (doorinfo)

• A special API provided by the monitoring system for distributed production and analysis
of ATLAS experiment data - BigPanDA [13], to obtain information and necessary metrics
describing test jobs. In particular, the job type, the queue of the computing resource and
the node where the job was completed, the final job status, error messages, the list of
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input files, the amount of consumed RAM, time metrics: total job execution time; time
of job initialization; loading time of input files; time of uploading output files; time of
transformation of input files into output ones, etc.

• Accounting database based on MySQL DBMS. The database contains information about
the local jobs that describe the current state of computing elements.

ElasticSearch was chosen as a unified data storage, which is part of the ELK stack. It
provides efficient access to aggregated information from distributed sources due to the flexi-
bility of storage schemes. The general architecture diagram of the unified monitoring system
is shown in Figure 3.

Figure 3. The unified monitoring system architecture

Using the PNPI computing infrastructure, all the necessary components included in the
monitoring system were deployed, in particular, the ElasticSearch storage, the Logstash input
data flow collector, the Kibana visualization system and a specially developed web applica-
tion for monitoring and analysis of the test jobs execution results, which implements specific
data visualizations which are not natively available in the Kibana. Thus, data streams from
all sources pass through the Logstash collector, which converts heterogeneous data into key-
value format and stores it in specially dedicated indexes of ElasticSearch document-oriented
non-relational storage. In the expanded Kibana visualization system, dashboards were cre-
ated for the software components of the Russian Scientific Data Lake prototype, which con-
sist of graphs, tables and other available types of visualizations. The following monitoring
dashboards were implemented in the Kibana system using the collected data:

• XRootD monitoring. Dashboard is designed to monitor the XRootD component and is
based on processed data from log files;

• Billing monitoring. This monitoring section allows to get information about the work of
dCache, which is extracted from two separate tables of the Billing database combined and
exported to the ElasticSearch index;

• Jobs monitoring. Based on information about all test jobs executing on the testbed;
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• Accounting monitoring. The "data lake" includes sites with a computing element based on
CREAM CE, an outdated system at the moment, and computing elements based on ARC
CE, which is currently recommended for use in the WLCG.

Due to the limited number of available visualisation types in the Kibana system and the
lack of customizing functionality, we developed a special web application for monitoring and
analyzing the results of test jobs. The application is based on Django framework. Nginx is
used as a web server together with uWSGI to interpret the application code. The Angular
is responsible for interactive communication and data transfer between the server and client
sides. The ZURB Foundation style library is used to display the structural blocks of a web
page. The C3.js library is used to build visualizations. The DataTables plugin is used to build
interactive tables. An example of a web application interface is shown in Figure 4.

Figure 4. The monitoring web application interface

The interface of the web application was designed in such a way that allows the user to
interactively select a set of test jobs by the most convenient attributes, in particular the time
when the test task was executed, the queue of the computing resource, the type of tasks, the
status and the test ID in the HammerCloud system. The results are displayed on 16 tabs,
the first of them (“Overview”) contains general information about the number of selected
tests per queue and a list in tabular form. The rest of the tabs contain bar diagrams with the
most useful metrics of test performance, for each of the metrics a general diagram is built
and separate ones for each computational queue (Fig. 4). In addition for each queue the
average value of the metric and its standard deviation are displayed. It is also possible to plot
the curves of the normal distribution functions (Gaussians) for a better visual comparison of
the metric value distributions between queues. Due to the fact that each queue represents a
certain configuration of the architecture of the Russian Scientific Data Lake prototype, this
type of data visualization makes it easy to estimate the efficiency of resource usage and the
advantage of one architectural option over another.
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6 Results and Conclusions

The data lake prototype has been implemented and the synthetic tests were carried out for
three data caching configurations. The results have demonstrated almost no gain of data
access time for a configuration with an isolated local cache in comparison to a configuration
without a cache. For the scenarios with dedicated and distributed caches (configurations 1
and 3) a significant gain has been observed in comparison with a system without a cache.
Somewhat unexpectedly, tests for a system with a distributed cache showed a noticeably
worse result compared to a dedicated cache: the average speed for configuration (3) is 1.8 ±
1.5 GB/s, while the average speed for configuration (1) is 2.6 ± 1.5 GB/s. Speed without a
cache is 0.5 ± 0.5 GB/s. The large error in the results is due to the relatively small number of
duplicate files in the tests - no more than 20. This leads to the fact that in the case of caching
at least every 20th request to the file is a cache miss, which requires the cache to fetch the file
from the data lake.

ATLAS real-life payloads have been launched via Hammercloud after evaluating the syn-
thetic tests results and system tuning. Copy2scratch test results are presented on Fig. 5.

PNPI-TEST2 - no cache; PNPI_XCache-NODE - the distributed cache;
PNPI_XCache-TEST - the dedicated cache; µ - the average value; σ - standard deviation.

Figure 5. Total time distribution of copy2scratch tests per queue

The results showed the minimal, within the margin of error, difference between the dis-
tributed and dedicated caches and the gain of these two systems in comparison to the case
without a cache. Preliminary tests have been carried out for the data buffering: a policy has
been set up according to which files are copied to the nearest storage pool by Geo Tag. The
LRU policy is tied to the directory where the file is copied, according to which each file with a
lifetime of more than 10 minutes is moved to the central storage server. The files copied from
the worker nodes at PNPI were processed properly, according to the defined policy. A work
has begun on the creation of synthetic tests that are similar in characteristics to real payloads,
as well as a work on adaptation of real payloads from ALICE and ATLAS experiments for the
HammerCloud system. Based on the results at this stage of R&D, we have demonstrated a
benefit of using data caching for the ATLAS data processing payloads (for the cases when the
same input files are read 20 times or more). Also, the effectiveness of creating a distributed
cache on worker nodes for such tasks has been confirmed, in the case when the installation
of a dedicated caching server seems difficult. Assessing the advantages of a dedicated cache
over a distributed one remains at the moment an unresolved task, planned for the next year
of work. The necessary monitoring tools for this task have been created, but it is necessary
to accumulate some representative statistical data. For the buffering system, a basic concept
is presented, its practical implementation and testing is expected in 2021.
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As our results look quite promising we will continue to exploit the presented ideas, in the
future transforming them into practical, easily deployable software configurations possibly in
the form of ready-made containers.
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