
EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2022-019
2022/04/27

CMS-HIG-19-014

Search for Higgs boson decays to a Z boson and a photon
in proton-proton collisions at

√
s = 13 TeV

The CMS Collaboration

Abstract

Results are presented from a search for the Higgs boson decay H → Zγ, where
Z → `+`− with ` = e or µ. The search is performed using a sample of proton-
proton (pp) collision data at a center-of-mass energy of 13 TeV, recorded by the CMS
experiment at the LHC, corresponding to an integrated luminosity of 138 fb−1. Events
are assigned to mutually exclusive categories, which exploit differences in both event
topology and kinematics of distinct Higgs production mechanisms to enhance signal
sensitivity. The signal strength µ, defined as the product of the cross section and the
branching fraction [σ(pp → H)B(H → Zγ)] relative to the standard model predic-
tion, is extracted from a simultaneous fit to the `+`−γ invariant mass distributions in
all categories and is found to be µ = 2.4± 0.9 for a Higgs boson mass of 125.38 GeV.
The statistical significance of the observed excess of events is 2.7 standard deviations.
This measurement corresponds to σ(pp → H)B(H → Zγ) = 0.21± 0.08 pb. The
observed (expected) upper limit at 95% confidence level on µ is 4.1 (1.8). The ratio of
branching fractions B(H → Zγ)/B(H → γγ) is measured to be 1.5+0.7

−0.6, which agrees
with the standard model prediction of 0.69± 0.04 at the 1.5 standard deviation level.
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1 Introduction
Since the discovery of the Higgs boson [1–3] at the LHC, an extensive program of measure-
ments [4] has been undertaken to determine its properties and couplings to different types of
particles and to assess whether these properties are consistent with those predicted by the stan-
dard model (SM). With the successful running of the LHC, large data samples of proton-proton
(pp) collisions at

√
s = 13 TeV have been accumulated, increasing the sensitivity to Higgs boson

decays with small branching fractions. Such decays also provide probes for possible contribu-
tions arising from physics beyond the SM (BSM) and include the process H → Zγ [5–15].

Figure 1 shows Feynman diagrams for the key SM contributions to the H → Zγ decay process.
Experimentally, the final state resulting from Z → `+`− (` = e or µ) is the most accessible, since
the leptons are highly distinctive, well-measured, and provide a means to trigger the recording
of the events. In the SM, the expected branching fraction for H → Zγ is B(H → Zγ) = (1.57±
0.09)× 10−3, assuming a Higgs boson mass of mH = 125.38± 0.14 GeV, taken from the most
recent CMS Higgs boson mass measurement [16]. While this branching fraction is comparable
to B(H → γγ) = (2.27± 0.04)× 10−3 [17, 18], the Z → `+`− branching fraction reduces the
relative predicted signal yield. The ratio B(H → Zγ)/B(H → γγ) = 0.69± 0.04 is potentially
sensitive to BSM physics, such as supersymmetry and extended Higgs sectors [19–24]. The
effects from these models can shift the H → Zγ and H → γγ branching fractions by different
amounts, making the ratio a sensitive observable. The impact on the ratio can be O(10%),
depending on the model. The H → Zγ branching fraction is sensitive to a potential anomalous
trilinear Higgs self-coupling [10], and a precise measurement of the branching fraction could
help to test the SM prediction for this fundamental quantity.

The ATLAS and CMS Collaborations have performed searches for the decay H → Zγ →
`+`−γ [25–28] at

√
s = 7, 8, and 13 TeV in the e+e−γ and µ+µ−γ final states. The most strin-

gent bound has been set by the ATLAS Collaboration using a data sample at
√

s = 13 TeV
with an integrated luminosity of 139 fb−1 [28]. The observed (expected) upper limit at 95%
confidence level (CL) on σ(pp → H)B(H → Zγ) relative to the SM is 3.6 (2.6), assuming
mH = 125.09 GeV. The region with lower dilepton invariant mass (m`+`− ) has also been
explored. The ATLAS experiment has reported evidence for the decay H → `+`−γ with
m`+`− < 30 GeV using both dilepton channels [29]. The CMS Collaboration has also searched
for the H → `+`−γ process with m`+`− < 50 GeV in the dimuon channel at

√
s = 8 TeV [30]

and 13 TeV [27].

This paper describes a search for the decay H → Zγ, where Z → `+`−. The data sample
corresponds to an integrated luminosity of 138 fb−1 of pp collisions at

√
s = 13 TeV accumu-
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Figure 1: Feynman diagrams for H → Zγ decay.
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lated between 2016 and 2018. The region at small dilepton invariant mass, m`+`− < 50 GeV,
is excluded from the analysis. This region contains a contribution from an additional process,
H → γ∗γ → `+`−γ [7]. The sensitivity of the analysis is enhanced by searching for Higgs
boson production in a variety of mechanisms, including gluon-gluon fusion (ggH); vector bo-
son fusion (VBF); and the associated production of a Higgs boson with either a weak vector
boson (VH, where V = Z or W) or a top quark pair (ttH). The dominant backgrounds arise
from Drell–Yan production in association with an initial-state photon (Z/γ∗+γ) and Drell–Yan
production in association with jets, where a jet or additional lepton is misidentified as a photon
(Z/γ∗+jets). After using a set of discriminating variables to suppress background in the differ-
ent production mechanisms, the signal is identified as a narrow resonant peak around mH in
the distribution of the `+`−γ invariant mass (m`+`−γ ).

The data sample is divided into mutually exclusive categories according to (i) the presence of
an additional lepton produced by Z(→ `+`−) or W(→ `ν) decay, indicating the possible as-
sociated production of a Higgs boson with a W or Z boson, or ttH production with a leptonic
top quark decay; (ii) the value of a multivariate analysis (MVA) discriminant characterizing
the kinematic properties of a dijet system together with the `+`−γ candidate, indicating pos-
sible VBF production; and (iii) the value of an MVA discriminant characterizing the kinematic
properties of the `+`−γ system. A simultaneous maximum likelihood fit is performed to the
m`+`−γ distribution in each category. Tabulated results are provided in the HEPData record for
this analysis [31].

This paper is organized as follows. The CMS detector and event reconstruction are described in
Sections 2 and 3, respectively, and the data and simulated event samples are described in Sec-
tion 4. Section 5 outlines the event selection, and Section 6 discusses the event categorization
using the MVA discriminants described above. The statistical procedure, including the mod-
eling of signal and background shapes in the m`+`−γ distributions, is presented in Section 7.
Systematic uncertainties are discussed in Section 8. The final results obtained from the fits are
discussed in Section 9, followed by a summary in Section 10.

2 The CMS detector
The CMS apparatus [32] is a multipurpose, nearly hermetic detector, designed to trigger on [33,
34] and identify electrons, muons, photons, and (charged and neutral) hadrons [35–38]. The
central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter,
providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. The ECAL
consists of 75 848 lead tungstate crystals, which provide coverage in pseudorapidity |η| < 1.48
in a barrel region (EB) and 1.48 < |η| < 3.0 in two endcap regions (EE). Preshower detectors
consisting of two planes of silicon sensors interleaved with a total of 3 radiation lengths of lead
are located in front of each EE detector. Forward calorimeters extend the pseudorapidity cov-
erage provided by the barrel and endcap detectors. Muons are measured in the pseudorapidity
range |η| < 2.4 by gas-ionization detectors embedded in the steel flux-return yoke outside the
solenoid. These detectors are arranged in planes made using three technologies: drift tubes,
cathode strip chambers, and resistive plate chambers. A more detailed description of the CMS
detector, together with a definition of the coordinate system used and the relevant kinematic
variables, can be found in Ref. [32].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
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of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [33]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [34].

3 Event reconstruction
The candidate vertex with the largest value of summed squared physics-object transverse mo-
mentum (pT) is taken to be the primary pp interaction vertex. The physics objects used in the
calculation of this quantity are (i) jets, clustered using the jet finding algorithm [39, 40], with
the tracks assigned to candidate vertices as inputs, and (ii) the associated missing pT, taken as
the negative vector sum of the pT of those jets.

The global event reconstruction (also called particle-flow (PF) event reconstruction [41]) aims
to reconstruct and identify each individual particle in an event, with an optimized combination
of all subdetector information. In this process, the identification of the particle type (photon,
electron, muon, charged hadron, neutral hadron) plays an important role in the determination
of the particle direction and energy. Photons are identified as ECAL energy clusters not linked
to the extrapolation of any charged particle trajectory to the ECAL. Electrons are identified as
a primary charged particle track and potentially multiple ECAL energy clusters, which corre-
spond to the extrapolation of this track to the ECAL and to possible bremsstrahlung photons
emitted along the way through the tracker material. Muons are identified as tracks in the cen-
tral tracker consistent with either a track or several hits in the muon system, and associated
with calorimeter deposits compatible with the muon hypothesis. Charged hadrons are iden-
tified as charged particle tracks that are neither identified as electrons nor as muons. Finally,
neutral hadrons are identified as HCAL energy clusters not linked to any charged hadron tra-
jectory, or as a combined ECAL and HCAL energy excess with respect to the expected charged
hadron energy deposit.

For this analysis, the detector performance for photons, electrons, and muons is critical, be-
cause the energy and momentum resolutions for these particles determine the resolution of
the Higgs boson signal peak in the m`+`−γ distribution. The energy of photons is obtained
from the ECAL measurement. In the EB, for photons that have energies in the range of tens
of GeV, an energy resolution of about 1% is achieved for unconverted or late-converting pho-
tons, i.e., photons converting near the inner face of the ECAL. The energy resolution of the
remaining barrel photons is about 1.3% up to |η| = 1, rising to about 2.5% at |η| = 1.4. In
the EE, the energy resolution for unconverted or late-converting photons is about 2.5%, while
the remaining endcap photons have a resolution between 3 and 4% [37]. The energy of elec-
trons is determined from a combination of the track momentum at the main interaction vertex,
the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung photons at-
tached to the track. The measured energy resolution for electrons produced in Z boson decays
in pp collision data ranges from 2–5%, depending on electron pseudorapidity and energy loss
through bremsstrahlung in the detector material [42]. The momentum of muons is obtained
from the corresponding track momentum. Matching muons to tracks measured in the silicon
tracker results in a pT resolution, for muons with pT up to 100 GeV, of 1% in the barrel and 3%
in the endcaps. The energy of charged hadrons is determined from a combination of the track
momentum and the corresponding ECAL and HCAL energies, corrected for the response func-
tion of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained
from the corresponding corrected ECAL and HCAL energies.



4

For tagging the VBF production mechanism, which produces an additional dijet system, jet
reconstruction is important. For each event, hadronic jets are clustered from PF particles us-
ing the infrared and collinear-safe anti-kT algorithm [39, 40] with a distance parameter of 0.4.
Jet momentum is determined as the vectorial sum of all particle momenta in the jet, and is
found from simulation to be, on average, within 5–10% of the true momentum over the entire
pT spectrum and detector acceptance. Additional pp interactions within the same or nearby
bunch crossings (pileup) can contribute additional tracks and calorimetric energy depositions
to the jet momentum. To mitigate this effect, charged particles found to originate from pileup
vertices are discarded and an offset correction is applied to correct for remaining contribu-
tions [43]. Jet energy corrections are derived from simulation to bring the measured response
of jets to that of particle-level jets on average. In situ measurements of the momentum balance
in dijet, photon+jet, Z+jet, and multijet events are used to account for residual differences in
the jet energy scale and resolution between data and simulation [44]. The jet energy resolu-
tion typically amounts to 15–20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV [44]. Additional
selection criteria are applied to each jet to remove jets potentially dominated by anomalous
contributions from various subdetector components or reconstruction failures [45].

4 Data and simulated samples

The data sample corresponds to a total integrated luminosity of 138 fb−1 and was collected over
a data-taking period spanning three years: 36.3 fb−1 in 2016, 41.5 fb−1 in 2017, and 59.8 fb−1 in
2018 [46–48]. To be considered in the analysis, events must satisfy the high-level trigger re-
quirements for at least one of the dielectron or dimuon triggers. The dielectron trigger requires
a leading (subleading) electron with pT > 23 (12)GeV, while the dimuon trigger requires a
muon with pT > 17 (8)GeV. The efficiencies of these dilepton triggers, which depend on both
the lepton pT and η, are measured to be in the ranges 86–97 and 93–95% for the electron and
muon channels, respectively.

Signal samples for ggH, VBF, VH, and ttH production, with H → Zγ and Z → `+`− (` = e,
µ, or τ), are generated at next-to-leading order (NLO) using POWHEG v2.0 [49–55]. Samples
are produced for mH of 120, 125, and 130 GeV. The SM Higgs boson production cross sections
and branching fractions recommended by the LHC Higgs Working Group [17] are considered
for each mass point. The SM value of B(H → Zγ) is calculated at LO in QCD. The effect of
higher-order QCD corrections has been studied [56–58], and found to be small.

The dominant backgrounds, Z/γ∗(→ `+`−)+γ and Z/γ∗(→ `+`−)+jets, are generated at
NLO using the MADGRAPH5 aMC@NLO v2.6.0 (v2.6.1) generator [59] for 2016 (2017 and 2018)
samples. Events arising from tt production [60] are a relatively minor background and are gen-
erated at NLO with POWHEG v2.0 [52, 53]. The background from vector boson scattering (VBS)
production of Z/γ∗+γ pairs, with the Z boson decaying to a pair of leptons, is simulated at
leading order using the MADGRAPH5 aMC@NLO generator. The decay H → µ+µ− is consid-
ered as a resonant background and is generated for the ggH, VBF, VH, and ttH production
mechanisms. The SM predicted value of the H → µ+µ− branching fraction [17] is assumed.
The ggH production cross section is computed at next-to-next-to-NLO precision in QCD and
at NLO in electroweak (EWK) theory [61]. The cross sections for Higgs boson production in the
VBF [62] and VH [63] mechanisms are calculated at next-to-NLO in QCD, including NLO EWK
corrections, while the ttH cross section is computed at NLO in QCD and EWK theory [64].

All simulated events are interfaced with PYTHIA v8.226 (v8.230) [65] with the CUETP8M1 [66]
(CP5 [67]) underlying event tune for 2016 (2017–2018) for the fragmentation and hadroniza-
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tion of partons and the internal bremsstrahlung of the leptons. The NLO parton distribution
function (PDF) set, NNPDF v3.0 [68] (NNPDF v3.1) [69], is used to produce these samples
in 2016 (2017–2018). The response of the CMS detector is modeled using the GEANT4 pro-
gram [70]. The simulated events are reweighted to correct for differences between data and
simulation in the number of additional pp interactions, trigger efficiencies, selection efficien-
cies, and efficiencies of isolation requirements for photons, electrons, and muons.

5 Event selection
Events are required to have at least one good primary vertex (PV) with a reconstructed longi-
tudinal position within 24 cm of the geometric center of the detector and a transverse position
within 2 cm of the nominal beam collision point. Lepton candidates are required to have im-
pact parameters with respect to the PV of less than 5 mm in the plane transverse to the beam
and less than 10 mm along the beam direction.

This analysis focuses on promptly produced signal processes. To reduce the contributions from
photons or leptons arising from hadron decays within jets, isolation requirements are imposed.
For each photon and lepton candidate, a set of isolation variables is defined. The quantity

∑ pcharged
T is the scalar sum of the pT of charged hadrons originating from the PV, and ∑ pneutral

T
and ∑ pγ

T are the scalar sums of the pT of neutral hadrons and photons, respectively. The sums
are over all PF candidates within a cone of radius ∆R =

√
(∆φ)2 + (∆η)2 = 0.3 around the

photon or lepton direction at the PV.

Photons are selected with an MVA discriminant that uses, as inputs, the isolation variables

∑ pcharged
T , ∑ pneutral

T , and ∑ pγ
T ; the ratio of the HCAL energy to the sum of the ECAL and

HCAL energies associated with the cluster; and the transverse width of the electromagnetic
shower. The imperfect MC simulation modeling of the input variables is corrected to match the
data using a chained quantile regression method [71] based on studies of Z → e+e− events.
In this method, a set of boosted decision tree (BDT) discriminants is trained to predict the
cumulative distribution function for a given input. Its prediction is conditional upon the three
kinematic variables (pT, η, φ) and the global event energy density [72], which are the input
variables to the BDTs. The corrections are then applied to the simulated photons such that the
cumulative distribution function of each simulated variable matches that observed in data. A
conversion-safe electron veto [37] is applied to avoid misidentifying an electron as a photon.
This veto suppresses events that have a charged particle track with a hit in the inner layer of the
pixel detector that points to the photon cluster in the ECAL, unless that track is matched to a
conversion vertex. Photons are required to lie in the geometrical region |η| < 2.5. The efficiency
of the photon identification is measured from Z → e+e− events using the “tag-and-probe”
technique [73]. The efficiency is measured to be between 76–90 (72–90)% in the barrel (endcaps)
depending on the photon pT, after including the electron veto [37] inefficiencies measured with
Z → µ+µ−γ events, where the photon is produced by final-state radiation (FSR).

Electrons are selected using an MVA discriminant that includes observables sensitive to the
shape of the electromagnetic shower in the ECAL, the geometrical and momentum-energy
matching between the electron trajectory and the energy of the associated cluster in the ECAL,
the presence of bremsstrahlung along the electron trajectory, isolation, and variables that dis-
criminate against electrons originating from photon conversions [74]. The electron MVA dis-
criminant includes the isolation sums described above (∑ pcharged

T , ∑ pneutral
T , and ∑ pγ

T ). Elec-
tron candidates must satisfy |η| < 2.5. The optimized electron selection criteria give an ef-
ficiency of approximately 85–93 (81–92)% in the barrel (endcaps) for electrons from W or Z
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bosons.

Muons are selected from the reconstructed muon track candidates by applying minimal re-
quirements on the track in both the muon system and inner tracker system and by taking into
account compatibility with small energy deposits in the calorimeters. A muon isolation re-
quirement is used to veto potential muon candidates that are produced in the decays of heavy
quarks. We define the muon relative isolation

Iµ ≡
[
∑ pcharged

T + max
(
0, ∑ pneutral

T + ∑ pγ
T − pµ,PU

T

)]
/pµ

T (1)

and require Iµ < 0.35. Since the isolation variable is particularly sensitive to energy deposits
from pileup interactions, a pµ ,PU

T contribution is subtracted, defined as pµ,PU
T ≡ 0.5 ∑i pPU,i

T ,
where i runs over the momenta of the charged hadron PF candidates not originating from the
PV, and the factor of 0.5 corrects for the different fraction of charged and neutral particles in the
cone [43]. The combined identification and isolation efficiency for single muons is measured
using Z → µ+µ− decays and is found to be 87–98% in the barrel region and 88–98% in the
endcaps. We accept muons with |η| < 2.4 [74]. To suppress backgrounds in which muons are
produced in the decays of hadrons and electrons from photon conversions, we require each
muon track to have a three-dimensional impact parameter with respect to the PV that is less
than four times its uncertainty.

An FSR recovery procedure is performed for the selected muons, following a similar approach
to that used in Ref. [74]. An FSR photon is identified and associated to its radiating muon based
on the following criteria. The photon must satisfy pT > 2 GeV, |η| < 2.4, ∆R(γ, µ)/p2

Tγ <

0.012 GeV−2, ∆R(γ, µ) < 0.4, and relative isolation smaller than 1.8, where pPU
T is excluded

from the isolation calculation. If multiple FSR photons are associated to one muon, the photon
with the smallest value of ∆R(γ, µ)/p2

Tγ is selected. The FSR recovery procedure improves the
m`+`−γ resolution by 1% in the muon channel.

A kinematic fit procedure is used to improve the dilepton mass and m`+`−γ resolutions, fol-
lowing a similar approach to that used in Ref. [74]. A maximum likelihood fit is performed,
taking into account the true Z boson line shape, obtained from H → Zγ simulation, the pT of
each lepton, and the pT resolution of each lepton. The outputs of this fit are the corrected pT
values for each lepton. The corrected pT values are used to recalculate the dilepton mass and
m`+`−γ . The improvement in m`+`−γ resolution varies with data-taking year and is between
20–27% in the electron channel and 10–12% in the muon channel. The effect of the kinematic
fit is larger for the electron channel because of the poorer momentum resolution for electrons
compared to muons.

The jets used in dijet-tagged event categories, discussed in Section 6, are required to have pT >
30 GeV and |η| < 4.7 and to be separated by at least 0.4 in ∆R from leptons and photons passing
the selection requirements described above.

Events are required to contain a photon and at least two same-flavor, opposite-sign leptons
(` = e or µ) with m`+`− > 50 GeV. The latter requirement, although relatively loose, is suffi-
cient to suppress backgrounds that do not contain Z boson decays while retaining high signal
efficiency. The particles used to reconstruct the Zγ candidate system are required to have
pT > 25 (15)GeV for the leading (subleading) electron, pT > 20 (10)GeV for the leading (sub-
leading) muon, and pT > 15 GeV for the photon. In events with multiple dilepton pairs, the pair
with mass closest to the nominal Z boson mass [4] is selected. Additional electrons (muons)
with pT greater than 7 (5) GeV are also used for categorization, as described in the next section.

The invariant mass of the `+`−γ system is required to be in the range 105 < m`+`−γ < 170 GeV,
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which provides a broad range around the Higgs boson mass in which to perform the fit. Events
are required to have a photon satisfying pγ

T /m`+`−γ > 0.14, which suppresses the Z/γ∗+jets
background without significantly reducing signal efficiency, with minimal bias in the m`+`−γ
spectrum. Each lepton is required to have ∆R > 0.4 with respect to the photon to reject
events with FSR. To further reject FSR from Z/γ∗+γ processes, we require m`+`−γ + m`+`− >
185 GeV.

6 Event categorization
To maximize the sensitivity of the analysis to Higgs boson signals arising from different pro-
duction mechanisms, each with its own final-state properties, we divide the event sample into
mutually exclusive categories. The signal candidates from the VH and ttH production mech-
anisms are targeted using a lepton-tagged category, in which at least one electron or muon is
present beyond those used to reconstruct the Zγ system. The signal candidates from the VBF
production mechanism are targeted by identifying events that have an additional dijet system.
A BDT classifier (referred to as the VBF BDT) uses the properties of this dijet system to divide
such events into a set of dijet categories. The VBF BDT discriminant value, transformed such
that the VBF signal distribution is uniform, is denoted by DVBF. The signal candidates from
the ggH production mechanism are targeted with events that do not fall within the lepton-
tagged or dijet categories. A BDT classifier (referred to as the kinematic BDT), trained on a set
of kinematic variables, is used to further discriminate between signal and background events,
defining a set of untagged categories. The kinematic BDT discriminant value, transformed such
that the total signal distribution is uniform, is denoted by Dkin.

The procedure used for event categorization is described below.

1. Events with at least one additional electron (muon) with pT > 7 (5)GeV are assigned to
the lepton-tagged category.

2. Events not assigned to the lepton-tagged category, but which contain two jets satisfying
the selection requirements described in Section 5, are classified as dijet events, indica-
tive of possible VBF production. If multiple dijet pairs exist within an event, the two
jets with highest pT are considered. The subdivision of dijet events into a set of three
dijet categories is described later in this section. A VBF BDT classifier is trained to sep-
arate VBF signal events from ggH+jets and background events. The following variables
are used in the VBF BDT training: (i) the difference in pseudorapidity between the two
jets; (ii) the difference in azimuthal angle between the two jets; (iii) the Zeppenfeld vari-
able [75] (ηγ − (ηj1 + ηj2)/2), where ηγ , ηj1 and ηj2 are the pseudorapidities of the photon,
leading jet, and subleading jet, respectively; (iv) the ratio between the pT of the Zγj1j2
system and the corresponding scalar sum of momenta (|∑Z,γ ,j1,j2 ~pT|/ ∑Z,γ,j1,j2 pT); (v) the
difference in azimuthal angle between the dijet system and the Zγ system; (vi) the pT of
each jet; (vii) pt

T, defined as |~pZγ
T × t̂|, where t̂ = (~pZ

T − ~pγ
T)/|~p

Z
T − ~pγ

T | [76, 77], the pT of
the Zγ system that is perpendicular to the difference of the three-momenta of the Z boson
and the photon, a quantity that is strongly correlated with the pT of the `+`−γ system;
(viii) the ∆R separation between each jet and the photon, and (ix) Dkin, described below.
The distribution of DVBF is shown in Fig. 2 (left) for both simulated event samples and
data.

3. Events not assigned to the lepton-tagged or dijet categories are classified as untagged
events. The subdivision of untagged events into a set of four untagged categories is de-
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Figure 2: The DVBF (left) and Dkin (right) distributions for signal, simulated background, and
data. The DVBF distribution includes only dijet-tagged events, and the Dkin distribution in-
cludes only untagged events. The sum of contributions from all signal production mechanisms
is shown by the blue line, while the contribution from only the VBF mechanism is shown by
the red line. Both contributions are scaled by a factor of 10. The uncertainty band incorporates
all statistical and systematic uncertainties in the expected background. The dashed lines indi-
cate the boundaries for the dijet and untagged categories. The gray shaded region in the Dkin
distribution is excluded from the analysis.

scribed later in this section. A kinematic BDT classifier is trained to distinguish signal
events from background events based on the kinematics of the leptons and photon in
the Zγ candidate system, as well as on the measured properties of these physics objects.
The following variables are used in the kinematic BDT training: (i) the pseudorapidity of
each lepton and the photon; (ii) the ∆R separation between each lepton and the photon;
(iii) the pT to mass ratio of the `+`−γ system; (iv) the production angle of the Z boson in
the Higgs boson center-of-mass frame [78, 79]; (v) the polar and azimuthal decay angles
of the leptons in the Z boson center-of-mass frame [78, 79]; (vi) the photon MVA discrim-
inant score; and (vii) the photon energy resolution. The distribution of Dkin is shown in
Fig. 2 (right) for both simulated samples and data.

The subdivision of dijet and untagged events into categories is based on the VBF BDT and
kinematic BDT discriminants. Category boundaries are defined as mutually exclusive regions
of DVBF and Dkin. The locations of the boundaries defining the categories are optimized by
iterating over all possible combinations of boundaries using ∑n

i=1 Si
2/Bi as a figure-of-merit.

The variables Si and Bi represent the number of expected signal and background events in the
ith category, and n is the total number of categories. We consider categories with boundaries
corresponding to signal efficiencies between 0–100% in 10% increments. The optimization pro-
cedure results in three dijet categories for the VBF BDT and four untagged categories for the
kinematic BDT. The lowestDkin boundary corresponds to the 10% point in integrated signal ef-
ficiency, and events below the 10% point are excluded from the analysis to preserve the stability
of the background model.

The full categorization and optimization procedure results in the following eight mutually ex-
clusive categories: one lepton-tagged category, three dijet categories, and four untagged cate-
gories. The category definitions are summarized in Table 1.

Table 2 lists the event categories used in the analysis, along with the expected event yields
for an mH = 125.38 GeV signal arising from ggH, VBF, VH, and ttH production, as well as
the resonant background contribution from FSR from H → µ+µ−, which is 3–8% of the H →
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Table 1: Summary of the category definitions. The lepton-tagged category requires at least one
additional electron or muon. Dijet categories are defined by regions of DVBF and untagged
categories are defined by regions of Dkin.

Lepton Dijet 1 Dijet 2 Dijet 3 Untagged 1 Untagged 2 Untagged 3 Untagged 4

≥ 1 e, µ
DVBF selection Dkin selection

0.5–1.0 0.3–0.5 0.0–0.3 0.9–1.0 0.8–0.9 0.4–0.8 0.1–0.4

Table 2: Yields and approximate significance (S/
√

B) for each category, where S and B are the
expected number of signal and background events in the narrowest m`+`−γ interval containing
95% of the expected signal distribution. Also shown is the m`+`−γ resolution, computed using
the narrowest interval containing 68% of the expected signal distribution.

138 fb−1 Lepton Dijet 1 Dijet 2 Dijet 3 Untagged 1 Untagged 2 Untagged 3 Untagged 4
SM signal

yield

ggH 0.51
e+e− 1.10 1.62 9.44 6.89 7.35 29.8 22.5
µ+µ− 1.41 2.05 12.1 8.52 9.17 38.0 29.0

VBF 0.09
e+e− 1.94 0.76 1.13 0.71 0.35 0.92 0.51
µ+µ− 2.40 0.97 1.43 0.89 0.43 1.18 0.65

VH + ttH 1.84
e+e− 0.04 0.13 1.89 0.31 0.17 0.45 0.27
µ+µ− 0.05 0.16 2.36 0.39 0.21 0.57 0.33

SM resonant
background
H → µ+µ− 0.14 µ+µ− 0.27 0.27 0.43 0.62 0.49 2.02 1.78

Mass resolution
2.12

e+e− 1.91 2.06 2.15 1.80 1.97 2.12 2.33
(GeV) µ+µ− 1.52 1.61 1.72 1.37 1.42 1.62 1.83

Data yield 1485 168 589 11596 1485 1541 2559 17608

S/
√

B 0.06 0.54 0.24 0.26 0.45 0.35 0.53 0.30

Zγ yield, depending on category. Event yields from other Higgs boson backgrounds such as
H → τ+τ− and H → γγ are estimated to be below the 1% level relative to the H → Zγ
yield and are neglected. The dominant contribution to the signal yield is generally from ggH
production, except in the lepton-tagged category, in which VH and ttH events dominate, and
in the dijet 1 category, in which VBF events dominate. The categorization procedure increases
the sensitivity of the analysis by 24% with respect to an inclusive event selection. The product
of signal acceptance and efficiency for pp → H → Zγ → `+`−γ for mH = 125.38 GeV is
23 (29)% in the electron (muon) channel.

7 Statistical procedure
The signal search is performed using a simultaneous fit to the m`+`−γ distribution in the eight
event categories described in Section 6. Figures 3 and 4 show the m`+`−γ distributions of the
data events in each category. The expected SM H → Zγ distributions, scaled by a factor of
10, are also shown. The fit uses a binned maximum likelihood method in the range 105 <
m`+`−γ < 170 GeV. In each category, a likelihood function is defined using analytic models
of signal and background events, along with nuisance parameters for systematic uncertainties.
The combined likelihood function is the product of the likelihood functions in each category.
The parameter of interest in the maximum likelihood fit is the signal strength µ, defined as the
product of the cross section and the branching fraction [σ(pp → H)B(H → Zγ)], relative to
the SM prediction. The fit results shown in Figs. 3 and 4 are discussed further in Section 9.

The signal model is defined as the sum of Crystal Ball [80] and Gaussian functions. The signal
shape parameters are determined by fitting this model to simulated signal events in each cate-
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Figure 3: Fits to the m`+`−γ data distribution in the lepton-tagged (upper left), dijet 1 (upper
right), dijet 2 (lower left), and dijet 3 (lower right) categories. In the upper panel, the red solid
line shows the result of a signal-plus-background fit to the given category. The red dashed line
shows the background component of the fit. The green and yellow bands represent the 68 and
95% CL uncertainties in the fit. Also plotted is the expected SM signal, scaled by a factor of 10.
In the lower panel, the data minus the background component of the fit is shown.

gory. To account for differences in mass resolution, these fits are performed separately for the
event samples used to model each data-taking year, as well as for muon and electron channel
events. This results in six signal models that are summed to give the total signal expectation
in a given category. Table 2 gives these mass resolutions for H → Zγ, summed over the three
years, as obtained from simulation. The mass resolutions range from 1.4–2.3 GeV, depending
on the category. Separate sets of parameter values are found by fitting simulated events with
mH of 120, 125, and 130 GeV. Using linear interpolation, parameter values are also determined
at 1 GeV intervals in mH from 120–130 GeV, as well as at 125.38 GeV. In the fit to data, the mean
and resolution parameters are allowed to vary subject to constraints from several systematic
uncertainties, described in Section 8, while the remaining parameters are held fixed. The reso-
nant background contribution from H → µ+µ− is also modeled with the sum of Crystal Ball
and Gaussian functions, using an analogous procedure.
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Figure 4: Fits to the m`+`−γ data distribution in the untagged 1 (upper left), untagged 2 (upper
right), untagged 3 (lower left), and untagged 4 (lower right) categories. In the upper panel, the
red solid line shows the result of a signal-plus-background fit to the given category. The red
dashed line shows the background component of the fit. The green and yellow bands represent
the 68 and 95% CL uncertainties in the fit. Also plotted is the expected SM signal, scaled by a
factor of 10. In the lower panel, the data minus the background component of the fit is shown.
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The background model in each category is obtained from the data using the discrete profiling
method [81]. This technique accounts for the systematic uncertainty associated with choosing
an analytic functional form to fit the background. The background function is chosen from
a set of candidate functions via a discrete nuisance parameter in the fit. These functions are
derived from the data in each category, with muon and electron events from all data-taking
years combined. As shown in Figs. 3 and 4, the m`+`−γ spectrum consists of a turn-on peak
around 110–115 GeV, driven by the photon pT selection, and a monotonically falling spectrum
in the higher m`+`−γ region. These features are modeled by the convolution of a Gaussian
function, which is used to describe the lower-mass (turn-on) portion of the spectrum, with a
step function that is multiplied by one of several functions, which are used to describe the
higher-mass (tail) portion of the spectrum. The complete function has the general form:

F (m`+`−γ ; µG, σG, s,~α) =
∫ mmax

mmin

N (m`+`−γ − t; µG, σG)Θ(t; s) f (t;~α)dt, (2)

where t is the integration variable for the convolution, mmin = 105 GeV and mmax = 170 GeV
are the limits of integration,N (m`+`−γ − t; µG, σG) is the Gaussian function with mean µG and
standard deviation σG, Θ(t; s) is the Heaviside step function with step location s, and f (t;~α) is
the falling spectrum function with shape parameters~α. The falling spectrum function families
considered include exponential functions, power law functions, Laurent series, and Bernstein
polynomials. Functions from each family are selected based on a chi-squared goodness-of-fit
criterion (p-value > 0.01) as well as anF -test [82], which determines the highest order function
to be used. A penalty term is added to the final likelihood to take into account the number
of parameters in each function, ensuring that higher-order functions will not be preferred a
priori. The set of profiled background functions in each category is checked to ensure that
any bias introduced into the fit results is small and that the associated CL intervals have the
appropriate frequentist coverage. For each function, pseudo-data sets are generated under a
fixed signal strength hypothesis. A signal-plus-background fit is performed on each pseudo-
data set, with the choice of background function profiled. The average bias, expressed as a
fraction of the signal strength uncertainty, is typically 2–10%, depending on the category and
choice of function, and the corresponding coverage for the 68% CL interval is 66–69%.

The best fit value of the signal strength, µ̂, is determined by maximizing the likelihood, ac-
counting for all nuisance parameters. The uncertainty in µ̂ and the observed significance are
derived from the profile likelihood test statistic [83],

q(µ) = −2 ln

(
L(µ, ~̂θµ)

L(µ̂,~̂θ)

)
, (3)

where ~θ is the set of nuisance parameters, µ̂ and ~̂θ are unconditional best fit values, and ~̂θµ

is the set of conditional best fit values of the nuisance parameters for a given value of µ. An
upper limit on µ is determined using the profile likelihood statistic with the CLs criterion. The
asymptotic approximation for the sampling distribution of q(µ) is assumed in the derivation
of these results [83–86]. The expected significance under the SM hypothesis and the expected
upper limits under the background-only hypothesis are also reported. These are obtained by
fitting to the corresponding Asimov data sets [86].

In addition, a combined maximum likelihood fit with the CMS measurement [18] of H → γγ
using the same data sample is performed to determine the ratio B(H → Zγ)/B(H → γγ).
The H → γγ analysis obtained a signal strength for σ(pp → H)B(H → γγ) of 1.12± 0.09.
In this combined fit, the branching fraction B(H → γγ) is an additional free parameter. The
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uncertainty in the measured ratio of the two branching fractions is dominated by statistical
uncertainty. Common sources of theoretical and experimental uncertainty in the two measure-
ments, described in the next section, are treated as correlated in the fit. The combination is
performed at mH = 125.38 GeV, and the discrete profiling method is used for the background
modeling in both cases.

8 Systematic uncertainties
The uncertainties associated with the choice of background shape are incorporated into the fit
to the data through the use of the discrete profiling method. They are, therefore, reflected in the
statistical uncertainties obtained from the fit. The systematic uncertainties, affecting either the
normalization or the shape of the signal expectation, are listed below, and the numerical values
are summarized in Table 3, which also indicates whether the effect is correlated between the
data-taking periods.

• Theoretical cross section calculations: These include the effects of the choice of PDFs,
the value of the strong coupling constant (αS), and the effect of missing higher orders
in the perturbative cross section calculations, evaluated from variations of the renor-
malization and factorization scales (µR, µF) [87–89]. The uncertainties are treated
as independent for each Higgs boson production mechanism. The uncertainty in
B(H → Zγ) is also considered [17].

• Underlying event and parton shower modeling: The uncertainty associated with the
choice and tuning of the generator is estimated with dedicated samples which are
generated by varying the parameters of the tune used to generate the original signal
samples. The uncertainties are treated as correlated for the 2017 and 2018 samples,
which use the CP5 tune [67], while being uncorrelated with the 2016 sample, which
uses the CUETP8M1 tune [66].

• Integrated luminosity: The integrated luminosities for the 2016, 2017, and 2018 data-
taking years have uncertainties of 1.2%, 2.3%, and 2.5% [46–48], respectively, corre-
sponding to an overall uncertainty for the 2016–2018 period of 1.6%, the improve-
ment in precision reflecting the (uncorrelated) time evolution of some systematic
effects.

• L1 trigger: During the 2016 and 2017 data-taking periods, a gradual shift in the
timing of the inputs of the ECAL L1 trigger in the |η| > 2.4 region led to a specific
inefficiency. A correction of approximately 1% is applied to the simulation along
with the corresponding uncertainty in the inefficiency measurement.

• Trigger: Uncertainties are evaluated for the corrections applied to the simulation to
match the trigger efficiencies measured in data with Z → e+e− and Z → µ+µ−

events.

• Photon identification and isolation: Uncertainties are evaluated for the corrections
applied to the simulation to match the selection efficiencies in data measured with
Z → e+e− events.

• Lepton identification and isolation: Uncertainties are evaluated for the corrections
applied to the simulation to match electron and muon selection efficiencies in data
measured with Z → e+e− and Z → µ+µ− events.

• Pileup modeling: The uncertainty in the description of the pileup in the signal sim-
ulation is estimated by varying the total inelastic cross section by ±4.6% [90].
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• Kinematic BDT: The uncertainties in the photon and lepton energy and the correc-
tion of the photon MVA discriminant are propagated to Dkin. Changes in Dkin cause
the migration of signal events across category boundaries.

• VBF BDT: The uncertainties in the jet energy and the uncertainty in Dkin are propa-
gated toDVBF. Changes inDVBF cause the migration of signal events across category
boundaries.

• Photon energy scale and resolution: The photon energy in the simulation is varied
due to the ECAL energy scale and resolution uncertainties, and the effects on the
signal mean and resolution parameters are propagated to the fits.

• Lepton momentum scale and resolution: The lepton momentum in the simulation
is varied due to the lepton momentum scale and resolution uncertainties, and the
effects on signal mean and resolution parameters are propagated to the fits.

In the B(H → Zγ)/B(H → γγ) measurement, the common sources of theoretical and system-
atic uncertainty in the two analyses are treated as correlated in the fit. These are the theoretical
uncertainties in the Higgs production cross section calculations, and the systematic uncertain-
ties in the underlying event and parton shower modeling, the integrated luminosity, and the
L1 trigger inefficiency. The remaining uncertainties are treated as uncorrelated.

9 Results
Figure 5 shows the signal-plus-background fit to the data and the corresponding distribution
after background subtraction for the sum of all categories. Each category is weighted by the
factor S/(S + B), where S is the measured signal yield and B is the background yield in the
narrowest mass interval containing 95% of the signal distribution.

The best fit value of the signal strength is 2.4+0.8
−0.9 (stat) +0.3

−0.2 (syst) at mH = 125.38 GeV. H → Zγ

The corresponding measured value of σ(pp → H)B(H → Zγ) is 0.21+0.07
−0.08 (stat) +0.03

−0.02 (syst) pb.
This measurement is consistent with the SM prediction of 0.09 ± 0.01 pb at the 1.6 standard
deviation level. Figure 6 shows the signal strengths obtained for each category separately,
corresponding to the fit results shown in Figs. 3 and 4, as well as from simultaneous fits to
the dijet categories, the untagged categories, and all categories combined. Among the eight
categories, dijet 1 is the most sensitive. A category compatibility p-value, under the hypothesis
of a common signal strength in all categories, is calculated from the likelihood ratio between the
nominal combined fit, in which all categories have the same signal strength parameter, and a
separate fit, in which each category has its own signal strength parameter. This p-value is found
to be 0.02, corresponding to 2.3 standard deviations, and is driven by the dijet 3 category, which
has a signal strength of µ̂ = 12.3+3.7

−3.5. The observed (expected) local significance is 2.7 (1.2)
standard deviations. Upper limits on µ are calculated at 1 GeV intervals in the mass range
of 120 < m`+`−γ < 130 GeV and at mH = 125.38 GeV, as shown in Fig. 7. The observed
(expected) limit at 95% CL relative to the SM prediction for mH = 125.38 GeV is 4.1 (1.8). The
measured value of B(H → Zγ)/B(H → γγ) from the combined fit with the H → γγ analysis
is 1.5+0.7

−0.6. This measurement is consistent with the SM prediction for the ratio at the 1.5 standard
deviation level.

10 Summary
A search is performed for a standard model (SM) Higgs boson decaying into a lepton pair
(e+e− or µ+µ−) and a photon with m`+`− > 50 GeV. The analysis is performed using a
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Table 3: Sources of systematic uncertainty affecting the simulated signal. The normalization
effect on the expected yield, or the effect on the signal shape parameters, is given as indicated,
with the values averaged over all event categories. The third column shows the uncertainties
that have a correlated effect across the three data-taking periods.

Sources Uncertainty (%) Year-to-year correlation
Normalization

Theoretical
– B(H → Zγ) 5.7 Yes
– ggH cross section (µF, µR) 3.9 Yes
– ggH cross section (αS) 2.6 Yes
– ggH cross section (PDF) 1.9 Yes
– VBF cross section (µF, µR) 0.4 Yes
– VBF cross section (αS) 0.5 Yes
– VBF cross section (PDF) 2.1 Yes
– WH cross section (µF, µR) +0.6

−0.7 Yes
– WH cross section (PDF) 1.7 Yes
– ZH cross section (µF, µR) +3.8

−3.1 Yes
– ZH cross section (PDF) 1.3 Yes
– WH/ZH cross section (αS) 0.9 Yes
– ttH cross section (µF, µR) +5.8

−9.2 Yes
– ttH cross section (αS) 2.0 Yes
– ttH cross section (PDF) 3.0 Yes
Underlying event and parton shower 3.7–4.4 Partial
Integrated luminosity 1.2–2.5 Partial
L1 trigger 0.1–0.4 No
Trigger
– Electron channel 0.9–1.9 No
– Muon channel 0.1–0.4 No
Photon identification and isolation 0.2–5.0 Yes
Lepton identification and isolation
– Electron channel 0.5–0.7 Yes
– Muon channel 0.3–0.4 Yes
Pileup 0.4–1.0 Yes
Kinematic BDT 2.5–3.7 Yes
VBF BDT 5.9–14.0 Yes

Shape parameters
Photon energy and momentum
– Signal mean 0.1–0.4 Yes
– Signal resolution 3.1–5.9 Yes
Lepton energy and momentum
– Signal mean 0.007 Yes
– Signal resolution 0.007–0.010 Yes
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Figure 5: Sum over all categories of the data points and signal-plus-background model after the
simultaneous fit to each m`+`−γ distribution. The contribution from each category is weighted
by S/(S + B), as defined in the text. In the upper panel, the red solid line shows the signal-
plus-background fit. The red dashed line shows the background component of the fit. The
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data minus the background component of the fit is shown.

sample of proton-proton (pp) collision data at
√

s = 13 TeV, corresponding to an integrated
luminosity of 138 fb−1. The main contribution to this final state is from Higgs boson decays
to a Z boson and a photon (H → Zγ → `+`−γ). The best fit value of the signal strength
µ̂ for mH = 125.38 GeV is µ̂ = 2.4+0.8

−0.9 (stat) +0.3
−0.2 (syst) = 2.4 ± 0.9. This measurement corre-

sponds to σ(pp → H)B(H → Zγ) = 0.21 ± 0.08 pb. The measured value is 1.6 standard
deviations higher than the SM prediction. The observed (expected) local significance is 2.7 (1.2)
standard deviations, where the expected significance is determined for the SM hypothesis. The
observed (expected) upper limit at 95% confidence level on µ is 4.1 (1.8). In addition, a com-
bined fit with the H → γγ analysis of the same data set [18] is performed to measure the ratio
B(H → Zγ)/B(H → γγ) = 1.5+0.7

−0.6, which is consistent with the ratio of 0.69± 0.04 predicted
by the SM at the 1.5 standard deviation level.
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