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Summary

Abstract
English:
The weak vector boson scattering (VBS) at the Large Hadron Collider provides an excellent
source of information on the structure of quartic gauge coupling and possible effects of physics
beyond the Standard Model (SM) on electroweak symmetry breaking. By introducing Effective
field theory (EFT) operators of higher mass dimension into a so called effective Lagrangian a
wide variety of Beyond SM physics can be studied. For the scattering of two same sign 𝑊±

bosons the lowest important operators are of dimension 8. This thesis investigates the sensi-
tivity of different variables to dim-8 EFT operators. Monte Carlo Simulations based on the
Run 2 proton-proton collisions with VBS signature as input data are used. After identifying
the most sensitive variables, a bin optimization algorithm is performed. Clipping, the rec-
ommended method for the unitarisation of Beyond Standard Model effects, is introduced and
applied to different center-of-mass energies of the 𝑊±𝑊±-scattering. Using a fitting frame-
work, limits on the coupling coefficients of the EFT operators are extracted. By comparing the
limits to theoretical unitarity bounds, a range of validity with regards to unitarity is identified
for the individual EFT operators.

Abstract
Deutsch:
Die Streuung von schwach geladenen Vektorbosonen (VBS) am Large Hadron Collider bietet
Einblicke in die Struktur der Vierer-Kopplung und weiteren möglichen Effekten jenseits des
Standardmodels (BSM). Durch die Einführung von Effektiven Feld Theorien (EFT) Oper-
atoren in eine effektive Lagrangedichte können eine Vielzahl von BSM Effekten quantisiert
werden. Diese Arbeit untersucht die Sensitivität verschiedener Variablen gegenüber dim-8
EFT Operatoren. Dafür werden Monte-Carlo-Simulationen, welche wiederum auf den RUN 2
Proton-Proton Kollisionen am LHC basieren, untersucht. Clipping, eine Methode für die Uni-
tarisierun von Effekten jenseits des SM wird eingefürt und für verschiedene Schwerpunktsen-
ergien der𝑊±𝑊± Streuung angewendet. Nach der Durchführung eines Bin-Optimierungsalgorithmus
folgt die weitere Auswertung in einem fitting Framework. Dieses ermöglicht die Ermittlung
von statistischen Limits der Kopplungskoeffizienten für die EFT Operatoren. Für die einzelnen
Operatoren wird ein Gültigkeitsbereich in Bezug zu Unitarität ermittelt.
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Abbreviations

SM Standard Model of Particle Physics

BSM Beyond Standard Model

ssWW same sign WW

EFT Effective Field Theories

WIP Work in Progress

LHC Large Hadron Collider

ATLAS A Toroidal LHC Apperatus

VBS Vector Boson Scattering

CAF Common Analysis Framework
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1 Introduction

The main objective of elementary particle physics is to understand the composition of the
universe on the smallest possible scale. Many of the accomplishments in particle physics can
be dated to the latter half of the 20th century. While theorists were concerned about the
construction of a consistent theory, the experimental side developed experiments that became
increasingly more complex to test the theoretical predictions. Their joint effort resulted in a
so far unsurpassed theory, the Standard Model (SM) of Particle Physics. The SM consists
of 4 types of force-carrying particles, the photon, gluon, W-boson and Z-boson, which are
a direct consequence of the gauge symmetries of the SM. Additionally, 12 fundamental spin
1/2 particles make up the fundamental building blocks of matter. The latest addition to the
SM is the Brout-Englert-Higgs-mechanism. The introduced Higgs-field ensures that the matter
particles and the W and Z bosons retain their mass. The predictions of the SM were confirmed
with great precision in set-ups like the Large Hadron Collider (LHC). The discovery of the
Higgs boson at CERN in 2012 marks the end of the experimental search for particles predicted
by the SM. But there is a downside to the success story of the SM. Some things, the SM just
can’t explain. It is, for example unable to explain the neutrino oscillations or the matter-
antimatter antisymmetry in the universe. Another problem lies within the mathematical
framework of the SM itself. It is not consistent with General Relativity, and only 3 of the
4 fundamental forces are included. This sets particle physics up with the new task to look
beyond the known boarders of the SM. While there are some theories which try to expand the
SM, the experimental side of this proves to be challenging. Particle physics is already referred
to as High Energy Physics. The research is performed in enormous particle colliders, which
produce center-of-mass energies of up to 13 TeV. In order to find signs of beyond SM physics
such as heavier particles, which are not yet included in the SM, the available energy regime
needs to be expanded even further. The LHC is equipped with top of the art technology
and any improvements on the total collision energy take years to implement. During this
time, there are other ways to derive possible effects of higher energy physics in the currently
available energy region. One of these are Effective Field Theories (EFT), which will be the
main focus of this work. In chapter 2 and chapter 3 this work provides insights into the
experimental and theoretical foundations of Beyond Standard Model Research. This includes
an overview of the current experimental set-up and introducing a promising process for EFT
studies, the 𝑊±𝑊± → 𝑊±𝑊± scattering. Next, chapter 4 presents the applied statistical
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methods. The following chapter 5 and chapter 6 focus on preparing the data for the analysis
and then studying the sensitivity of different variables to EFT operators as well as identifying a
range of validity for each of the operators with regard to unitary restrictions. Lastly, chapter 7
presents an overview of the results and an outlook for subsequent research.



2 Experimental Setup

2.1 Large Hadron Collider

The Large Hadron Collider (LHC) [1] is the worlds largest circular particle accelerator and
collider. Its main objective is to enable searches for new physics effects in a wide variety of
potential scenarios. It was built built by the European Organization for Nuclear Research
(CERN) between 1998 and 2008. The sheer size and many technological masterpieces allow
high energy particle collisions which then can be analysised in four major experimental setups:
ALICE, ATLAS, CMS and LHCb. The general build of the LHC can be comprehended
using Figure 2.1. The main experiments take place as deep as 175 m below the surface. Before
entering the LHC the particles (mainly protons but heavy ions are also possible) get accelerated
in smaller setups such as the Super Proton Synchroton (SPS). While entering the LHC the
beam is split up into two beams travelling into opposite directions. The LHC then speeds up
the particles even further with a current record of 6.5 TeV per beam. The beams travel in
separate ultra high vacuum pipes which only intersect at the experiments. This results in a
total collision energy of 13 TeV.
The particle rate 𝑑𝑁

𝑑𝑡
of a given process at the intersection points can be calculated by:

𝑑𝑁

𝑑𝑡
= 𝜎 · ℒ (2.1)

Where 𝜎 is the cross section, a measure of the probability that the specific process will take
place, and the luminosity ℒ which is defined as followed:

ℒ =
𝑁𝑏𝑓𝑛𝑏

4𝜋𝜎𝑥𝜎𝑦

· 𝐹 (2.2)

Here 𝑁𝑏 is the number of protons per bunch, 𝑓 the revolution frequency, 𝑛𝑏 the number of
bunches, 𝜎𝑥,𝑦 the beam width in x- and y-direction for a gaussian beam profile and lastly 𝐹

represents any geometric corrections for the real beam shape. At the end of 2018, a luminosity
of nearly 140 1

fb
was recorded.
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Figure 2.1: Schematic build of the LHC including the four major experiments ALICE,
ATLAS. CMS and LHCB. It circumference spans roughly 27 km.

2.2 ATLAS Detector

The experimental work of ATLAS 1 is mainly focused on precision measurements. It is built
to identify outgoing particles and reconstructing underlying kinematics. As seen in Figure 2.2
the detector is built forward-backwards symmetric in regards to the collision points. It is
installed in concentric layers around the beam pipe. Each layer has its own purpose in order
to guarantee successful measurements.

Inner Detector The innermost layer traces the trajectories of charged particles. These tra-
jectories can be used to measure the transverse momentum 𝑝𝑇 of these particles. By installing
a magnetic system parallel to the beam axis, the particle traces are bend in the transverse
plane with a curvature of radius 𝑟𝑇 depending on their charge 𝑞. Using the equation for the
Lorentz force:

𝑝𝑇 = |𝑞|𝐵𝑟𝑇 (2.3)

Calorimeter Calorimeters are used to measure the energy of electrically and strongly charged
particles. The Calorimeter itself consists of an electromagnetic and a hydronic calorimeter.

1A Toroidal LHC ApperatuS [2]



6 2.2 ATLAS Detector

Figure 2.2: Built of the ATLAS Detector (quelle.) The detector is built in a cylindrical
installation of concentric layers around the beam pipe. Graphic taken from [3]

Electrons and photons will leave their energy in the electromagnetic calorimeter by forming
electromagnetic particle showers. These showers help to identify the particles. Hadrons, on the
other hand, are typically heavier. Their corresponding shower process, the hadronic shower,
starts later in the Hadronic Calorimeter. Again, leaving traces which can be used to measure
their energy.

Muon Spectrometer Mouns are roughly 200 times heavier than electrons. They’re able to
pass both of the calorimeters without giving all their energy to the detector. Analogous to the
Inner Detector, the outer most layer trace the trajectories of the surpassing particles.



3 Theoretical Foundations

3.1 Beyond Standard Model Research

The strong collaboration between theorists and experimentalists resulted in the SM as it is
known today. Yet the research community has little doubt that the SM is not the end of the
story. There are plenty of hints that lead to suspect there is more to come. The SM for exam-
ple, is unable to unify all four fundamental forces into a consistent theory. While the strong,
weak and electromagnetic force are part of the SM, gravity is described by its own theory,
the theory of General Relativity. Further, there is no scientific consensus on why the weak
force is 1024 times stronger than gravity. This problem is referred to as the hierarchy problem.
There are also some fine-tuning problems to the SM such as the charge-parity problem or the
insufficient explanation of the matter-antimatter asymmetry in the universe.

In the last century, theorists have set up different theories, which then needed to be confirmed
or refuted by experimentalists. The cross section 𝜎 for different processes served as a bridge
between theory and experiment, since it could be determined either way. So far, this has been
done using a direct approach. Particle colliders such as the LHC were able to generate high
enough invariant masses to directly detect new particles via resonances in cross sections. The
latest example is the discovery of the Higgs boson, which was predicted by Peter Higgs in
the 1960s. In 2012 the LHC was able to produce center-of-mass energy so that the mass of
the Higgs-boson could be reconstructed from the decay products of proton-proton collisions.
At the given point in time, particle colliders, which offer much higher invariant masses, are
not accessible. Due to technical obstacles, even a small increase is challenging. The indirect
approach offers an alternative method to look for hints of beyond SM physics. It is more
focused on the tails of kinematic distributions, where small deviations from SM predictions
could deliver meaningful inference of higher energy physics. The comparison between the two
approaches is visualised in Figure 3.1.
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Figure 3.1: Comparison between the direct and indirect approach to discover new particles.
In the direct approach, the particle’s mass 𝑀𝑥 is within the energy range 𝐸𝐿𝐻𝐶 of current
experimental setups such as the LHC. The presence of a new particle can be directly derived
from the bump in the kinematic distribution. In the indirect approach, the resonance falls
above the available energy. Yet the peak evokes small deviations in the tail of the kinematic
distribution which (using the right setup) might be variable. Illustration taken from [4].

3.2 Effective Field Theories

Effective field theories offer a framework to quantify these variations. [5], [6] and [7] present
nice, in depth introductions into the topic. In general, a theory is labelled as effective if it
successfully describes a physical scenario at a restricted validity range (e.g. low energies or
large distances). On top of that, SM EFT are consistent with quantum field theory and the
symmetries of the SM. Namely 𝑆𝑈(3)𝐶 ×𝑆𝑈(2)𝐿×𝑈(1)𝑌 and Lorentz invariance. Its purpose
is to describe the effects of a variety of different beyond Standard Model effects. This means
that the framework is so general that new physics could come from a wide variety of different
causes. This is useful in two respects: On one hand, the search for new physics can be executed
without committing to a particular extension of the SM. On the other hand, if no new physics
is discovered, the accuracy with which new physics is excluded can be quantified. Still, there
are some physical assumptions which each effective field theory should fulfil:
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I No new light degrees of freedom (e.g. light particles) are added, since there is no exper-
imental backup to justify this.

II Dynamics at low energies do not depend on details of dynamics at high energies.

III Non-local heavy particle exchanges are replaced by a tower of local (non-renormalizable)
interactions among light particles.

IV There is a Higgs-doublet with linear representation and the heavy degrees of freedom do
not mix with the Higgs-doublet. The theory stays renormalizable after removing them.

Generally, there are two different approaches to effective field theories:

top-down approach The underlying theory is known, but the EFT is easier to use (e.g. less
computational work) while not compromising too much on accuracy.

bottom-up approach The full theory is not known yet and by considering EFT one might
get insight into what the full theory should contain. One prominent example of a bottom-up
approach is the Fermi Theory of beta decay, which can be seen as a precursor of the electroweak
theory. Fermi made up this theory in order to explain beta decay without any knowledge of the
existence of the W boson. His theory however, was only able to withstand at lower energies,
failing to predict correct cross sections when the center-of-mass energy approaches the mass
of the W boson. It is important to note that Fermi at the time was not keen about developing
an EFT but he was rather searching for a full theory. Now that the electroweak theory is
known, Fermis theory was not discarded but rather used in a top-down manner to make the
calculations of matrix elements for low energy processes, such as weak hadron decays, easier.

Since the current goal is to broaden knowledge of higher energy physics, the bottom-up ap-
proach is the way to go. This is done by expanding the SM-Lagrangian by operators of higher
mass dimensions. These operators quantify new, short-distance interactions. Assuming that
the scale of new physics Λ is large in comparison to the electroweak scale, a SMEFT-Lagrangian
can be written as:

ℒ𝐸𝐹𝐹 = ℒ𝒮ℳ +
𝑎5
Λ
𝒪(5) +

∑︁
𝑖

𝑎𝑖
Λ2

𝒪(6) +
∑︁
𝑖

𝑎𝑖
Λ4

𝒪(8) + ... (3.1)

Where 𝑎𝑖 are dimensionless coefficients, which parameterize the strength of the coupling to SM
particles, Λ is the (energy-) scale of new physics and 𝒪𝑖 are the EFT operators of higher mass
dimension. Further, a summarising coefficient 𝑓𝑛

𝑖 = 𝑎𝑖
Λ𝑛 , the Wilson coefficient, is introduced.

The construction of these higher dimensional operators will be discussed in section 3.4.
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One analogy which allows for a more intuitive understanding is the concept of taylor expan-
sions. Taking for example, the function 𝑓(𝑥) = 𝑠𝑖𝑛(𝑥). This functions taylor expansion

𝑇𝑓(𝑥,0) = 𝑥− 1

3!
𝑥3 +

1

5!
𝑥5 − 1

7!
𝑥7... (3.2)

resembles the idea behind the effective Lagrangian. Each tries to approximate their initial
form. Starting with a leading order term 𝑥 or ℒ𝐸𝐹𝐹 , which is able to match the reality for
small 𝑥 in case of 𝑇𝑓(𝑥,0) or low energies in case of ℒ𝐸𝐹𝐹 . As seen in Figure 3.2 by adding
higher order terms the deviations between reality and expansion can be minimised.

0 /2
x

0

1

sin
(x

)

full function
first order

0.00 0.15

0.15

(a)

0 /2
x

0

1

sin
(x

)

full function
first order
third order
fifth
seventh order

(b)

Figure 3.2: Analogy for taylor expansions and effective Lagrangian’s for the function 𝑓(𝑥) =
𝑠𝑖𝑛(𝑥). In subplot (a) the first order taylor expansion (SM) and the full function (nature) is
shown. For small 𝑥 (low energies) the expansion of first order presents a good approximation.
If the observation range is close enough to the development point, the deviations become
unnoticable (smaller subplot). But it becomes clear that for bigger values of 𝑥 the first
order fails to align with the full function. By adding more orders (EFT operators) to the
expansion in subplot (b) the deviations can be minimised up to a certain value of x.
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3.3 𝑊±𝑊± scattering

jet
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q
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Figure 3.3: 𝑊±𝑊± scattering as part of a proton-proton collision.
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Figure 3.4: All leading-order Feynman diagrams that connect two initial 𝑊± and two final
𝑊±. If the Higgs-boson was not included, the cross section for this process would violate
unitarity. Therefor all diagrams are needed in order to construct the full theory. The first
three diagrams derive from the gauge structur of the SM while the last to are directly related
to the elctroweak-symmetry breaking.

There is currently no experimental setup to solely measure vector boson scattering. Luckily
the same sign WW (ssWW) scattering is a sub-process of proton proton collision

𝑝𝑝 → 𝑊±𝑊± + 2𝑗𝑒𝑡𝑠 → 𝑙±𝜈𝑙±𝜈 + 2𝑗𝑒𝑡𝑠 (3.3)

and therefor data from the LHC can be used for research. The process can be seen in 3.3.
Protons are not elementary particles themselves. They consist of two up and one down quark.
For the ssWW scattering, two of the quarks emit a 𝑊±-boson. The circle sums up all possible
vertices for vector boson scattering. It is broken down further in Figure 3.4. The two bosons
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decay into two same charged leptons and their associated neutrinos. Meanwhile, hadronization
of the quarks then leads to the formation of jets, which together with the two leptons will be
the main detectable decay products in the LHC.

The ssWW process is only one of many possible sub-processes of the proton-proton collision.
For that reason it is necessary to seperate the other processes from those with ssWW signature.
This is done by implementing special selection criterias into the analysis framework. [8] offers
a detailed descriptions on the criterias listed in Table 3.1.

Exactly two Tight leptons with identical electrical charge
No Veto leptons
Electrons pass the charge flip rejection
ee-channel: |𝜂| < 1.37, |𝑚𝑒𝑒 −𝑚𝑍 | > 15𝐺𝑒𝑉
𝑚𝑙𝑙′ > 20𝐺𝑒𝑉
𝐸𝑚𝑖𝑠𝑠

𝑇 > 30𝐺𝑒𝑉
At least two jets
Leading jet: 𝑝𝑇 > 65𝐺𝑒𝑉
Subleading jet: 𝑝𝑇 > 35𝐺𝑒𝑉
b-jet veto
|∆𝑦𝑗𝑗| > 2
𝑚𝑗𝑗 > 500𝐺𝑒𝑉

Table 3.1: Event selection for the signal region of the electroweak same charged 𝑊± scat-
tering.

3.4 Effective Field Theories and 𝑊±𝑊± Scattering

The interaction of two vector bosons is called vector bosons scattering (VBS). The process
itself is extremely rare. Only now, with the gathered data from RUN 2 extensive VBS research
became possible. There are a couple of reasons why the ssWW scattering or more general VBS
is interesting for beyond SM research. Firstly, the weak interaction, which plays the main role
in this process, is neatly described compared to quantum chromodynamics (QCD) processes,
which require lots of approximations. This way, the VBS can be used for precision testing
of the gauge structure of the SM. Secondly, as shown in Figure 3.4 the 𝑊±𝑊± → 𝑊±𝑊±

scattering is directly related to Higgs-boson interaction. VBS measurements are regarded as
complementary research to other Higgs-boson measurements at the LHC in order to investigate
the bosons properties.

In order to describe the quartic interaction in terms of EFT expansions (see Equation 3.1)
only parity conserving effective Lagrangian’s are considered. Each of these higher dimensional
operators can be contracted using few building blocks. Denoting by Φ, the Higgs doublet and
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by 𝑈 , an arbitrary 𝑆𝑈(2)𝐿 transformation, these blocks are as followed [9]:

Φ → Φ′ = 𝑈Φ (3.4)

𝐷𝜇Φ → 𝐷′
𝜇Φ′ = 𝑈𝐷𝜇Φ (3.5)

𝑊̂𝜇𝜈 =
∑︁

𝑖𝑊 𝑗
𝜇𝜈

𝜎𝑗

2
→ 𝑊̂ ′

𝜇𝜈 = 𝑈𝑊̂𝜇𝜈𝑈
† (3.6)

𝐵𝜇𝜈 → 𝐵′
𝜇𝜈 = 𝐵𝜇𝜈 (3.7)

Where 𝑊 𝑗
𝜇𝜈 is the 𝑆𝑈(2)𝐿 field strength and 𝐵𝜇𝜈 is the 𝑈(1)𝑌 one. The covariant derivative

is given by

𝐷𝜇Φ = (𝛿𝜇 − 𝑖𝑔𝑊 𝑗
𝜇

𝜎

2
− 𝑖𝑔′𝐵𝜇

1

2
)Φ. (3.8)

The lowest dimension of operators which result in quartic coupling and do not show two or
three weak boson interactions are of dimension 8. Following the notation from [9] there are
three different classes of operators. In total these classes contain 18 different operators. Yet,
not all of them affect the ssWW scattering which is of interest in this thesis. A list of all
deciding operators follows. A complete list can be found in [9].

Operators containing just 𝐷𝜇Φ:

ℒ𝑆,0 =
[︁
(𝐷𝜇Φ)† 𝐷𝜈Φ

]︁
×
[︁
(𝐷𝜇Φ)† 𝐷𝜈Φ

]︁
ℒ𝑆,1 =

[︁
(𝐷𝜇Φ)† 𝐷𝜇Φ

]︁
×
[︁
(𝐷𝜈Φ)† 𝐷𝜈Φ

]︁ (3.9)

Operators containing 𝐷𝜇Φ and field strength:

ℒ𝑀,0 = Tr
[︁
𝑊̂𝜇𝜈𝑊̂

𝜇𝜈
]︁
×
[︁
(𝐷𝛽Φ)† 𝐷𝛽Φ

]︁
ℒ𝑀,1 = Tr

[︁
𝑊̂𝜇𝜈𝑊̂

𝜈𝛽
]︁
×
[︁
(𝐷𝛽Φ)† 𝐷𝜇Φ

]︁
ℒ𝑀,7 =

[︁
(𝐷𝜇Φ)† 𝑊̂𝛽𝜈𝑊̂

𝛽𝜇𝐷𝜈Φ
]︁

+ four non 𝑊±𝑊± → 𝑊±𝑊± affecting operators.

(3.10)

Operators containing just the field strength tensor:

ℒ𝑇,0 = Tr
[︁
𝑊̂𝜇𝜈𝑊̂

𝜇𝜈
]︁
× Tr

[︁
𝑊̂𝛼𝛽𝑊̂

𝛼𝛽
]︁

ℒ𝑇,1 = Tr
[︁
𝑊̂𝛼𝜈𝑊̂

𝜇𝛽
]︁
× Tr

[︁
𝑊̂𝜇𝛽𝑊̂

𝛼𝜈
]︁

ℒ𝑇,2 = Tr
[︁
𝑊̂𝛼𝜇𝑊̂

𝜇𝛽
]︁
× Tr

[︁
𝑊̂𝛽𝜈𝑊̂

𝜈𝛼
]︁

+ six non 𝑊±𝑊± → 𝑊±𝑊± affecting operators.

(3.11)
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3.5 Unitarity Restrictions

Due to the additive structure of the EFT Lagrangian, the matrix element for a sub-procces
can be written as: ⃒⃒⃒⃒

⃒𝐴SM +
∑︁
𝑖

𝑐𝑖
Λ4

𝐴𝑖

⃒⃒⃒⃒
⃒ . (3.12)

Where 𝐴SM is the SM scattering amplitude and 𝐴𝑖 refers to the contributions of the individual
dimension 8 operators which have just been introduced. The squared matrix element which is
then related to the cross section can be expressed by:

⃒⃒⃒⃒
⃒𝐴SM +

∑︁
𝑖

𝑐𝑖
Λ4

𝐴𝑖

⃒⃒⃒⃒
⃒
2

= |𝐴SM|2⏟  ⏞  
SM amplitude

+
∑︁
𝑖

𝑐𝑖
Λ4

2 Re (𝐴SM𝐴𝑖)⏟  ⏞  
interference term

+
∑︁
𝑖

𝑐𝑖
Λ8

|𝐴𝑖|2⏟  ⏞  
quadratic term

+
∑︁
𝑖𝑗,𝑖̸=𝑗

𝑐𝑖𝑐𝑗
Λ8

2 Re (𝐴𝑖𝐴𝑗)⏟  ⏞  
interference term between operators

.

(3.13)
The departure of the quartic interactions from the SM predictions will lead to the growth of
the scattering amplitudes. At sufficiently high enough energies, any nonzero anomalous quar-
tic couplings will violate unitarity. Noticeably, the cross section of the sub-process 𝑊±𝑊± →
𝑊±𝑊± will surpass the total proton-proton collision cross section. EFT are therefore not
complete theories. In [10] the effort is made to obtain partial-wave unitarity constraints by
assuming a linear realization of the 𝑆𝑈(2)𝐿×𝑈(1)𝑌 gauge symmetry. Two scenarios are consid-
ered: Firstly only one Wilson coefficient is non-vanishing and secondly all Wilson coefficients
of a given operator subset are non-vanishing. The following results are stated in Table 3.2.
An exemplary a comparison for M7 between the two scenarios is shown in Figure 3.5
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Wilson coefficient 1 operator all operators of subset
|𝑓𝑀0| 32√

6
𝜋𝑠−2 2

3
(72 + 5

√
6)𝜋𝑠−2

|𝑓𝑀1| 128√
6
𝜋𝑠−2 8(24 +

√
6
5

)𝜋𝑠−2

|𝑓𝑀7| 256√
6
𝜋𝑠−2 64

5
(24 +

√
6)𝜋𝑠−2

|𝑓𝑆0| 32𝜋𝑠−2 48𝜋𝑠−2

|𝑓𝑆1| 96
7
𝜋𝑠−2 288

5
𝜋𝑠−2

|𝑓𝑇0| 12
5
𝜋𝑠−2 136

11
𝜋𝑠−2

|𝑓𝑇1| 24
5
𝜋𝑠−2 352

31
𝜋𝑠−2

|𝑓𝑇2| 24
7
𝜋𝑠−2 32𝜋𝑠−2

Table 3.2: Unitarity constrains on the Wilson coefficients for the operators relevant to
sssWW scattering, when just one coefficient is non-vanishing (second column), as well as
when all coefficients of the respective subset are included (third column). In the second
scenario, the individual operators can not achieve their limits simultaneously since they are
only extreme points in a multidimensional region spanned by all Wilson coefficients in the
given subset.
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Figure 3.5: Comparison between unitarity constrains for one operator (green) and all
operators of the M subset (purple). The purple line is much broader, since multiple operators
are taken into consideration. The choice to present the boundaries over the center-of-mass
energy

√
𝑠 instead of 𝑠 will explain itself later, when a comparison with a quantity that

depends on
√
𝑠 is drawn.



4 Data Analysis Methods

4.1 Monte Carlo Simulations

Data simulations are a key ingredient for the analysis of particle collisions. They are utilized
to design analysis tools which later can be used on the final data. Simulations are also essential
in order to compare theory predictions with experimental results. Instead of working with real
data from LHC, this analysis uses Monte Carlo Simulations. These Simulations are complex in
itself and only a brief introduction will be provided here since some of the vocabulary will be
used in this thesis. For further detailed descriptions, see [7] [11]. To begin the simulations,the
assumed theory must be specified. This could be the Standard Model or, as introduced earlier,
additional EFT terms. The program then simulates the hard proton proton collision with all
its sub-processes. This is called the truth level. Secondly, in order to be able to compare the
simulated data to real data, the particle interactions with the detector need to be simulated
as well. Afterwards, the same methods as for real data are used to identify the particles from
the given detector entries. This level is called reconstruction level.

4.2 Maximum Likelihood Method

In most cases only a sample of a population is available for research. For further statistical
analysis, being able to draw conclusions about important parameters from those samples is
essential. The Maximum Likelihood Method is a general procedure in order to estimate pa-
rameters of an assumed probability distribution given some observed data. 1

Given n individual measurements 𝑥1, 𝑥2, ..., 𝑥𝑛 and assuming a probability density function
𝑓(𝑥, 𝑎). 𝑓 is characterized by a specific parameter a. (For a gaussian this parameter, eg. could
be the mean value 𝜇 or the standard deviation 𝜎). For infinitesimal small 𝑑𝑥𝑖 the probability
to find the value 𝑥𝑖 in the interval [𝑥𝑖, 𝑥𝑖 + 𝑑𝑥𝑖] is given by 𝑓(𝑥𝑖, 𝑎) · [𝑥𝑖, 𝑥𝑖 + 𝑑𝑥𝑖]. Therefore
the full probability of the n measurements is expressed by:

𝑃 = 𝑓(𝑥1, 𝑎) · [𝑥𝑖, 𝑥𝑖 + 𝑑𝑥𝑖]...𝑓(𝑥𝑛, 𝑎) · [𝑥𝑛, 𝑥𝑛 + 𝑑𝑥𝑛] (4.1)

Since the intervals are not depended on 𝑎 a simplified expression, the likelihood-function
1A more in depth guide on statistical methods in experimental physics can be found in [12].



17

ℒ = 𝑓(𝑥1, 𝑎) · 𝑓(𝑥2, 𝑎) · ... · 𝑓(𝑥𝑛, 𝑎), (4.2)

is sufficient. The best fit 𝑎̂ describes the parameter value which maximises the probability
to receive the given sample from the assumed probability distribution. It is obtained by
maximising the likelihood function ℒ:

𝛿ℒ
𝛿𝑎

⃒⃒
𝑎=𝑎̂

= 0 (4.3)

For practical reasons it is often simpler to use the negative logarithmic likelihood-function

𝐹 (𝑎) = −2𝑙𝑛ℒ = −2
𝑛∑︁

𝑖=1

𝑙𝑛(𝑓(𝑥𝑖, 𝑎)) (4.4)

Since the logarithm is a monoton function, the minimum of 𝐹 (𝑎) instead of the maximum can
be determined in order to find the best fit value. This representation has one main advantage:
If a gaussian distribution is assumed, the one and two 𝜎 enviroments can be determained
easily. The one sigma environment is located where 𝐹 (𝑎) − 𝐹 (𝑎̂) = 1 while for the two 𝜎

environment it is 𝐹 (𝑎) − 𝐹 (𝑎̂) = 4.



5 Data Preparation

The following part of this thesis can be divided into three parts. Fristly, introducing the stud-
ied variables and discussing their sensitivity. Secondly, data preparation using the Common
Analysis Framework (CAF [13]). This includes applying a bin optimization algorithm to the
created histograms and introducing a technique referred to as clipping. Lastly, this output
is transferred into a fitting framework to receive limits on the Wilson coefficients for each
operator.

5.1 Kinematic Distributions and Sensitive Variables

All histogram in this thesis display the number of events over a given reconstruction level
variable. In order to prove useful for BSM research a variable needs to

I show discriminant behaviour between EFT and SM ssWW events and/ or

II set the EFT events apart from the SM background.

A variable which fulfills one or both of these criteria is classified as sensitive. Following a
previous work [14] this thesis mainly focuses on five variables which presented themselves as
sensitive. The results of the previous work have been verified during this study. However, a
detailed description will not be given since this study is more focused on building on top of
these results. In the following part the variables will be introduced stating in square brackets
[·], which criteria are fulfiled by this variable.

Mass reconstruction variables: Resonances in invariant mass distributions indicate a new
particle. But due to the inability of the LHC to measure neutrinos, it is not possible to recon-
struct the full invariant mass for the ssWW-scattering. Instead, different mass reconstruction
variables are used. The following variables are so called mass-bound variables, this means that
by construction their values are expected to be lower than the full WW invariant mass.

𝑚𝑙𝑙 [I + II]: The invariant mass of the two leptons is calculated by the momentum of the
two same charged leptons and the scattering angle 𝑐𝑜𝑠(∆𝜃(𝑙1, 𝑙2)):

𝑚𝑙𝑙 =
√︀

|𝑝𝑙1||𝑝𝑙2|(1 − 𝑐𝑜𝑠(∆𝜃(𝑙1, 𝑙2))). (5.1)
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It is well defined and can be measured with high accuracy, yet it completely neglects any
contributions from neutrinos. Next are the transverse projections. The detector setup makes
it possible to reconstruct the missing energy 𝐸𝑇 in the plane perpendicular to the beam axis
(transverse plane). Depending on the calculation method, one can receive different transverse
invariant masses (for more see [15], [16]):

𝑚𝑜1 [I + II]: The early-projected "mass less" invariant mass doesn’t incorporate the masses
of the leptons to begin with. It is calculated by:

𝑚𝑜1 =

√︁
(|𝑝𝑙1𝑇 | + |𝑝𝑙2𝑇 | + 𝐸𝑚𝑖𝑠𝑠

𝑇 )2 − (𝑝1𝑇 + 𝐸⃗𝑚𝑖𝑠𝑠
𝑇 )2. (5.2)

With 𝑝1𝑇 = 𝑝𝑙1𝑇 + 𝑝𝑙2𝑇 .

𝑚𝑇 [I + II]: The late-projected "mass-preserving" invariant mass can be obtained by:

𝑚𝑇 =

√︂
(
√︁
𝑚2

𝑙𝑙 + 𝑝1𝑇 2 + 𝐸𝑚𝑖𝑠𝑠
𝑇 )2 − (𝑝1𝑇 + ⃗𝐸𝑚𝑖𝑠𝑠

𝑇 )2. (5.3)

Where 𝑚𝑙𝑙 is the invariant mass of the two leptons, which still incorporates the visible longi-
tudinal momenta and 𝑝1𝑇 is defined as above.

Others:

𝑅𝑝𝑡 [I + II]: Ratio between the products of the transverse momentum of the two leptons
against the product of the transverse momentum of the two jets. It is calculated by:

𝑅𝑃𝑡 =
𝑝𝑙1𝑇 𝑝

𝑙2
𝑇

𝑝𝑗1𝑇 𝑝
𝑗2
𝑇

. (5.4)

∆𝜑𝑗𝑒𝑡𝑠 [I]: Azimuthal angle between the two jets. This variable is included because it has
shown great sensitivity for dijet production in association with the Z boson in [17].

𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) [I]: Cosine of the azimuthal angle between the two leptons 𝑙1,𝑙2.

All histograms in this thesis are created using CAF. For the ssWW-scattering, the resulting
kinematic distribution can be seen in Figure 5.1. They are based on Run 2 measurments
of 138.7 fb−1 collected by the ATLAS experiment at the LHC. The histograms contain SM
background, ssWW scattering and EFT events. For display, each operator has an assigned
coefficient 𝑐𝑛/Λ to quantify the coupling to the SM. An overview can be found in Table 5.1.
Therefore the label M1_10 refers to the operator M1 with the specific coupling strength of
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10 1
TeV4 . Apart from 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) and ∆𝜑𝑗𝑒𝑡𝑠, which have a strictly defined value range, the

other histograms contain overflow bins. This means, that the last bin contains all events
above the depicted maximal value. To avoid strongly pronounced overflow bins, the domain
of definition has been chosen to portray most of the events.

S0 S1 M0 M1 M7 T0 T1 T2
𝑎𝑖/Λ4 8 20 6 10 13 0.6 0.3 1

Table 5.1: Fixed coefficients for all EFT operators with [𝑐𝑛/Λ
4] = 1/𝑇𝑒𝑉 −4
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(a) Kinematic distribution for 𝑚𝑙𝑙.
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(b) Kinematic distribution for 𝑚𝑜1.

As expected, the three variables 𝑚𝑙𝑙, 𝑚𝑜1, 𝑚𝑇 share similar behaviour. First a peak in SM
events for relatively low energies and then an increase in EFT events for the higher energy
regime. 𝑅𝑡𝑝 only shows one prominent bin at a low ratio, but compared to the other variables
it presents the highest ratio between EFT and SM events. For ∆𝜑𝑗𝑒𝑡𝑠 and 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) it is not
possible to make out an area where the EFT events discriminate against the SM predictions.
The ratios remain comparably low for all values.
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(c) Kinematic distribution for 𝑚𝑇 .
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(d) Kinematic distribution for𝑅𝑃𝑡.
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(e) Kinematic distribution for Δ𝜑𝑗𝑒𝑡𝑠.
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(f) Kinematic distribution for 𝑐𝑜𝑠(ΔΦ𝑙𝑒𝑝𝑠).

Figure 5.1: Main plot: Kinematic distributions for each variable The Standard Model
predictions are stacked, while each EFT contribution is drawn as an individual line. The EFT
events sum up both interference and quadratic terms. Subplot: Ratio between Standard
Model predictions and the individual EFT operators and an additional reference line at
zero.

To avoid many small contributions and since these processes are not of special interest in this
study the Zjets, Wjets, top, non-prompt, Wgamma and ttbar events will be merged into one
category called "Fakes" for further analysis.
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5.2 Bin Optimization

Instead of using equidistant bin edges, a bin optimization algorithm is performed in order to
fulfil the needs of further statistical analysis. The goal is to find a middle ground between
not having too high statictical uncertanties and still guaranteeing an appropriate significance
of the EFT events regarding the SM-background. The significance quantifies the probability
of a statistical fluctuation to observe signal and backgrounds (𝑆 + 𝐵) events when only 𝐵 is
expected. A comparison between the significance and this probability is made in Table 5.2.

significance 1𝜎 2𝜎 3𝜎 4𝜎 5𝜎
probability 16% 2.3% 0.14% 3 · 10−5% 3 · 10−7%

Table 5.2: Significance of a signal [18] with the corresponding probability that the obser-
vation of the excess of events is due to a background statistical fluctuation.

In this chapter, only the bin optimization for 𝑚𝑙𝑙 will be comprehended. However, the proce-
dure is analogous for the other variables. Starting with a relatively fine binning for each of the
EFT operators (e.g. 100 bins as seen in Figure 5.2a) the algorithm then reduces the amount
of bins following specific criteria.
In a first run, the algorithm scans all bins from right to left regarding two conditions:
Maximal Uncertainty: If the maximal uncertainty of an individual bin is over 0.3 the bin
gets merged with one of its neighbours, depending on which merge results in the least signifi-
cance decrease.
Minimal Events: If the bin contains fewer than 10 background events the bin gets merged
with one of its neighbours.1

In a second run neighbouring bins are merged if the significance decrease falls below 3%.

Operator initial binning 𝜎100 optimized binning 𝜎𝑜𝑝

S0

[ 0, 10, ..., 990, 1000]

3.72 [0, 400, 590, 1000] 2.82
S1 1.74 [0, 590, 1000] 1.18
M0 3.76 [0, 410, 590, 1000] 2.72
M1 3.70 [0, 410, 590, 1000] 2.85
M7 3.41 [0, 410, 590, 1000] 2.56
T0 4.05 [0, 590, 1000] 2.80
T1 4.06 [0, 590, 1000] 2.86
T2 3.14 [0, 410, 590, 1000] 2.50

Table 5.3: Development of bin edges and EFT significance for all operators of 𝑚𝑙𝑙.

Table 5.4 depicts the significance of the EFT signal after the bin optimization for S0_8. An
overview for all operators can be found in section 9. As expected the merging process led to

1This is especially important for the statistics framework, which will be used to create the maximum likelihood
fits. The SM events decrease for higher energies yet the fit break down for low statistics. So one has to make
sure that the histograms provide a minimum number of background events in all bins.



23

 [GeV]llm

0 100 200 300 400 500 600 700 800 900 1000

E
ve

nt
s

0

5

10

15

20

25

30

35 ATLAS WIP

 -1 = 13 TeV, 138.7 fbs
all channels

ZZ Zjets
triboson WZ
WW charge_flip
ssWWEW Fakes
SUM_S0_8

(a) Starting point of the bin optimization.
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(b) Binning after the bin optimization.

Figure 5.2: Demonstration of bin optimization algorithm for S0_8 and 𝑚𝑙𝑙.

a loss of significance for all operators. The variable 𝑚𝑜1 allows the highest EFT significance
for most of the operators. Followed by 𝑚𝑇 and 𝑚𝑙𝑙 these variables always result in higher
significance’s than 𝑅𝑡𝑝, 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠),∆Φ𝑗𝑒𝑡𝑠. This confirms the study in [14], where it was
found that the last two variables do not sufficiently discriminate the EFT events against the
background. Therefore they will be excluded from further analysis. Since the significance for
𝑅𝑡𝑝 is also lower, it is also excluded.

𝑚𝑜1 𝑚𝑇 𝑚𝑙𝑙 𝑅𝑡𝑝 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) ∆Φ𝑗𝑒𝑡𝑠

𝜎𝑜𝑝 3.06 2.97 2.50 1.77 1.24 0.6

Table 5.4: optimized significance’s for 𝑆0_8 and all variables.

In favour of simplicity, a general binning for each of the remaining variables is then chosen. As
seen in Table 5.3 most of the operators already have bin edges at 0,410, 590 and 1000 TeV. For
the operators which lack the bin edge at 410 TeV after the bin optimization, this additional
edge is added in by hand. At this stage, each histogram contains 3 identical bins, which results
in a relatively rough depiction of the kinematic distributions (see Figure 5.2b). To restore some
of the physical shape of the distribution, the first bin is divided into several smaller bins. This
can be done without much of a significance loss, since the EFT contributions increase for
higher energies, and therefore most of the significance already comes from the last bin. Since
the number of SM-predictions is high in this region, this can also be done without violating
the minimal events condition. Figure 9.8 displays the final binning in case of S0_8 but apart
from the EFT contributions the figure looks the same for all operators.
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(a) 𝑚𝑙𝑙.
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(b) 𝑚𝑜1.
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(c) 𝑚𝑇 .

Figure 5.3: Final binning for the three remaining variables and S0_8.

final binning
𝑚𝑙𝑙 [0, 100, 200, 300, 410, 590,1000]
𝑚𝑜1 [0, 100, 200, 300, 440, 550, 1000]
𝑚𝑇 [0,200,300,400,500,740,920,2000]

Table 5.5: Final binning for all operators.



6 Statistical Limits

After obtaining the bin optimization for the most sensitive variables, the goal is to receive the
one 𝜎 and two 𝜎 limits for the Wilson coefficients. The limits are extracted using the EFTfun
framework [19], which will perform Maximum Likelihood fits. Both section 6.1 and section 6.2
focuss on justifying the choices, which are made during the analysis. As data the so called
’asimov’ dataset is used. In this set, all observed quantities are set equal to their expected
values and the uncertainty is chosen according to poisson statistic. In a sense, it can be seen
as the single most representative data set for SM predictions. The probability density function
results from the Effective Lagrangian. Ideally, one would be able to vary all operators of a
given subset at the same time. But for the currently available statistics, this aim is more than
ambiguous. Instead, the focus is set on determining the limits for each operator individually.
This is achieved by setting all non-corresponding coefficients to zero.

6.1 Statistical limits for the Different Variables

In a first step the limits are extracted for each of the remaining variables.
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Figure 6.1: Logarithmic Maximum Likelihood Function for M7 and 𝑚𝑙𝑙. The straight and
dashed lines resemble the 1 and 2 𝜎 limits.
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Once performed, the program returns the logarithmic Maximum Likelihood Function for each
operator, variable and clipping value. An exemplary depiction is shown in Figure 6.1. All fits
have parabolic shape with a minimum close to zero. This is expected since we fit the Wilson
coefficients to asimov data. The slope, however, varies from function to function resulting in
different limits for each of the Maximum Likelihood fits. An overview of the 2 𝜎 limits is
presented in Table 6.1. The three variables show very similar limits. No major variations are
reported.

𝑚𝑜1 𝑚𝑙𝑙 𝑚𝑇

M0 -4.96 4.93 -5.08 5.02 -4.90 4.84
M1 -7.1 7.74 -7.69 8.21 -7.29 7.72
M7 -11.17 10.53 -11.77 11.24 -11.18 10.72
S1 -24.86 25.64 -25.52 26.25 -25.87 26.4
S0 -6.07 6.31 -6.37 6.59 -6.43 6.6
T0 -0.46 0.49 -0.47 0.5 -0.45 0.48
T1 -0.2 0.24 -0.22 0.24 -0.21 0.24
T2 -0.62 0.81 -0.71 0.89 -0.64 0.81

Table 6.1: ± 2 𝜎 limits for each operator and variables

6.2 Statistical Limits for Different Binnings

There have been previous efforts by the ATLAS group to extract the limits using the same
EFTfun framework [20]. Their note is more broadly based as it includes both the limits
for 𝑊±𝑊±𝑗𝑗 and 𝑊±𝑍𝑗𝑗 channel. Aditionally, they extract the limits for a combination
of the two, taking into account the correlations between the two channels. Systematic and
statistical uncertainties are included, while this study only considers statistical uncertainties.
The study builds on the partial 36 fb−1 data from RUN 2, where here the full 139 fb−1 RUN
2 is implemented. Their research only uses the variable 𝑚𝑙𝑙 focussing on the lower end of the
energy spectrum:

previous binning [20, 80, 130, 170, 220, 320, 500]

The last bin is also an overflow bin. In comparison, the binning in this study goes up to 1 TeV:

binning in my thesis [0,100,200,300,410,590,1000]
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±2𝜎𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 ±2𝜎𝑡ℎ𝑒𝑠𝑖𝑠

M0 -7.01 6.86 -5.08 5.02
M1 -10.12 10.87 -7.69 8.21
M7 -15.93 15.04 -11.77 11.24
S1 -33.94 35.29 -25.52 26.25
S0 -8.45 8.86 -6.37 6.59
T0 -0.65 0.70 -0.47 0.5
T1 -0.29 0.34 -0.22 0.24
T2 -0.90 1.15 -0.71 0.89

Table 6.2: Comparison between the binning used in [20] and in this thesis.

To check whether this energy expansion improves the limit measurements, one needs to remove
all differing factors between the two studies. In the end, this means extracting the limits for
the two different binning for the full RUN 2 datasets used previously in this thesis. Table 6.2
summarizes the results of the limit extraction. A decrease in the 2 𝜎 limits is observed.

6.3 Clipping Scan

As mentioned in section 3.4 EFT are not UV-complete. This can again be compared with the
taylor expansion analogy in Figure 3.2. An expansion is only able to accurately describe the
function 𝑓(𝑥) within a specific range. Above that range, the deviations become undeniable.
In the case of EFT operators, it is demanded that the ssWW sub-process cross section does
not exceed the total proton-proton cross section. If this criteria is not satisfied by the EFT,
it won’t predict physical processes with great accuracy. As a consequence, it is necessary to
define a certain cut-off 𝐸𝑐𝑢𝑡 value after which the EFT predictions are set to zero while still
keeping SM events, since these are already part of a consistent theory. This technique will be
referred to as clipping and it’s recommended by the anomalous gauge coupling taskforce [21]
for the unitarisation of the BSM effects.

The objective in this part is to vary the cut-off scale and observe its effects on the statistical
limits. This procedure is called clipping scan and It is performed by adding cuts into the cut
flow of the CAF. The selection criteria will be performed on the truth level variable 𝑚𝑡𝑟𝑢𝑡ℎ

𝑙𝑙𝜈𝜈 ,
so before any detector simulations have taken place. It is identical to the invariant mass of
the WW bosons 𝑚𝑊𝑊 and therefor mimics the center-of-mass energy of the scattering pro-
cess. The clipping will be performed at 1, 1.5, 2 and 5 TeV. Additionally, the limits are also
extracted for no cut off. This will be referred to as a clipping value of ∞. Table 6.3 presents
an overview of the amount of events, broken down to the specific operators. A cut at 5 TeV

does not impact the number of events as drastically as the lower energy cuts. This shows,
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𝐸𝑐𝑢𝑡[𝑇𝑒𝑉 ] S0_8 S1_20 M0_6 M1_10 M7_13 T0_0p6 T1_0p3 T2_1 ssWW EW
∞ 13.644 5.126 14.100 14.494 13.829 12.120 12.234 12.379 189.20
5 13.411 5.029 13.689 13.937 13.409 11.208 10.918 10.860 189.20
2 4.892 1.706 5.667 3.921 5.376 2.685 0.984 -0.146 189.10
1.5 2.115 0.646 3.713 1.796 3.404 1.526 0.275 -0.749 188.62
1 0.334 -0.008 2.370 0.740 1.965 1.120 0.468 -0.097 184.82

Table 6.3: Amount of events broken down to the specific operators at given cut-off energy
𝐸𝑐𝑢𝑡. To see how the ssWW electroweak predictions compare, the amount of SM events
below a certain energy threshold are presented as well, even tough those will not be cut off.

that most of the EFT events lie in between 1 and 5 TeV, which justifies the chosen clipping
range. The negative entries can be explained as followed: The events are calculated from the
sum of the interference and quadratic term of each operator. The interference term alone can
lead to negative contributions, while the quadratic is always positive. For higher energies, the
quadratic term is expected to be dominant [14]. Thus, a cut on higher energies affects the
quadratic events more, resulting in a negative sum. At energies above 1.5 TeV the expected
SM events are already expected to be below one.

CAF then allows access to all histograms at different cut-flow levels, which are then transferred
into the EFT fitting tool. These results are then compared to the unitarity bounds which were
introduced earlier in section 3.5. Since the limits are derived for each operator individually,
they are compared with the theory line for only one operator (see Table 3.2. The interest lies
in the intersection between the unitarity bounds and the 2 𝜎 limits. If the unitary bounds
are inside the 2 𝜎 environment, the operator violates unitarity for the considered energy. If it
falls outside these limits, it does not. Since the upper and lower limits are not identical, the
minimum intersection value is chosen. This can be seen in Figure 6.2 for M7 and 𝑚𝑙𝑙 and in
section 9 for the rest of the operator-variable combinations.
Apart from S1, each of the operators show a range of validity between 1 and 2.5 TeV. A
summary of all minimum intersection points can be seen in Table 6.4. For S1, no intersection

maximum validity [TeV]
𝑚𝑙𝑙 𝑚𝑜1 𝑚𝑇

S0 1.60 1.65 1.59
S1 - - -
M0 1.26 1.29 1.30
M1 1.69 1.75 1.75
M7 1.86 1.92 1.91
T0 1.55 1.60 1.55
T1 2.35 2.38 2.39
T2 1.78 1.84 1.86

Table 6.4: Validity in regards to unitarity for all operators and variables.
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Figure 6.2: Comparison between the results from the maximum likelihood fit (black, blue
and red line) and the theory unitarity bounds (green line) for M7. The light green area
marks the region of validity. The last entry at ∞ represents the limits for no performed
clipping.

could be determined, since the theory bounds fall in between the 2 𝜎 limits for all clipping
values. This was somewhat expected since S1 showed by far the smallest signal significance of
all operators in section 5.2. This shows, that the sensitivity of the analysis of S1 is still quite
poor. The three remaining variables 𝑚𝑙𝑙,𝑚𝑜1 and 𝑚𝑇 performed equally. Apart from small
variations, none of the examined variables show significantly higher validity ranges than the
other.



7 Summary and Outlook

This thesis focussed on providing a validity range for 8 different EFT operators. These opera-
tors are of special interest since they affect the ssWW scattering amplitude. Before obtaining
the limits, the histograms needed to be adjusted to suit the analysis framework. This includes
determining variables which are sensitive to the individual operators. The variables 𝑚𝑙𝑙, 𝑚𝑜1

and 𝑚𝑇 have proven to be almost equally sensitive to the individual operators. 𝑅𝑡𝑝, ∆𝜑𝑗𝑒𝑡𝑠

and 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) on the other hand did not show the required significance and were therefore
excluded from further analysis. Following a bin optimization algorithm, an optimal binning
for each of these variables was introduced. In a next step, the one and two 𝜎 limits for dif-
ferent clipping values were calculated. Comparing these results with the theoretical unitarity
bounds led to identifying a specific maximum center-of-mass energy where these operators do
not violate unitarity. The results are summarized in Table 6.4. S1 is the only operator which
couldn’t provide a range of validity. It also showed the least signal significance during the bin
optimization.
However, the results in this thesis can only be seen as temporarily, but its outcome motivates
subsequent research. After determining a range of validity for the EFT operators, the next goal
is to set the limits for the Wilson coefficient for a clipping value inside the unitarity bounds.
The optimal clipping value should be discussed inside the 𝑊±𝑊± → 𝑊±𝑊± research com-
munity. There are two main points in this discussion. Firstly, a reasonable candidate for 𝐸𝑐𝑢𝑡

would be the intersection point for each operator, but this would lead to a different clipping
values for each of the operators. Secondly, the clipping value 𝐸𝑐𝑢𝑡 should be in a range, where
the expected SM predictions are close to zero (see Table 6.3). Extracting the limits for the final
clipping value also includes to reevaluate the optimal binning. In this study, the optimization
was accomplished without any cut-off of EFT events. The same binning was used for all the
clipping values. Since the harshest criteria in the bin optimization algorithm is the number
of SM backgrounds events, the binning is not expected to differ much. Afterwards, the limits
for this binning can be calculated. Further, this study only included statistical uncertainties.
In a next step, one should include systematic uncertainties into the limit measurement. This
will most likely increase the one and two 𝜎 limits. It would be interesting to see whether the
limits still show an intersection point with the unitarity bounds. These results would provide
a more complete picture on the calculated limits.
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9 Appendix

Bin optimization significances

𝑚𝑙𝑙 𝑚𝑜1 𝑅𝑡𝑝 ∆Φ𝑗𝑒𝑡𝑠 𝑐𝑜𝑠(∆Φ𝑙𝑒𝑝𝑠) 𝑚𝑇

𝑆0 2.82 3.09 2.67 0.64 1.26 2.76
𝑆1 1.19 1.26 1.08 0.21 0.48 1.15
𝑀0 2.72 2.86 2.13 0.65 1.16 2.85
𝑀1 2.85 3.23 2.29 0.74 1.25 3.23
𝑀7 2.56 2.90 2.14 0.70 1.09 2.73
𝑇0 2.79 2.90 2.08 0.58 1.12 2.93
𝑇1 2.86 3.11 2.29 0.59 1.21 3.03
𝑇2 2.50 3.06 1.77 0.60 1.24 2.96

Table 9.1: Optimized significances for all operators and variables.
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Comparison between unitarity bounds and limits from the

maximum likelihood fits
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.1: Limit depiction of Maximum Likelihood fits for S0 in comparison to unitarity
bounds. The green area marks the validity range for this operator concerning unitarity.
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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Figure 9.2: Limit depiction of Maximum Likelihood fits for S1 in comparison to unitarity
bounds. The unitarity bounds remain inside the statistical limits for all clipping values. No
validity range could be detected.
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(a) Clipping scan for 𝑚𝑙𝑙.



8 Bibliography 41

1 1.5 2 5
mcut

llvv [TeV]

40

20

0

20

40
W

ils
on

 c
oe

ffi
cie

nt
 f′ M

0′
 [1

/T
eV

4 ]

M0 for mo1

best fit value
1  limits
2  limits
unitarity bounds for M0
valid up to 1.29 TeV

(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.3: Limit depiction of Maximum Likelihood fits for M0 in comparison to unitarity
bounds. The green area marks the validity range for this operator concerning unitarity.
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.4: Limit depiction of Maximum Likelihood fits for M1 in comparison to unitarity
bounds. The green area marks the validity range for this operator concering unitarity.
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.5: Limit depiction of Maximum Likelihood fits for M7 in comparison to unitarity
bounds. The green area marks the validity range for this operator concering unitarity..
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.6: Limit depiction of Maximum Likelihood fits for T0 in comparison to unitarity
bounds. The green area marks the validity range for this operator concering unitarity..
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.7: Limit depiction of Maximum Likelihood fits for T1 in comparison to unitarity
bounds. The green area marks the validity range for this operator concering unitarity.
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(a) Clipping scan for 𝑚𝑙𝑙.
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(b) Clipping scan for 𝑚𝑜1.
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(c) Clipping scan for 𝑚𝑇 .

Figure 9.8: Limit depiction of Maximum Likelihood fits for T2 in comparison to unitarity
bounds. The green area marks the validity range for this operator concering unitarity.
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