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1 Introduction

The observed conservation of charged-lepton flavor is a long-standingmystery. Despite the lack of protection
from a fundamental symmetry, no charged-lepton-flavor-violating decays have been observed [1].

Lepton-flavor violation has been observed in the neutrino sector [2, 3], but the rate of charged-lepton-flavor
transitions mediated by neutrino-flavor oscillations is expected to be vanishingly small [4], giving, for
example1, B(𝑍 → 𝑒𝜇) < 4 × 10−60. New sources of charged-lepton-flavor violation would indicate
physics beyond the Standard Model (BSM), and searches for such violations can be used to constrain BSM
theories [5–8].

A search for muon decays into 𝑒+𝑒−𝑒+ by SINDRUM [9] and a search for 𝜇 → 𝑒𝛾 by MEG [10] imply
B(𝑍 → 𝑒𝜇) < 5×10−13 at 90% confidence level (CL) [11]. However, these interpretations are indirect, and
can be evaded in intriguing scenarios, such as anomalous magnetic moments or delicate cancellations [11],
which cannot be ruled out. Direct searches for two-body decays into 𝑒𝜇 therefore remain a vital part of the
investigation into charged-lepton-flavor violation. Searches at LEP give B(𝑍 → 𝑒𝜇) < 1.7 × 10−6 at 95%
CL [12–15] and a previous search at the Large Hadron Collider yielded B(𝑍 → 𝑒𝜇) < 7.5 × 10−7 at 95%
CL [16], in 20.3 fb−1 of 8 TeV proton collision data collected by the ATLAS experiment. Searches for
𝑍 → 𝜏ℓ, where ℓ = 𝑒 or 𝜇, report limits of B(𝑍 → 𝑒𝜏) < 5.0 × 10−5 and B(𝑍 → 𝜇𝜏) < 6.5 × 10−6 at
95% CL [17].

This paper presents a search for 𝑍 → 𝑒𝜇 using 139 fb−1 of proton collision data collected at
√
𝑠 = 13 TeV, in

which a boosted decision tree and a veto on 𝑏-quark-tagged jets are used to enhance the signal selection.

2 ATLAS detector

The ATLAS detector [18] consists of an inner detector (ID) surrounded by a solenoid that produces a
2 T magnetic field, electromagnetic (EM) and hadronic calorimeters, and a muon spectrometer (MS)
immersed in a magnetic field produced by a system of toroidal magnets. The ID measures the trajectories
of charged particles over the full azimuthal angle and in the pseudorapidity2 range of |𝜂 | < 2.5 using
silicon pixel, silicon microstrip, and straw-tube transition-radiation tracker detectors. Liquid-argon (LAr)
EM sampling calorimeters cover the range |𝜂 | < 3.2 and a scintillator-tile calorimeter provides hadronic
calorimetry for |𝜂 | < 1.7. In the endcaps (|𝜂 | > 1.5), LAr is also used for the hadronic calorimeters,
matching the outer |𝜂 | limit of endcap EM calorimeters. The LAr forward calorimeters extend the coverage
to |𝜂 | < 4.9 and provide both the EM and hadronic energy measurements. The MS measures the deflection
of muons within |𝜂 | < 2.7 using three stations of precision drift tubes, with cathode strip chambers in the
innermost station for |𝜂 | > 2.0, and provides separate trigger measurements from dedicated chambers in the
region |𝜂 | < 2.4. A trigger system implemented with hardware and software components is used to select
interesting events to be recorded for subsequent offline analysis [19]. An extensive software suite [20] is

1 The electric charges of the lepton pairs throughout the paper are omitted for brevity, but opposite charges are implied except
when specified.
2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the center of the LHC ring, and the 𝑦-axis points
upward. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Transverse momentum and energy are defined
relative to the beamline as 𝑝T = 𝑝 sin(𝜃) and 𝐸T = 𝐸 sin(𝜃).
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used in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger
and data acquisition systems of the experiment.

3 Analysis strategy

The search for flavor-violating decays of the 𝑍 boson is performed by examining the invariant mass
distribution of opposite-charge 𝑒𝜇 candidates for evidence of a narrow peak consistent with direct 𝑍 boson
decay. The event selection requires two isolated energetic, oppositely charged leptons of different flavor:
𝑒±𝜇∓. The primary backgrounds consist of decays into 𝜏-lepton pairs (𝑍 → 𝜏𝜏 → 𝑒𝜇𝜈�̄�𝜈�̄�), decays
into muon pairs 𝑍 → 𝜇𝜇 where one muon is misidentified as an electron, dileptonic final states from
decays of top quark pairs (𝑡𝑡 → 𝑒𝜇𝜈�̄�𝑏�̄�), and decays of weak boson pairs (𝑊𝑊 → 𝑒𝜇𝜈�̄�). To suppress
the contribution from top quark and boson pairs, events are required to have little jet activity and only a
small amount of missing transverse momentum. To further reduce the background, a multivariate boosted
decision tree (BDT) [21] is trained to distinguish between signal and background events, and the BDT output
must exceed a threshold selected to optimize the ratio of expected signal to the square root of the expected
background yield. Events from background processes which pass the selection are expected to form a
smooth spectrum in the electron–muon invariant mass (𝑚𝑒𝜇) within the window 70 < 𝑚𝑒𝜇 < 110 GeV. A
binned likelihood fit, in which the signal is unconstrained, is performed. In the absence of a signal, an
upper limit on the branching fraction B(𝑍 → 𝑒𝜇) is set, related to a ratio of the observed 𝑒𝜇 yield to the
average of the observed yields of 𝑒𝑒 and 𝜇𝜇 events to cancel out common systematic uncertainties.

4 Monte Carlo samples

Samples of simulated collisions generated using Monte Carlo (MC) methods are used to estimate the
dominant backgrounds as well as to optimize the event selection. All MC samples were produced using
the ATLAS detector simulation [22] based on Geant44 [23]. Simulated signal 𝑍 → 𝑒𝜇 events were
generated at leading order with Pythia 8.210 [24] using the A14 set of tuned parameters (tune) [25] and
the NNPDF2.3lo parton distribution function (PDF) set [26].

Background events with leptonically decaying𝑊 bosons or 𝑍 → 𝜏𝜏 production in association with jets
were simulated with the Sherpa 2.2.1 [27] generator using next-to-leading-order (NLO) matrix elements
for up to two partons, and leading-order (LO) matrix elements for up to four partons, calculated with the
Comix [28] and OpenLoops [29–31] libraries. They were matched with the Sherpa parton shower [32]
using theMEPS@NLO prescription [33–36] and the set of tuned parameters developed by the Sherpa
authors. The NNPDF3.0nnlo set of PDFs [37] was used and the samples were normalized to a cross-section
prediction at next-to-next-to-leading order (NNLO) in QCD [38].

Background events with 𝑍 → 𝜇𝜇 or 𝑍 → 𝑒𝑒 in association with jets were modeled with the PowhegBox v1
MC generator [39–42] at NLO in the hard-scattering processes of 𝑍 boson production. It was interfaced
to Pythia 8.186 [43] for the modeling of the parton shower, hadronization, and underlying event, with
parameters set according to the AZNLO tune [44]. The CT10nlo PDF set [45] was used for the hard-
scattering processes, whereas the CTEQ6L1 PDF set [46] was used for the parton shower. The effect of
QED final-state radiation was simulated with Photos++ 3.52 [47, 48]. The EvtGen 1.2.0 program [49]
was used to decay bottom and charm hadrons.
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All the 𝑍 boson samples, including 𝑍 → 𝜏𝜏, 𝑍 → 𝜇𝜇, 𝑍 → 𝑒𝑒 and 𝑍 → 𝑒𝜇 events, were reweighted such
that the transverse momentum (𝑝T) of the 𝑍 boson matches that observed in 𝑍 → 𝑒𝑒 and 𝑍 → 𝜇𝜇 decays
in data [50].

Samples of events with fully leptonic diboson final states and semileptonic diboson final states, where one
boson decays leptonically and the other hadronically, were simulated with the Sherpa 2.2.1 or 2.2.2 [27]
generator depending on the diboson (𝑉𝑉) process, including off-shell effects and Higgs boson contributions
where appropriate. They were generated using matrix elements at NLO for up to one additional parton
and at LO accuracy for up to three additional parton emissions. Samples for the loop-induced processes
𝑔𝑔 → 𝑉𝑉 were generated using LO-accurate matrix elements for up to one additional parton emission for
both the cases of fully leptonic and semileptonic final states. The matrix element calculations were matched
and merged with the Sherpa parton shower based on Catani–Seymour dipole factorization [28, 32] using
the MEPS@NLO prescription. The virtual QCD corrections were provided by the OpenLoops library.
The NNPDF3.0nnlo set of PDFs was used, along with the dedicated set of tuned parton-shower parameters
developed by the Sherpa authors. The cross section for the𝑊𝑊 → 𝑒𝜇𝜈�̄� processes was normalized to a
prediction at NNLO in QCD [51].

The top quark backgrounds, i.e. 𝑡𝑡 and single top production, were modeled with the PowhegBox v2 [39–41,
52] generator at NLO, using the four-flavor scheme and the NNPDF3.0nlo set of PDFs. The events were
interfaced with Pythia 8.230 using the A14 tune and the NNPDF2.3lo set of PDFs.

Additional 𝑝𝑝 collisions from the same bunch crossing are included in each event, according to the
distribution observed in data. The simulated events are reconstructed with the same software as the data.

5 Object selection

Events are required to have at least one primary collision vertex that has at least two associated tracks,
each with transverse momentum 𝑝T > 0.5 GeV. The primary vertex is selected as the one with the largest
Σ𝑝2T, where the sum is over all tracks with transverse momentum 𝑝T > 0.4GeV that are associated with
the vertex.

Candidate electrons are required to have 𝑝T > 27 GeV and pseudorapidity |𝜂 | < 1.37 or 1.52 < |𝜂 | < 2.47
to ensure they are contained in the high-granularity region of the EM calorimeter and avoid the transition
region between the barrel and endcap calorimeters. Candidates must satisfy the “TightLH” identification
requirements [53], which are based on calorimeter shower shape, ID track quality, and the spatial match
between the shower and the track, as well as the “Tight” isolation requirement [53]. The track parameters
𝑧0 and 𝜃 are the longitudinal impact parameter and the polar angle of the electron candidate at the point of
closest approach of the track to the beam, respectively. Electrons are required to have a transverse impact
parameter with respect to the measured beam position of magnitude less than 5𝜎, where 𝜎 is its estimated
uncertainty, and |𝑧0 sin 𝜃 | less than 0.5 mm.

Candidate muons are required to have 𝑝T > 27 GeV and |𝜂 | < 2.5. Candidates must also satisfy the
“Medium” identification requirements [54], which are based on track quality, as well as the “Tight” isolation
requirement [55]. Muons are also required to have a transverse impact parameter with respect to the
measured beam position of magnitude less than 3𝜎, and |𝑧0 sin 𝜃 | less than 0.5 mm.

Hadronic jets are reconstructed from topological clusters [56] of energy deposits in the EM and hadronic
calorimeters using the anti-𝑘 t algorithm [57, 58] with distance parameter 𝑅 = 0.4. The topological
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clusters are calibrated at the EM energy scale. The jets are fully calibrated using the EM+ jet energy scale
scheme [59], and required to have 𝑝T > 20 GeV and |𝜂 | < 2.5. To reject jets from other 𝑝𝑝 collisions
(pileup), candidate jets with 𝑝T < 60 GeV and |𝜂 | < 2.4 are required to pass the jet vertex tagger [60], a
likelihood discriminant combining information from several track-based variables.

Jets containing 𝑏-hadrons are tagged if they satisfy the requirements of the highest-efficiency working point
(85% for jets in 𝑡𝑡 events containing 𝑏-hadrons) of the MV2c10 multivariate tagging algorithm [61], which
is based on track impact parameters and secondary vertices that are reconstructed from the tracks with
large impact parameter significances.

The missing transverse momentum (with magnitude 𝐸missT ) is calculated as the negative vectorial sum of
the 𝑝T of all reconstructed and calibrated electrons, muons, tau leptons, photons and jets [62, 63], as well
as inner-detector tracks originating from the primary vertex but not associated with any reconstructed
objects.

6 Event selection

The dataset used in this search was collected during LHC Run 2 in stable beam conditions and with
all detector systems operating normally. For this search, performed in 139 fb−1 of 𝑝𝑝 collisions at√
𝑠 = 13 TeV recorded between 2015 and 2018, the candidate events of interest are required to satisfy
either a single-electron trigger [64, 65] or a single-muon trigger [66]. Both triggers had 𝑝T thresholds that
increased from 20 to 26 GeV during the data-taking period.

Events in the signal region are selected by requiring one electron and one oppositely charged muon with an
invariant mass in the window 70 < 𝑚𝑒𝜇 < 110 GeV. Events in the control region are selected by requiring
two opposite-charge electrons (muons) with an invariant mass in the window 70 < 𝑚𝑒𝑒 (𝜇𝜇) < 110 GeV,
to estimate the expected number of 𝑍 bosons. Events with more than two candidate leptons are vetoed,
using the “Loose” electron [67] or muon [55] identification criteria. To suppress the top quark background,
candidate events are vetoed if they contain a leading jet with 𝑝T > 60 GeV, or 𝐸missT > 50 GeV, or any jets
tagged as containing 𝑏-hadrons.

A machine-learning strategy is used to find the optimal selection in the three-dimensional space of
leading jet 𝑝T, 𝐸missT , and 𝑝𝑒𝜇T to further suppress the background and enhance the signal; if no jets are
reconstructed, a value of zero is used for the leading jet 𝑝T. A gradient BDT is trained on samples of
simulated signal and background events in the mass window 85 < 𝑚𝑒𝜇 < 95 GeV, excluding the 𝑍 → 𝜇𝜇

background, where large event weights lead to unstable performance in training. The threshold value for
the BDT output is chosen by maximizing the ratio of the expected signal to the square root of the expected
background. Distributions of BDT values for simulated signal and background events in the mass window
70 < 𝑚𝑒𝜇 < 110 GeV are shown in Figure 1 along with the ratio of data to MC background events as a
function of BDT value. There is no evidence of overtraining, as performance is consistent between testing
and training samples.

An analogous selection, but for same-flavor lepton pairs, is applied to build the control region sample used
to calculate a normalization which eliminates many systematic uncertainties. For the 𝑒𝑒 (𝜇𝜇) control
region sample, 𝑝𝑒𝑒T (𝑝𝜇𝜇

T ) is used as an input to the BDT.
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Figure 1: Distributions of BDT values for samples of simulated 𝑍 → 𝑒𝜇 signal and background events (histograms),
as well as data (points). The component labeled “non-resonant” includes all SM background processes except
𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇. The normalizations for the 𝑍 → 𝜏𝜏, 𝑍 → 𝜇𝜇, and non-resonant background use the best-fit
values in Table 1. A hypothetical 𝑍 → 𝑒𝜇 signal, whose branching fraction is set to 20 times the observed upper
limit, is shown with a dark red solid line for illustration purposes. The uncertainty band for the MC histogram
distribution includes both the systematic and statistical uncertainty. An arrow is added to show the analysis selection
requirement for the BDT, corresponding to a value of 0.18.

7 Background estimation

The dominant background in the full mass range considered is due to 𝑍 → 𝜏𝜏 → 𝑒𝜇𝜈𝑒𝜈𝜇𝜈𝜏𝜈𝜏 . The
subleading background is due to 𝑍 → 𝜇𝜇 decays where a muon is misidentified as an electron, due to
either muon decay, or radiation of a photon, or an unusually large energy deposit in the EM calorimeter by
the muon. Both the 𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇 contributions are modeled using simulated events.

Additional backgrounds are due to diboson processes, top quark single or pair production, and leptonically
decaying𝑊 bosons. These backgrounds are modeled using samples of simulated events for studies such as
validation of the background estimation method, but these samples are not used in the final likelihood fit.
The final background, in which two lepton candidates are misidentified jets, is estimated by extrapolating
from samples of data events with leptons of the same electric charge. Assuming that jets are equally
likely to be misidentified with either charge, the same-charge contribution is used as an estimate of the
opposite-charge contribution, after subtracting previously accounted-for processes, estimated using samples
of simulated events, to avoid double-counting. The non-resonant backgrounds, i.e. those other than
𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇, are the dominant background within the narrower mass range where the signal is
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Table 1: Best-fit values of background contributions for the 𝑍 → 𝜏𝜏, 𝑍 → 𝜇𝜇 and non-resonant backgrounds, from a
background-only fit to data corresponding to 139 fb−1, reported for the full mass window [70, 110] GeV, and for a
signal-enriched subwindow [85, 95] GeV. The statistical uncertainty, as defined in the text, is shown.

Best-fit contribution in mass window
Background [70, 110] GeV [85, 95] GeV
𝑍 → 𝜏𝜏 13716 ± 185 951 ± 13
𝑍 → 𝜇𝜇 1557 ± 209 533 ± 72
Non-resonant 4105 ± 259 1075 ± 68

expected. Roughly 80% of this non-resonant background comes from diboson processes and 10% consists
of two jets misidentified as lepton candidates. A second-order polynomial function is used to describe
the distribution of the non-resonant backgrounds and also to correct for residual differences between the
data and the backgrounds estimated from simulation samples, where the normalization and functional
parameters float in the fit. The functional form was validated against models of these backgrounds which
use samples of simulated events to describe the diboson and top quark contributions and use samples of data
and simulated events with leptons of the same electric charge to describe the fake-lepton contributions.

The branching fraction of 𝑍 → 𝑒𝜇 events is estimated using a binned extended maximum-likelihood fit to
the 𝑚𝑒𝜇 distribution, where the likelihood is also a function of the number of 𝑍 → 𝜏𝜏 events, the number
of 𝑍 → 𝜇𝜇 events and the number of events due to all non-resonant backgrounds, all of which are free to
float in the fit. The distributions in 𝑚𝑒𝜇 for the 𝑍 → 𝑒𝜇 signal and the 𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇 backgrounds
are modeled using histograms based on the samples of simulated events.

8 Results

Distributions of observed events, expected backgrounds after a background-only fit, and a benchmark
signal are shown in Figure 2. The spectrum of 𝑚𝑒𝜇 is consistent with the background expectation, with
no evidence of an enhancement near the 𝑍 boson mass. The best-fit values of the contributions from
the various background components are given in Table 1, and are consistent with the numbers from the
simulated events and the estimated fake-lepton contributions.

The branching fraction of 𝑍 → 𝑒𝜇, B(𝑍 → 𝑒𝜇), is related to the number of 𝑍 → 𝑒𝜇 decays (𝑁𝑍→𝑒𝜇)
divided by the product of the 𝑍 → 𝑒𝜇 signal acceptance and efficiency, (𝐴 × 𝜀)𝑍→𝑒𝜇, and the number of 𝑍
bosons expected in the sample (𝑁avg

𝑍
):

𝑁𝑍→𝑒𝜇 = 𝑁
avg
𝑍

× (𝐴 × 𝜀)𝑍→𝑒𝜇 × B(𝑍 → 𝑒𝜇) (1)

where 𝑁avg
𝑍
is the estimate of the number of 𝑍 boson events produced, as measured and geometrically

averaged from samples of 𝑒𝑒 and 𝜇𝜇 events with invariant mass in the range of [85, 95] GeV, selected with
the same requirements as the 𝑒𝜇 sample, other than the same-lepton-flavor requirement, and corrected for
background contributions, acceptance times efficiency and the 𝑍 leptonic branching ratio. Acceptance and
efficiency are measured in samples of simulated events. Comparisons of jet momentum, pseudorapidity
and multiplicity in the 𝑍 → 𝑒𝜇 sample, simulated at LO, with the respective quantities in the 𝑍 → 𝜇𝜇,
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Figure 2: Distribution of the invariant mass𝑚𝑒𝜇 of the 𝑍 → 𝑒𝜇 candidates, for data (points) and expected backgrounds
(lines) after the background-only likelihood fit. The goodness-of-fit, as measured by the 𝜒2 divided by the number
of degrees of freedom is 1.2, with probability 0.24. The final total fit is shown with a blue solid line, the 𝑍 → 𝜏𝜏

component with a green dashed line, the 𝑍 → 𝜇𝜇 component with a brown dotted line, and the pink dash-dotted
curve represents all non-resonant background contributions. The statistical uncertainty is shown with the light blue
band. A hypothetical 𝑍 → 𝑒𝜇 signal, its branching fraction scaled to 20 times the observed upper limit, is shown
as the dark red solid line for illustration purposes. The lower panel shows the ratio of observed data to expected
background yields.

simulated at NLO, show negligible differences after reweighting, and affect the 𝑍 → 𝑒𝜇 branching fraction
by less than 0.1%.

The estimate of B(𝑍 → 𝑒𝜇) is extracted using a maximum-likelihood signal-plus-background fit in which
B(𝑍 → 𝑒𝜇) is the paramter of interest and which incorporates nuisance parameters for the systematic
uncertainties and the parameters of the second-order polynomial function used to model the non-resonant
background. The best estimate is B(𝑍 → 𝑒𝜇) = (0.3 ± 1.1(stat) ± 0.6(syst)) × 10−7. The statistical
uncertainty is determined by fixing the nuisance parameters to their best-fit values. The systematic
uncertainty is determined by subtracting the square of the statistical uncertainty from the square of the total
uncertainty. An upper limit on B(𝑍 → 𝑒𝜇) is calculated at 95% CL using a one-sided profile-likelihood
test statistic in the asymptotic approximation [68]. The values of 𝜀𝑍→𝑒𝜇 and 𝑁

avg
𝑍
are given in Table 2. This

method gives a limit which is insensitive to sources of systematic uncertainty which are correlated between
the 𝑒𝑒, 𝜇𝜇 and 𝑒𝜇 final states, such as the jet 𝑝T threshold efficiency, modeling of 𝐸missT in simulation, and
the integrated luminosity.

The dominant remaining systematic uncertainties are due to the statistical uncertainty of the simulated
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Table 2: Values of quantities used to calculate B(𝑍 → 𝑒𝜇) via Eq. (1). Quoted uncertainties reflect statistical and
systematic contributions.

Quantity Value
𝐴 × 𝜀𝑍→𝑒𝜇 (10.3 ± 0.3)%
𝑁
avg
𝑍

(7.87 ± 0.19) × 109

events used to form histograms of the 𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇 backgrounds, which are applied independently
to each bin, allowing the bin content to vary. The expected upper limit including these uncertainties is
9.5% higher than the limit expected without these uncertainties.

Additional uncertainties include the jet energy scale and resolution uncertainty [59, 69], uncertainties in
the efficiency of the jet 𝑏-tagging [61], and the pileup reweighting uncertainties [70]. Further sources of
systematic uncertainty are the uncertainties in lepton trigger, reconstruction, identification and isolation
efficiencies [53, 71]. Electrons have additional uncertainties from energy scale and resolution uncertainties,
while muons have uncertainties from momentum resolution, track-to-vertex matching, and sagitta bias
correction uncertainties. These additional systematic uncertainties vary the shape of the histograms for the
𝑍 → 𝑒𝜇, 𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇 processes, and change the signal efficiency. The effects of these additional
systematic uncertainties degrade the expected limit by 2.4%. Uncertainties due to higher-order corrections
to the simulated 𝑍 → 𝑒𝜇 signal as well as uncertainties due to potential mismodeling of the simulated
background processes are found to be negligible.

Any potential bias due to the inability of the chosen polynomial function to accurately describe the
background is estimated by fitting the simulated signal-plus-background model to samples of simulated
background events. The resulting bias is found to be negligible.

Table 3 shows a summary of the uncertainties and their impact on the expected upper limit of the
signal branching fraction B(𝑍 → 𝑒𝜇). The observed (expected) upper limit on the B(𝑍 → 𝑒𝜇) is
2.62 (2.37) × 10−7 at 95% CL, which would correspond to approximately 200 𝑍 → 𝑒𝜇 reconstructed
events. The larger integrated luminosity (139 fb−1) and higher energy (

√
𝑠 = 13 TeV) for this search lower

the expected upper limit by a factor of three relative to the previous ATLAS result.
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Table 3: Effect of various sources of systematic uncertainty on the expected upper limit on the branching fraction
B(𝑍 → 𝑒𝜇), measured by comparing the expected limits obtained with and without a given source of uncertainty.
Uncertainties due to the statistical uncertainty of the samples of simulated events used to form the histograms which
describe the 𝑍 → 𝜏𝜏 and 𝑍 → 𝜇𝜇 background processes are treated as systematic uncertainties.

Source of uncertainty Degradation of B95%CL(𝑍 → 𝑒𝜇)
Statistical uncertainty in MC samples 9.5%

𝑍 → 𝜏𝜏 4.7%
𝑍 → 𝜇𝜇 6.1%

All other sources 2.4%
Jet energy scale and resolution 1.2%
Pileup 1.2%
Electron energy scale and resolution 0.8%
Lepton efficiency 0.7%
𝑏-tagging 0.6%
Muon resolution and bias correction 0.6%

9 Conclusion

A search for the lepton-flavor-violating process 𝑍 → 𝑒𝜇 is performed in 139 fb−1 of
√
𝑠 = 13 TeV proton

collision data at collected by the ATLAS experiment at the LHC. No localized excess consistent with such
a decay is observed in the 𝑚𝑒𝜇 spectrum. An upper limit of B(𝑍 → 𝑒𝜇) < 2.62 × 10−7 is set at 95% CL, a
significant improvement on the previous LHC limit, and the most stringent direct result yet reported.
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