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Abstract

This Technical Design Report Amendment describes revised plans for Event Fil-
ter Tracking in the upgrade of the ATLAS Trigger and Data Acquisition system
for the High Luminosity LHC. The motivation to change the baseline for Event
Filter Tracking is explained. Next, a description of the requirements for Event
Filter Tracking and the definition of the proposed baseline to meet these require-
ments are presented. Several demonstrations using various hardware and soft-
ware are reported in support of this proposal. Finally, the organization and
resources needed to deliver the new baseline are set out.
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Executive Summary

The Phase-II ATLAS Trigger and Data Acquisition System (TDAQ) Technical Design Report
(TDR) [1] documented the strategy and the design of the ATLAS TDAQ system for the High
Luminosity upgrade of the Large Hadron Collider (HL-LHC). This document amends the
TDR and describes the proposed new baseline for the Event Filter (EF) Tracking project.

Recent advances in software tracking and heterogeneous computing systems (which inte-
grate multiple types of computational units), design choices for the Inner Tracker (ITk), and
the decision to drop the option of a low-latency L1 hardware track trigger fundamentally
changed the assumptions behind the technology choice for EF Tracking in the TDR. Thus,
a decision process was set up to consider software-only, heterogeneous commodity, and
custom systems according to: technical feasibility, estimated tracking performance, oper-
ational procedures, opportunities for improvement, risks, and resource requirements. An
independent ATLAS review committee recommended that TDAQ commit to a commer-
cial solution for EF tracking and pursue accelerators to potentially mitigate risks related to
power and cost.

The physics goals and consequent EF Tracking use-cases remain as documented in the TDR.
High pile-up conditions at the HL-LHC present a significant challenge. Track and vertex
reconstruction are key tools to address this challenge. A combination of regional tracking at
1 MHz and full-scan tracking at 150 kHz will be used to achieve the required rejection. The
full-scan tracking rate has been increased with respect to the original TDR to accommo-
date newly identified potential requirements for missing transverse momentum, particle
flow reconstruction, large-radius tracking (LRT) for long-lived particles (LLPs), B-physics
triggers and Trigger-object Level Analyses (TLAs).

The proposed EF design is a flexible, heterogeneous commercial system consisting of CPU
cores and possibly accelerators, to perform the EF reconstruction which includes the compute-
intensive ITk track reconstruction. Demonstrators of tracking on several types of commod-
ity hardware (CPU, without and with FPGA and GPU accelerators) provide confidence that
the final system will meet all necessary specifications.

A management plan and organization breakdown structure is in place to deliver the fully
commissioned EF Tracking system by the end of Long Shutdown 3. The CORE cost of the
full EF farm including tracking needs is estimated to be 8.8 MCHE. After establishing the
requirements and specifications, two demonstrator phases will aim to develop and opti-
mize particular aspects of EF Tracking on a range of hardware. A technology choice will
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be made at the time of the Final Design Review (FDR) in 2025, followed by the final sys-
tem preparation for the overall EF Production Readiness Review (PRR). The technology
decision will be based on the trigger performance, the required power, rack space, cost,
flexibility, scalability, and operations considerations. The required effort for the project is
estimated to be 18 FTE/year (including 8 FTE/year of software/firmware engineering dur-
ing the initial demonstrator phases), for a total of 90 FTE-years. An initial analysis of risks
is also described.



1 Introduction

1.1 Context of this Document

The TDR for the Phase-II upgrade of the TDAQ [1] was completed in 2017 and approved by
the LHC Experiments Committee (LHCC) in 2018. It includes the baseline for EF Tracking
as a Hardware-based Tracking for the Trigger (HTT) based on associative memory ASICs
and FPGAs on custom ATCA boards, with the possibility of an evolution into a Level-1
Trigger. Since then, this baseline has been pursued according to the plans developed by the
ATLAS Collaboration and tracked by the Collaboration and by the Phase-II Upgrade Cost
Group (P2UG). However, a number of developments, which will be explained in the fol-
lowing subsections, have led the ATLAS Collaboration to review and ultimately to decide
to change the baseline for EF Tracking. This document supersedes the original Phase-II
TDAQ TDR on the matter of EF Tracking. It does not seek to provide an update on the
rest of the system described in the TDR, even though that may have evolved through the
normal process of specifications and design reviews that have followed.

The specific goals of this document are as follows:

¢ Describe the new baseline design for EF Tracking and the associated work plan.

¢ Describe the organization and resources needed to deliver the project.

* Give clarity to TDAQ institutes about the new project and how they can contribute."
Provide information needed to seek approval for this new baseline from the ATLAS
Collaboration, and CERN through the LHCC.

Provide documentation to support approaches to funding agencies.

1.2 Recent Advances Related to Track Reconstruction in Software

Over the past years ATLAS has carried out an intensive program of R&D to finalize the
ITk layout and to optimize the Phase-II track reconstruction software. Since the Phase-II
TDAQ TDR [1], the design of the ITk has been refined considerably. In particular, the five-
layer pixel system underwent major revision, not only to simplify the detector layout and
construction, but in particular to optimize the ring design for tracking performance and to

! While true at this draft stage, institute interest will be reported in section 3.4 in a future version so this point
will be removed from the document before it is submitted to the LHCC.



1.2 Recent Advances Related to Track Reconstruction in Software

minimize the CPU required for reconstruction. The innovative ring design of the inclined
barrel sections, the pixel end-caps and inner ring sections allows for a strategic placement of
track measurements along the trajectories, limiting the distance between adjacent hits and
keeping the required hit coverage for efficient and high purity tracking at all 7. Figure 1.1
shows the ITk layout that is the result of this development process.
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Figure 1.1: A schematic view of the “ITk Layout” used for the studies presented in this document,
with a five-layer Pixel detector (red) surrounded by the Strip detector (blue). Only the positions of
the active sensors are shown. The final “ITk Layout” can be found in Reference [2].

At the same time, a novel approach for track reconstruction for high pile-up events in the
ITk was developed that fully exploits the precision and redundancy of the five-layer Pixel
System [3]. The new approach starts with a search for track candidate seeds from hit triplets
in the Pixel layers and makes use of the additional Pixel layers to very efficiently reject fake
combinations, before even starting the CPU intensive combinatorial Kalman filter based
track finder for each seed combination. The Pixel System hermetically covers the full %
acceptance of the ITk and provides by itself enough redundancy for a very high track-
finding efficiency.

At the time of the Phase-IIl TDAQ TDR, the track reconstruction using software took ap-
proximately 300 HS06 x sec [1] for the so-called "Inclined Duals" layout of the ITk. With
the latest fast ITk reconstruction software prototype, and with the updated ITk layout, the
time for reconstructing an event went down by more than a factor of 8 without major com-
promises in tracking performance, as will be shown in this document. Figure 1.2 shows
a comparison of the CPU needed for track reconstruction as a function of average pile-up



using the tracking software at the time of the Phase-II TDAQ TDR and the latest software
prototype.
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Figure 1.2: The total CPU time required in HS06 x sec to reconstruct a tf event in the ITk, as
a function of the average event pile-up. Shown are the results obtained for the "Inclined Duals”
detector layout and using the tracking software at the time of the Phase-1I TDAQ TDR and the
latest results for the fast ITk track reconstruction using the updated ITk detector design.

In addition to improvements in the software tracking, delays to the LHC schedule and re-
cent developments on the CPU market have resulted in a significant reduction in predicted
cost per HEP-SPEC06 (HS06) [4]: it is now 1.3 CHF/HS06 in 2027, compared to the Phase-II
TDAQ TDR prediction of 2 CHF/HS06 for 2026. Figure 1.3 shows the past and future pro-
jected server price evolution as reported by CERN IT [5].

1.3 Recent Advances Related to Commercial Compute
Accelerators

Since the Phase-II TDAQ TDR [1], industry trends for data centers are shifting toward a
model where a CPU is no longer the sole and primary unit of compute for many workloads
such as data streaming, analytics, and artificial intelligence applications. These heteroge-
neous systems integrate multiple types of computational units such as multi-core CPUs,
GPUs, DSPs, FPGAs and ASICs to perform the required computations more quickly (lower
latency) and/or achieve higher performance with lower power consumption to satisfy elec-
trical power and cooling constraints, as well as rack-space limitations. The concept of a
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Figure 1.3: Price/performance evolution of installed CPU servers by CERN IT [5]. The data point
labels show the price ratio of the previous to the current year. Two scenarios are shown with an
assumed 15% and 20% improvement per year, respectively.

heterogeneous commodity system lends itself well to consider promising future technolo-
gies.

While FPGAs have a 30-year history throughout the electronics industry, their use as server
accelerators in data centers is a relatively new but growing trend. For server use, FPGAs are
packaged as accelerator cards that plug into a Peripheral Component Interconnect Express
(PCle) slot in the server’s motherboard; these commercial accelerators are widely available
today. The computing performance and capabilities of GPUs have drastically improved
in recent years. Modern compilers enable writing feature-rich code that can be executed
by GPUs and extensions of the C++ language are being developed to allow implementing
"offloaded" calculations that may be executed by GPUs using a standard C++ formalism.
Future technologies that may be extremely compelling include unified memory architec-
tures where hybrid computing units with multiple types of CPU/GPU/FPGA cores are
co-located on the same chip and make use of a shared high-speed memory.

Developments in programming interfaces for a wide selection of computing hardware in-
cluding CPUs, GPUs and FPGAs also make heterogeneous commodity systems attractive.
Projects such as oneAPI/SYCL [6] are designed to make it possible to run a single codebase
on as many different types of hardware as possible, and to lower the barrier of entry for
writing code for non-CPU hardware.



1.4 Event Filter Tracking Technology Decision

In 2020 a series of steps and decision points were set out by the ATLAS P2UG Committee
and the TDAQ and ITk projects to review the proposed “evolution” of the Phase-II TDAQ
system described in the Phase-II TDAQ TDR [1]. As a result, a decision was taken not to
retain the “evolution” option. In summary, the evolution scenario foresaw a significant
increase of the Level-0 (LO) trigger rate (up to 4 MHz) and the concurrent introduction of a
second stage of fast selection (L1), mainly based on tracks reconstructed from selected data
from the ITk, to reduce the readout rate to an acceptable level (< 1 MHz). The combined
latency of LO and L1 trigger stages was constrained by the size of the detector front-end
(FE) buffers, as most detectors would only be read out in conjunction with a L1 trigger
signal. The decision not to pursue the “evolution” scenario was based primarily on the
risks in the development of the ITk Pixel FE ASIC, the reduced physics motivations due to
the stronger than anticipated limitations of throughput for the ITk Pixel Detector readout,
risks related to L1 latency and the technical challenges in commissioning an LO/L1 TDAQ
system alongside the LO TDAQ system.

The major implication for TDAQ was to eliminate the need to design a custom-based track
trigger for L1. In a statement to the collaboration, the Extended TDAQ Steering Group
(eTDSG) concluded: “The decision of ATLAS to exclude the possible evolution to a LO/L1
trigger system for the Phase-II upgrade, has removed the low latency requirement that
drove the TDR custom-based track trigger design.” Consequently, the “TDAQ hooks” de-
scribed in the Phase-II TDAQ TDR were deemed no longer necessary.

It also became apparent that some of the assumptions behind the original Phase-II TDAQ
TDR were in need of revision, due to recent advances in track reconstruction software (Sec-
tion 1.2) and commercial accelerator technology (Section 1.3). The L1 decision and revised
assumptions prompted TDAQ to review the Event Filter tracking technology, and in partic-
ular to re-evaluate which of the custom- and commodity-based approaches would be more
appropriate.

Three task forces were formed to evaluate the technical feasibility, estimated tracking per-
formance, operational procedures, opportunities for improvement, risks, and resource re-
quirements for software-only, heterogeneous commodity, and custom EF tracking solu-
tions. On the specific criterion of cost, the results from the task forces showed that the
estimated system cost from the FPGA-based heterogeneous commodity prototype is lower
than that of the software-only equivalent, although with potentially large uncertainties.

An independent ATLAS committee reviewed the reports from these three task forces and
recommended that “ATLAS commit to a commercial solution for EF tracking at HL-LHC,”
including further optimizations targeting the use of accelerators to potentially mitigate
risks related to power and cost: “TDAQ should continue investigating using hardware
accelerators to optimize the EF farm. The Heterogeneous commodity task force has largely
demonstrated proof-of-concept, and a heterogeneous solution (including FPGAs and/or
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GPUs) could lead to substantial power and cost savings.” The eTDSG endorsed this recom-
mendation, following which the TDAQ Institutional Board (TDIB) approved the drafting
of this TDR amendment. Following approval by the TDIB and the ATLAS Executive Board,
it was submitted to the LHCC for review.

The new Phase-II TDAQ architecture baseline is shown in Fig. 1.4.

1.5 Outline of this Document

This document is organized into three main parts. Chapter 1 contains an introduction.
Chapter 2 presents an overview of track reconstruction in the EF; the physics motivation,
trigger menu, and tracking requirements; the definition of the new system; a description
of the demonstrators that have been developed since the publication of the Phase-II TDAQ
TDR [1]; and the program for the optimization of the system. Chapter 3 describes the project
management and organization, planning and scheduling, required effort and financial re-
sources, and risk analysis and mitigation strategies. The glossary in Appendix A defines
many of the common acronyms and terms used in this document.
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2 System Considerations

2.1 Track Reconstruction in the Event Filter

The EF system is a multi-threaded asynchronous processing farm of commodity servers
running a subset of offline-like reconstruction algorithms and menu-driven event selection.
As shown in Fig. 1.4, EF processes receive event data from the Dataflow system and provide
the accept/reject decision and selected reconstruction data for offline storage. As described
in the Phase-IIl TDAQ TDR [1], high luminosity (and consequently high pile-up) conditions
give rise to specific challenges for the object and event reconstruction algorithms planned
for the EF, in particular for track reconstruction.

The EF track reconstruction chain is comprised of the preparation of the input ITk data
followed by track finding (which is usually broken up into a series of algorithmic steps as
described below). Track candidates and their associated properties are provided for use by
subsequent trigger algorithms.

The input to the track reconstruction is the ITk raw data: the size of each event at (i) = 200
is assumed to be 1.6 MB (Pixel) + 0.5 MB (Strip) = 2.1 MB (total). An initial data preparation
stage (ITk Data Preparation) consists of decoding of the ITk raw data byte stream and
clustering the hits in each ITk sensor. There is the option to prefilter hits and/or to create
space points using the ITk Strip clusters from each side of a stave or petal, exploring the
stereo angle between both sides and reducing the number of measurements to be handled
in later steps in the reconstruction chain.

Next, a seed formation and pattern recognition step (Track Seeding & Pattern Recogni-
tion) takes a subset of hit clusters or space points to identify hit combinations that would
correspond to likely track candidates. One option is to utilize Pixel hit combinations to
determine the initial track seeds; this is made possible by the five-layer ITk Pixel Detector
which covers the full range of —4 < 1 < 4. A second option is to seed tracks from the outer
layers of the ITk, typically 7 or 8 Strip layers plus the outermost Pixel layer at central 7.

The final stage (Track Extension, Fitting & Ambiguity Resolution) includes the combina-
torial Kalman Filter to extend track seeds into complete track candidates (into additional
layers if needed), algorithms for duplicate removal, fake rejection and resolving ambiguous
track candidates, and the final high precision track fit to determine the track parameters.

The ITk geometry and magnetic field map of the detector is used at different levels of pre-
cision across the algorithms in the tracking chain, depending on the needs. The ultimate
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offline ITk material maps and field description will be available to the trigger reconstruction
by means of the A Common Tracking Software (Acts) tracking software framework [7].

The resulting track candidates are used by EF trigger algorithms such as primary vertex
determination, b-tagging, charged lepton identification and particle flow. The proposed
use of tracking for specific trigger signatures is described in Section 2.2.

2.2 Physics Motivation, Trigger Menu, and EF Tracking
Requirements

The physics goals of the High Luminosity LHC (HL-LHC) remain as set out in the Phase-II
TDAQ TDR [1]. They include a detailed exploration of the mechanism of electroweak
symmetry breaking through the properties of the Higgs boson, searches for new physics
through the study of rare Standard Model processes, searches for new heavy states and
LLPs, searches for weakly-coupled particles, and measurements of the properties of any
newly discovered particles.

The high pile-up environment at the HL-LHC will make it challenging to achieve these
physics goals. Exceptional performance of the ATLAS trigger system, including high-
quality tracks at the Event Filter level, is required. Figure 2.1 shows the expected lumi-
nosity profile for HL-LHC. It is expected that Run-4 will start at the end of 2027 and will
reach a maximum peak luminosity of 5 x 10 em %71, corresponding to an average of 140
simultaneous p-p interactions per bunch crossing (pile-up). Run-5 starts in 2032 and will

reach 7.5 x 10°* em s~ or 200 pile-up.
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Figure 2.1: Projected HL-LHC luminosity profile. The highest pile-up of 200 will be reached only in
the second year of Run-5 (2033).
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2.2.1 Tracking in the Phase-II TDAQ TDR Trigger Menu and Beyond

The high pile-up conditions planned for the HL-LHC give rise to specific challenges for the
trigger algorithms. The calorimeter energy resolution and calorimeter isolation effective-
ness are reduced due to pile-up, while the rate of interesting events increases. Multi-object
triggers also have higher rates due to coincidence candidates where the objects come from
different collisions. This leads to a need for a high L0 trigger rate. Tracking information
from the ITk in the trigger selection is a key ingredient to control this rate in the ATLAS
Trigger strategy for HL-LHC. Tracking can be used to reduce the rate of coincidences by
requiring tracks associated with objects to come from the same vertex, requiring candi-
dates have an appropriate number of high-pr tracks, and using particle flow and similar
techniques to improve resolution. The tracking itself however becomes more challenging
because the higher hit density of tracking detectors makes pattern recognition more com-
putationally intensive and more susceptible to fakes.

2.2.1 Tracking in the Phase-II TDAQ TDR Trigger Menu and Beyond

The Phase-Il TDAQ TDR presented a representative trigger menu which demonstrated that,
with the Phase-II upgrade, ATLAS could achieve trigger selections as good as, or even
better than, those available in Run-1 for most triggers, with only moderate losses for the
most challenging triggers. The trigger menu from the Phase-IIl TDAQ TDR is shown in
Table 2.1. Tracking in the EF is critical to achieving the rejection shown in the last two
columns of the table.

The EF will receive input from Level-0 at 1 MHz, and will perform regional tracking on the
majority of those events', in Regions of Interest (Rols) which are defined based on objects
identified by the Level-0 trigger. After trigger selections using the regional tracking, full-
scan tracking will run at a reduced rate, over the entire ITk detector. In both cases, tracking
extends to the full 77 range of the ITk detector.

Regional Tracking

Regional tracking can be used to verify the presence of high-pr tracks in single high-pt lep-
ton triggers and associating objects to a common vertex, while significantly reducing back-
grounds containing objects from multiple vertices. For this purpose, the regional tracking
reconstructs tracks down to 2 GeV, which was demonstrated in the TDR to be sufficient to
associate jets with pp 2 40 GeV to vertices.

In order to achieve the rates presented in the Phase-II TDAQ TDR trigger menu, regional
tracking is needed at approximately 1.5% 7 x ¢ coverage °, but since this is based on a

! Specifically, on all the triggers which show a rate reduction from LO to "After regional tracking" in the table.

2 The TDR had a number of 2.3% estimated for the core |7] < 2.5 region, but making an appropriate average
over the full coverage using a Monte-Carlo (MC) simulation gives 1.5%. This same MC simulation was used
for the regional readout task force.
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2.2 Physics Motivation, Trigger Menu, and EF Tracking Requirements

Table 2.1: Representative trigger menu for 1 MHz Level-0 rate. The offline pt thresholds indicate
the momentum above which a typical analysis would use the data.

Offline pr Threshold [GeV] Planned After | Event

HL-LHC LO | regional | Filter

Run 1 Run 2 Offline pr Rate | tracking Rate

Trigger Selection (2017) Threshold [GeV] | [kHz] [kHz] | [kHz]
isolated single e 25 27 22 200 40 1.5
isolated single p 25 27 20 45 45 1.5
single y 120 145 120 5 5 0.3
forward e 35 40 8 0.2
di-y 25 25 25,25 20 0.2
di-e 15 18 10,10 60 10 0.2
di-p 15 15 10,10 10 2 0.2
e—u 17,6 8,25 /18,15 10,10 45 10 0.2
single T 100 170 150 3 3 0.35
di-t 40,30 40,30 40,30 200 40 | 05
single b-jet 200 235 180 - 55 | 035"
single jet 370 460 400 0.25
large-R jet 470 500 300 40 40 0.5
four-jet (w/ b-tags) 45+(1—tag) 65(2-tags) 100 20 0.1
four-jet 85 125 100 0.2
Hyp 700 700 375 50 10 | 02t
ET™® 150 200 210 60 5 0.4
VBF inclusive 2x75 (Ay > 2.5 33 5| 05

& Ap < 2.5)

B-physics' 50 10 0.5
Support Triggers 100 40 2
Total rate 1066 338 10.15

" In Run 2, the 4-jet b-tag trigger operates below the efficiency plateau of the Level-1 trigger.
" Thisis a place-holder for selections to be defined.
" Assumes additional analysis-specific requirements at the Event Filter level
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2.2.1 Tracking in the Phase-II TDAQ TDR Trigger Menu and Beyond

representative menu, a suitable margin needs to be included. The TDR requirement was
specified using a data volume estimate specific to the architecture in the TDR which corre-
sponds to 5% n x ¢ coverage. The 5% 1 X ¢ coverage requirement will be retained. This
system requirement provides a margin of around a factor of 3. It should be noted that differ-
ences in configuration and performance of triggers can easily change the regional tracking
needs by around a factor of 2, so this is conservative, but not excessive. For example, the
TDR Level-0 Trigger (LO) menu dedicates 200 kHz each to single electron and di-7 triggers,
however improved performance of those triggers” identification could reduce their rate, al-
lowing higher rates to be dedicated to multijet or Ey' iSS’criggelrs. Similarly, changes in the
trigger prioritization could also lead to more hadronic triggers. An addition of 200 kHz
of hadronic triggers could lead to an additional ~ 1.5% in regional tracking (doubling the
TDR menu estimate). Changing the Rol size could again change the regional tracking by
order 25%, and using asymmetric trigger thresholds could require tracking in lower-pr jets
which have higher multiplicities (see Figure 2.2).

The regional tracking estimate in the Phase-II TDAQ TDR trigger menu is calculated as-
suming 1 X ¢ Rols:

* ¢, u,and 7: 0.2 x 0.2
¢ small-R jets: 0.8 x 0.8
* large-Rjets: 2.0 x 2.0

Full-scan Tracking

Use cases for full-scan tracking include b-tagging and track-based calibration on all jets
with pr > 20 GeV, calculation of variables such as the EF™ soft-term, pile-up correc-
tion/mitigation, and searching for additional soft jets. Figure 2.2 from the Phase-II TDAQ
TDR [1] shows that for both 4-jet and EX"*® events, there are on average 13 jets with pp >
20 GeV. This large number combined with the effect of the beam spot spread in z and the
bending of tracks in ¢ means that essentially the entire detector is needed for b-tagging
and track-based calibration of these jets. It is therefore assumed that single jet (small-R),

multi-jet, di-, Ef"**, and Hy triggers will all use full-scan tracking.

In the Phase-II TDAQ TDR trigger menu, the full-scan tracking need was estimated to be
91 kHz, with the system requirement set at 100 kHz. This was based on estimates of the
tracking needs for each of the items in the representative menu. The TDR margin on this
was lower than for regional tracking, but the previous baseline hardware was meant to be
designed with sufficient margin to ensure that the requirements are met.

This requirement has been revisited and raised to 150 kHz full-scan tracking to provide
additional margin. One scenario where additional full-scan tracking could be critical is in
the EMs trigger, where the number of objects used in the Global Trigger to construct the
L0 EMS was assumed in the Phase-Il TDAQ TDR to be based on a 45GeV jet threshold.
If a lower threshold is used, or if unclustered soft-terms are used it may be preferable to
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Figure 2.2: Left: The mean number of jets in events as a function of the minimum jet pt for
events that are selected at Level-0 to have at least 4 jets with pr above 50 GeV for two threshold
scenarios. The error bars on the plot indicate the RMS of the jet distributions. The x-axis jet energy
is the calibrated offline energy. Right: The mean number of jets for events selected by a Level-0
EXS trigger for two threshold scenarios. The errors bars on the plot indicate the RMS of the jet
distributions. The x-axis jet energy is the calibrated offline energy.

do full-scan tracking on all the LO EX™*® triggers, without an initial rejection from regional

tracking. This would raise the full-scan tracking requirement by about 50 kHz.

Since the development of the representative trigger menu in the Phase-Il TDAQ TDR, sev-
eral other use-cases for full-scan tracking have become apparent. These cases would benefit
from any available full-scan tracking rate. The use of LRT has grown in recent years, mo-
tivated by searches for LLPs. Some triggers (e.g. ET iSS) might warrant full-scan LRT pro-
cessing and/or displaced vertex finding. The Run-3 B-physics trigger menu includes some
triggers that are seeded from all L1 triggers for B — K*ee. The use of such trigger strategies
will be EF processing limited and could lead to an increase in either regional or full-scan
tracking. Trigger-level analyses (TLA) need offline-quality tracking to make their decisions,
since no further event and object reconstruction will be performed offline. Depending on
the signature, this could require either regional or full-scan tracking. Particle flow jet recon-
struction requires high quality tracks from all vertices to achieve pile-up subtraction in the
calorimeter.

2.2.2 Event Filter Tracking Requirements

To achieve the goal of maintaining a menu with thresholds similar to Run-1, the EF re-
construction algorithms and resulting trigger decisions must be robust against pile-up, so
that rates scale approximately linearly with luminosity. Some of our most powerful tools
to mitigate pileup include the use of tracking to isolate high-transverse-momentum recon-
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structed objects or to associate them with a common vertex. The EF must be capable of
reconstructing vertices and tracks as needed for pile-up suppression.

Overall tracking efficiency shall be close to the offline efficiency [2]; for example, central
muons with pr > 10 GeV shall be 98% efficient relative to offline tracking. Regional track-
ing is required at the full Level-0 rate over 5% 1 X ¢ coverage, for initial rejection in sin-
gle high-pr lepton and multi-object triggers. Regional tracking will be performed for all
charged tracks with pp > 2 GeV and |y| < 4.0. Full-scan tracking is required for a rate
of 150 kHz. Full-scan tracking for soft jets, calculation of the EF**soft term and pile-up
correction and mitigation requires reconstruction of all charged tracks with pr > 1GeV and
|7] < 4.0. Full-scan tracking for b-jet identification additionally requires track quality and
minimum py similar to offline track reconstruction [8]. For example, track parameter res-
olutions for full-scan tracking shall be within a factor of two of the offline performance.
Trigger-signature-specific tracking needs, including likely signature-specific tunings, will
be evaluated.

Requirements on efficiency, resolution and fake rates are inspired by the Run-1/2 experi-
ence and previously developed track trigger requirements within the TDAQ community to
evaluate the demonstrators described in this document. The full requirements for EF Track-
ing will be set out in the system specifications document and reviewed in the Specification
Validation Review, as described in Section 3.3.

2.2.3 Large Radius Tracking

The HL-LHC dataset will provide an important opportunity for new physics searches in
final states with LLPs. These final states appear in a wide range of beyond-Standard-Model
theories, arising in decays with small couplings, limited phase space, or a heavy off-shell
intermediary particle. Searches for LLPs are a key target for the future and will benefit
greatly from increasing luminosity thanks to their low backgrounds, but they are often not
covered by typical trigger selections. To enable new triggers for some of these searches, the
EF should provide LRT, which focuses on tracks with high impact parameters like those
resulting from the decays of long-lived particles. This is discussed further in Sections 2.4.1
and 2.4.2.

2.2.4 Simulation of the EF Trigger Selection

The need to study the trigger reconstruction and selection on Monte Carlo (MC) simulation
is an important constraint to the EF tracking. A CPU-only track reconstruction would al-
low to apply the same online EF trigger selection in the offline MC simulation production.
FPGA or GPU based tracking implementations would require developing and maintaining
a dedicated EF track reconstruction emulation for the offline MC simulation, unless such
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accelerator-based systems would also become available for the full offline simulation pro-
duction. An implementation of the EF track reconstruction using C++ extensions support-
ing heterogeneous processing technologies would ensure better portability of accelerator
code to other types of processors. Such heterogeneous processing technologies are under
active development in the ATLAS Computing and Software project [9].

2.3 Definition of New System

2.3.1 Flexible, Heterogeneous Commercial System

The proposed EF design is a flexible, heterogeneous commercial system consisting of CPU
cores and possibly accelerators, to perform the EF reconstruction including the compute-
intensive ITk track reconstruction. A program will be undertaken to optimize the specific
components that perform the different tasks in the ITk track reconstruction chain. This
chain involves all reconstruction steps of ITk Data Preparation, Track Seeding & Pat-
tern Recognition, and Track Extension, Fitting & Ambiguity Resolution described in Sec-
tion 2.1. The different steps of the ITk track reconstruction chain could be executed either
on CPUs or using accelerator hardware (GPU, FPGA, etc.), which could either be installed
within the EF nodes or in separate servers. The three demonstrators described in Section 2.4
span the range from a full software implementation on CPUs to a configuration which re-
lies heavily on FPGA accelerators and to a demonstrator based on GPU accelerators. Such
a heterogeneous approach gives the flexibility to select the best commercial hardware to-
gether with optimal algorithmic approaches. This approach allows to also benefit from
emerging commercial technologies as described in Section 1.3.

The optimizations of the overall EF system will be driven by the trigger performance, the
required cooling power, rack space, cost, flexibility, scalability, and by operations consider-
ations. The power limit at the ATLAS experiment site on the LHC ring (Point-1) is currently
planned to be 2.5 MW. The EF farm can be housed in the existing SDX1 data center and,
if needed, in additional compute containers to be installed at Point-1. The use of accel-
erator cards could significantly lower the power and space requirements of the EF farm
and provide flexibility in case additional compute capacity is needed to cover new physics
use-cases.

Compute requirements in this document are reported in units of HEP-SPEC06 (HS06),
which is the default benchmark for high energy physics applications [10]. The system cost-
ing presented in Section 3.2 is based on the CPU-only fast ITk track reconstruction pro-
totype shown in Section 2.4.1 and includes the non-tracking CPU estimates described in
the Phase-Il TDAQ TDR [1]. Based on conservative ° CPU power estimates of 0.25 (0.20)

% The 2021 TDAQ server purchase (AMD EPYC 7302) achieves 0.3 W/HS06 and servers with 0.2 W /HS06 are
already on the market.

18
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W/HS06 for Run-4 (Run-5), such a system would require 1.9 MW (2.3 MW) of power and
cooling in Run-4 (Run-5).

2.3.2 Opportunities Beyond Tracking
Additional Uses in Trigger

While tracking is the most computing intensive task in the EF, the use of accelerators could
also prove beneficial for other domains, i.e. calorimeter and muon reconstruction in the
EF. Parts of these have been studied in earlier GPU prototypes for the use in the Run-3
EF farm [11]. At the time they were not considered cost-effective compared to CPUs but
work has already restarted to re-evaluate these and other algorithms on current accelerator
hardware. Studies (including necessary demonstrators) will be coordinated in order to
converge on the optimal system for the EF overall.

Uses of System Outside of Data Taking

A large commodity EF farm will provide significant additional resources to the offline sim-
ulation production (the resource known as Sim@P1 [12]). Figure 2.3 shows the typical EF
farm usage during Run-2 data-taking (left) and the current long shutdown (right). Assum-
ing a 3:1 ratio of data-taking versus shutdown years during Phase-I, it is expected that the
EF farm will provide on average 42% of its compute capacity to offline production. Thanks
to operational improvements in switching the farm from data-taking to offline production,
the compute available to Sim@P1 is likely to increase even further already during Run-3.
Moreover, with the use of software containers and container orchestration for the EF appli-
cations in Run-4, it should be possible to run MC production even during data-taking when
processing resources are not needed by the EF.

Today, the usage of the EF farm for offline Geant4 simulation production would be re-
stricted to the CPU servers, because Geant4 does not support FPGA or GPU accelerators.
Applying the accelerator based trigger reconstruction to simulated events could make use
of the co-processors in the EF farm. Ongoing R&D by the offline software project to im-
prove the support for heterogeneous computing for other offline applications, like QCD
generators, fast simulation, or even Geant4, may lead to further opportunities to explore
accelerators if installed in the EF farm.

Exploration of New Technologies for Broader ATLAS Use
We expect the current trend towards power-efficient, heterogeneous computing architec-

tures to continue over the next decade. ATLAS is pursuing opportunities to run its soft-
ware applications on systems including massively-parallel, domain-specific accelerators
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EF farm usage during data-taking (2018) EF farm usage during LS (2019-20)

Idle 9%

® Stable Beam 25%

Idle 38% Power down 17%

® Simulation 75%

Power down 6% u Simulation 31%

Figure 2.3: Time sharing of the EF farm during data-taking (left) and the first two years of LS2
(right). When idle, power consumption is down to 30%. The farm was switched to simulation mode
only when a break of at least 24 hours in data-taking was foreseen.

optimized for tasks such as tensor manipulation, dataflow algorithms and graph process-
ing. This trend is currently seen in High Performance Computing (HPC) systems, which
provide large compute capacity via the use of accelerators. Unlike these external resources,
the choice of EF architecture is under the control of ATLAS and an ideal environment to
develop and deploy reconstruction algorithms that are able to optimally exploit heteroge-
neous computing resources. The invested effort will directly benefit and boost the R&D
program described in the ATLAS Phase-II Computing CDR [13].

2.4 Demonstrators

This section describes two demonstrators that have been developed since the publication of
the Phase-II TDAQ TDR [1] and a reminder of the previous work done to study the use of
GPUs in the Run-3 trigger system. Section 2.4.1 describes a system based on an improved
fast track reconstruction implemented entirely in software running on commodity CPUs
and Section 2.4.2 shows the implementation of an FPGA-based demonstrator using com-
modity PCle accelerator cards. Section 2.4.3 gives a brief recap on the prior work on track
reconstruction on GPUs.

2.4.1 Fast-tracking CPU-based Demonstrator
Technical description

Since the Phase-II TDAQ TDR [1], a fully functional ITk fast trigger reconstruction pro-
totype has been developed. In the following an overview of the algorithmic approach
is given, a detailed description of the default and fast ITk reconstruction strategy can be
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found in an ATLAS note [3]. The studies performed for this section used the ITk geometry
22-02-00 shown in Figure 1.1.

The largest contributor to the overall ITk reconstruction time is the Ambiguity Resolution.
In the default ITk reconstruction about 60% of the input track candidates pass the Ambigu-
ity Resolution algorithm. For the purpose of the fast ITk trigger reconstruction, the Ambi-
guity Resolution algorithm is omitted from the fast reconstruction chain. Instead, a tighter
track selection is implemented, including limiting the number of shared hits between out-
put tracks, in the Silicon Track Finding to remove duplicate and fake tracks already at this
stage. For the track parameter estimation the fast Kalman Filter track fit is used directly,
as applied by the Combinatorial Kalman Filter in the Silicon Track Finding algorithm. The
fast Kalman Filter makes use of the offline cluster calibrations and corrections, but uses
some approximations in particular in the material model. Therefore the fast Kalman Filter
is expected to yield a slight loss in resolution compared to the full track fit.

The Silicon Track Finding in the default ITk reconstruction was tuned for robustness and
physics performance, primarily to allow for studies of different detector layout options.
The fraction of the CPU spent in Seed Finding can be as large as 50 % for the ITk for a
sample with an average pile-up () = 200. Speeding up the Seed Finding and improving
the purity of the output seed collection by tuning the selection cuts leads to a significant
reduction in the reconstruction time, as it also reduces the subsequent time spent in the
road building and Combinatorial Kalman Filter. The five layer Pixel Detector covers the
full range of —4 < 1 < 4. Hence only Pixel hit combinations are used for the fast ITk track
reconstruction version of the Seed Finding, leaving out the strip seed iteration. In addition,
the cuts on the final number of hits and non-shared hits, that were previously applied in
the Ambiguity Resolution, are moved to the Silicon Track Finding to remove additional
fakes and duplicate track candidates from the output track collection. The pt cut in the
central region was raised from 900 MeV to 1 GeV and the impact parameter cut was set to
|zg| < 150 mm, to match the length of the beam interaction region for HL-LHC. The full list
of changes in Silicon Track Finding are listed in Table 2.2.

Table 2.2: Changes in tracking cuts used in Silicon Track Finding for fast and default (in parenthe-
ses) track reconstruction, depending on the pseudo-rapidity interval. Here z is defined with respect
to the mean position of the beam spot.

Requirement Pseudorapidity interval
7] <20 |20<|y|<26|26<]|yl <40
Pixel+Strip hits >9(7) >8(7) >7(7)
unique hits >7() >6(1) >5(1)
shared hits < 2 (no cut) < 2 (no cut) < 2 (no cut)
pr [MeV] > 1000 (900) | > 400 (400) > 400 (400)
|zg| [cm] < 15 (20) < 15(20) <15 (20)
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For the purpose of this study the optional recovery for Bremsstrahlung is disabled in the
Silicon Track Finding for primary track reconstruction. The electron reconstruction results
with recovery for Bremsstrahlung are discussed separately below.

The Pixel Space Point Formation, as well as the Strip and Pixel Clustering, has also been op-
timised for timing performance. The only technical difference being that default pixel clus-
tering looks at 8 neighbouring pixels, while fast clustering looks only at 4. Since the only
use of the space points in reconstruction is for finding track seeds, and because the seeding
using space points in the Strip Detector is turned off for the fast ITk track reconstruction,
there is no need to run the space point finding on the strip clusters, further reducing the
CPU time needed for fast ITk track reconstruction.

The new Pixel Detector is foreseen to use the RD53 readout chip [14] that features an im-
proved data compression. The new pixel readout chip achieves for a sample of tf events
with (u) = 200 an average event size of 1.6 MB(compared to the 0.5MB for the Strip De-
tector). It should be expected that unpacking of the ITk pixel and strip raw data will take
about the same time per kB as unpacking the current raw data information. The CPU time
spent on pixel and SCT raw data decoding is measured for the current detector on a sample
of high pile-up events taken in 2017. The results are then scaled by the ITk event size for
the pixels and strips raw data for () = 140 and 200. On MC simulation, the decoding of
byte stream raw data has to be replaced by the decoding of the file containing the simulated
hits.

Table 2.3: The CPU required in HS06 x sec to reconstruct tt MC events with () = 140 and 200
in the ITk. Listed are the results for the different reconstruction steps using the default and the fast
ITk track reconstruction. See the text for details.

() | Tracking | Release Byte Stream | Cluster | Space | SiTrack | Ambiguity || Total
K & Decoding | Finding | Points | Finding | Resolution || ITk
default 6.4 3.5 31.6 43.4 87.1
140 fast 219 22 6.1 1.0 13.4 - 227
default 8.3 4.9 66.1 64.1 146.6
200 fast 21.9 32 8.1 1.2 23.2 - 35.7

To study the CPU performance of the prototype fast ITk track reconstruction, {f samples
were used with () = 140 and 200. Shown in Table 2.3 are the results using release 21.9.
The timing numbers for ITk byte stream decoding are estimated as outlined above. The
results for release 21.9 were measured on a node with two Intel Xeon E5-2620 v4, 2.1 GHz
CPUs with a total of 16 cores and a performance of approximately 16.8 HS06 for single core
running. For comparison, the samples are also reconstructed on this machine using the
default ITk software.

Table 2.3 shows that the fast version of Silicon Track Finding is approximately six times
faster than the sum of the default Silicon Track Finding plus the Ambiguity Resolution for
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(u) = 140 and 200, respectively. A significant part of the CPU time is spent in byte stream
decoding, clustering and space point formation. The fast track reconstruction performance
is close to the full offline tracking performance, as will be shown later in this section. The
offline tracking performance meets or exceeds the performance requirements outlined in
Section 2.2.2. In Figure 1.2 the CPU requirements for the fast ITk track reconstruction pro-
totype is compared to the CPU time estimated for ITk reconstruction at the time of the
Phase-IIl TDAQ TDR [1].

Table 2.4: The CPU required in HS06 x sec to reconstruct tt MC events with (u) = 140 and 200
in the ITk, using full-scan and regional (5% n-¢ coverage) track selection cuts.

(u) | Tracking || Byte Stream | Cluster | Space | SiTrack || Total
Decoding | Finding | Points | Finding || ITk

140 full-scan 22 6.1 1.0 13.4 22.7
regional 0.33 0.90 0.15 1.11 2.49

200 full-scan 3.2 8.1 1.2 23.2 35.7
regional 0.48 1.23 0.18 1.92 3.81

The results presented in Table 2.3 are used to estimate the CPU resource requirements for
the regional and full-scan trigger reconstruction. Table 2.4 shows CPU requirements for
the two tracking setups. Based on the 150 kHz full-scan rate requirement, the CPU re-
sources can be calculated in a straight forward way. For regional track reconstruction, the
pr threshold is increased to 2 GeV (800 MeV in the forward), which further reduces the
CPU required for reconstruction. The regional tracking is executed for an 77-¢» coverage of
5%, which corresponds to 15% of the ITk detector elements *. The CPU required for LRT is
small compared to the primary track reconstruction (see Table 2.7). The resulting resource
requirements for running regional LRT on pre-selected triggers is within the uncertainties
of the overall CPU estimate and hence it is not included separately.

Using the per-event CPU requirements from Table 2.4 we calculate the total required CPU,
using a pr thresholds of 2(0.8) GeV for regional tracking and 1(0.4) GeV for full-scan track-
ing in the central (forward) region, by multiplying these numbers by the input rate of
1 MHz (150 kHz) for the regional (full-scan) tracking, respectively. The required power
is calculated assuming 0.25 W/HS06 (0.20 W/HS06) for Run-4 (Run-5). The resulting total
resource requirements are shown in Table 2.5.

% This is calculated with a dedicated Monte Carlo simulation of the trigger menu. The simulation assumes
the Rol sizes given in Section 2.2.1 and the menu and object multiplicities given in the original TDR. Object
distributions are assumed to be flat in ¢ and in 7 over a range appropriate for the trigger. The set ITK modules
needed to find the tracks in that set of 77 — ¢ regions is then determined based on tracks from the Extrapolator
Engine in the full ITK geometry. The fraction of data is then calculated from the average fraction of the events
in which each module is needed for regional tracking. A second calculation has also been made using the
"RegionSelector” on the ITK geometry for the relevant Rol sizes and then calculating a total using the TDR
menu.
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Table 2.5: Estimate of required CPU resources for running the fast track reconstruction in full-scan
and regional mode.

Pile-up 140 Pile-up 200
full-scan | regional || full-scan | regional
Rate [MHz] 0.15 1.0 0.15 1.0
CPU Resource requirement [MHS06] 3.41 2.49 5.36 3.81
Tracking resource requirement [MHSO06] 5.90 9.17
Tracking power requirement [MW] 1.47 1.83

Preliminary studies of the sensitivity of track reconstruction in the ITk to potential detector
defects and dead modules was studied in Ref. [15] as part of an analysis of staged installa-
tion scenarios. These studies will be continued and extended in the future.

Large Radius Tracking for Searches for New Physics

Non standard track reconstruction for specific trigger signatures are of key interest for the
HL-LHC physics programme. The LRT stands for a dedicated reconstruction pass that is
optimised for events with late decays of (mostly heavy) particles predicted in certain classes
of new physics models. Using the similar fast track reconstruction approaches for LRT, as
for reconstructing primary particles, allows to significantly reduce the CPU required for
reconstructing such signatures in the trigger.

The resource requirements for LRT strongly depend on the maximal impact parameter in
R¢ and z of candidate tracks and on the minimal pr required for the reconstruction of
primary particles. At the same time, many models of new physics predict heavy long lived
particles that decay in the ITk volume and lead to secondaries with large opening angles
w.r.t. the primary particle direction of flight. The range of opening angles to be covered is an
additional parameter that strongly influences the resource needs for track reconstruction.

The LRT is running after the primary track reconstruction as a second pass, after removing
the clusters used in primary tracks from the event °. The track seeding needs to be modified
in the fast reconstruction approach to allow for the topology of late decays where most of
the hits are expected in the Strip detector. Therefore, the LRT is seeded on space points
formed from the stereo hits from both sides of the staves/petals in the Strip detector, that
needs to run in addition to the Pixel space point formation required for the primary fast
track reconstruction chain. The track finding step itself for LRT follows the same track
seeding, road building and combinatorial track finder approach as the standard (fast) ITk
track reconstruction, but with selection cuts adapted to the specialised use-case and with
additional seed cleaning to further reduce the combinatorial overhead.

> Without running the primary track reconstruction first, the LRT would also find all primary tracks using a
less optimal tracking strategy and looser selection cuts, resulting in much increased CPU needs.
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Table 2.6: Tracking cuts for LRT.

Requirement Cut
Pixel+Strip hits > 8
unique hits >6
shared hits <2

|do| <150 mm

|zo] <200 mm

lpr] >5GeV

7] <24

Table 2.6 summarises the selection cuts for LRT as used for this study. The seed cleaning
uses approximate estimates of the track parameters, built from the space point positions,
to discard as soon as possible space point triplets incompatible with the previous require-
ments. Due to the lower precision of the strip measurements with respect to pixels, more
precise position estimates are computed for the strips in offline reconstruction, combining
the positions of the three space points used to form a seed, before applying pr selections in
particular. In order to reduce the combinatorial overhead early, the implementation used
for this study instead directly relies on the less precise pr estimate built from doublets of
strip space-points already, like in the formation of pixel seeds, which brings a sizeable tim-
ing reduction with limited impact on the efficiency. The cuts used for this study represent a
first tuning of the LRT reconstruction for specific physics models. A more elaborate tuning
of the tracking cuts will be done in the future to adapt the settings for LRT to a specific
trigger selection strategy. The software based LRT approach would even allow to optimise
the tuning specifically to the needs of different LRT trigger chains, e.g. extending the reach
in d, or z,, or by reducing the py for certain channels.

Table 2.7: The CPU required for large radius tracking in HS06 x sec to reconstruct tt MC events
with () = 140 and 200 in the ITk. Listed are the results for the different reconstruction steps needed
to reconstruct secondary tracks from late decaying particles, that are in addition to the primary fast
reconstruction. See the text for details.

(u) || Primary Strip LRT Track || Total LRT
Tracking || Sp.Points | Finding Tracking

140 22.7 2.4 2.5 49

200 35.7 35 5.9 9.3

Table 2.7 summarises the CPU required for running the additional LRT tracking steps after
the fast ITk reconstruction for finding the primary tracks. The results are listed for full event
reconstruction on tf samples with an average of 140 and 200 pile-up, respectively. Running
this configuration on e.g. 20 kHz of events at pile-up of 200 would increase the CPU cost
for tracking only marginally, namely by less than 4%.
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Performance of the Fast ITk Track Reconstruction

The tracking performance of the fast ITk reconstruction prototype has been documented in
an ATLAS note [3] and in the ATLAS Phase-II Computing Conceptional Design Report [13].
For this document, the results have been updated using the latest Phase-II upgrade release,
an updated detector geometry and further tuning of the track reconstruction algorithms.
The MC simulation samples used in this report are using pixel sensors with a pixel size of
50 x 50 um?. °

For this study, single muon samples were used to illustrate the technical performance and
tt samples with () = 140 and 200 are used to estimate tracking performance in hadronic
jet events with Phase-II levels of pile-up. The tf sample plots are shown with a pt cut of
2 GeV on the truth particle (except for the pt plots themselves) to avoid turn-on effects due
to the efficiency variation at the reconstruction py cut.

Figure 2.4 shows the efficiency as a function of 7 for the fast and the default ITk reconstruc-
tion on single muon samples. Efficiency losses for the fast track reconstruction are visible
for || close to 4 and in the barrel/end-cap transition region of the Strip Detector (see Fig-
ure 1.1), attributed to the preliminary nature of the tuning of the fast track reconstruction
software.

C single muon, p, = 2 GeV, ITk Layout: 22-02-00
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Figure 2.4: Track reconstruction efficiency for single muon samples with py of 2 GeV (left) and
100 GeV (right) as a function of y for the fast and the default ITk reconstruction. The ratio is given
by the efficiency for the fast reconstruction divided by the efficiency for the default reconstruction.

Figure 2.5 shows the efficiency on tf events with () = 140 and 200 as a function of 77 and pr
for the fast and the default ITk reconstruction. The fast reconstruction has a slightly lower
efficiency at large 7. Increasing the pile-up to 200 does not add visible track reconstruction
inefficiencies. The by far dominating inefficiency is caused by hadronic interactions in the
detector material in both cases. The efficiency as a function of py shows a more pronounced

® The final ITk design is using for the barrel staves in pixel layer-0 3D sensors with a pitch of 25 x 100 ‘um2 to
further improve the b-tagging performance, see Reference [2] for details.
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Figure 2.5: Tracking efficiency as a function of n (top) and p (bottom) for the fast and the default
ITk reconstruction. Samples of tt events are used with and (u) = 140 (left column) and 200
(right column). A py cut of 2 GeV is used for the generated particles, to avoid turn-on effects.
The ratio is given by the efficiency for the fast reconstruction divided by the efficiency for the default
reconstruction.

turn-on effect at 1 GeV, compared to the default reconstruction. This is attributed mostly to
the increased pr cut from 900(400) MeV to 1(0.4) GeV for the central(forward) part of the
detector.

The number of tracks per event as a function of # is shown in Figure 2.6. This is an inclusive
measure of the rate of additional tracks, fakes or duplicates, compared to the default recon-
struction, which itself has a very low fake rate of around 10~* for (u) = 200 [2]. The fast
reconstruction finds very similar track rates for most of the 7 coverage, illustrating the low
rate of fakes for fast reconstruction, with no significant dependence when changing from
140 to 200 pile-up. Only in the very forward region a small increase in the number of found
tracks is observed.

The number of pixel and strip hits associated to reconstructed tracks is a measure of the
hit association efficiency of the reconstruction. Figure 2.7 shows a comparison between fast
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Figure 2.6: Inclusive track rate as a function of v for the fast and the default ITk reconstruction.
Samples of tt events are used with (i) = 140 (left) and 200 (right). A p cut of 2 GeV is used to
avoid turn-on effects. The ratio is given by the number of tracks for the fast reconstruction divided
by the number of tracks for the default reconstruction.
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Figure 2.7: Number of strip (1eft) and pixel (right) hits as a function of n for the fast and the default
ITk reconstruction. A sample of tt events is used with (u) = 200. A py cut of 2 GeV is used to
avoid turn-on effects. The ratio is given by the number of hits on tracks for the fast reconstruction
divided by the number of hits on tracks for the default reconstruction.

and the default ITk reconstruction. The hit association to tracks is very similar for both
versions of the reconstruction.

Figure 2.8 shows the d; and z, impact parameter resolutions as a function of 7, as well
as the relative resolution of the inverse transverse momentum for single muon samples of
2 and 100 GeV. The fast ITk reconstruction almost matches the resolution of the default
reconstruction. At low p some residual differences are visible in the very forward region,
illustrating remaining approximations in the material model in the fast Kalman filter track
tit. Also at high pr the fast track fit does not fully reproduce the default reconstruction
performance.
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Figure 2.8: Track parameter resolutions for a single muon sample of 2 GeV (left) and 100 GeV
(right) for the fast and default ITk reconstruction. Shown are the d (top) and z, (middle) impact
parameter and the relative inverse transverse momentum (bottom) resolutions, as a function of 1.
The ratio is given by the resolution for the fast reconstruction divided by the resolution for the default
reconstruction.
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Figure 2.9: Track parameter resolution for transverse impact parameter d, (1eft), longitudinal im-
pact parameter z, (right) and relative transverse momentum py (bottom) as a function of the true
pseudorapidity. Shown are results for the fast and the default ITk reconstruction. A sample of tf
events is used with () = 200. A pr cut of 2 GeV is used to avoid turn-on effects. The ratio is given
by the resolution for the fast reconstruction divided by the resolution for the default reconstruction.

Figure 2.9 shows the d; and z, impact parameter resolutions, and the relative resolution
of the inverse transverse momentum, as a function of 7, for a tf sample with (u) = 200.
The ratios between the fast and default ITk reconstruction are at a similar level as seen in
Figure 2.8 for low-pr muons.

The efficiency for electron track reconstruction in the ITk is limited by the effect of Brems-
strahlung in the detector material. The default ITk reconstruction aims at recovering part of
the inefficiency due to the forward radiation of a Brem.-photon in the combinatorial track
finder in the Silicon Track Finding and in the full track fit in the Ambiguity Resolution. In
both cases, the track model in the fit is altered to allow for the effect of the Brem.-photon
(see [16] for details). Figure 2.10 shows the efficiency for electrons, muons and pions of
pr = 10 GeV as a function of # for both, the default and the fast ITk track reconstruction.
As expected, the efficiency for muons is close to 1 for all # values. The inefficiency for pions
is driven by the rate of inelastic hadronic interactions in the detector material. The efficiency
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Figure 2.10: Tracking efficiency for pr = 10 GeV particles as a function of |y| for the standard
ITk track reconstruction (left) and for the fast ITk track reconstruction (right). Compared are the
results for muons, pions and for electrons with and without Brem.-recovery. See text for details. The
ratio illustrates the relative gain from the Brem.-recovery for electron tracks.

for electrons also follows the trend of the detector material, but part of the inefficiency can
be recovered thanks to the Brem.-recovery in the fitting, in particular in the central region,
where the material induced inefficiency before Brem.-recovery is the largest. It is visible
that the fast reconstruction, before Brem.-recovery, has a slightly lower electron efficiency
compared to the default reconstruction. For the trigger reconstruction, the Brem.-recovery
would only be applied inside electron and di-electron Rols, reducing the rate at which this
technique is applied.

Performance of fast Large Radius Tracking

The track reconstruction efficiency for the fast LRT is estimated using two SUSY samples
corresponding to the production of a pair of gluinos. Those gluinos are forced to decay
into a neutralino and two quarks. The neutralinos are afterwards decaying through an R-
parity violating coupling into three quarks, with a lifetime of 0.1 ns. In the first (second)
sample, the mass of the gluino is set to 1600 (2000) GeV, while the neutralino mass is set
to 50 (1950) GeV. The samples differ in the neutralino decay length and in the observed
spectrum and angles of secondary decay products. In the 1950 GeV neutralino sample, the
long-lived particles decay products are typically produced at a radius below 100 mm, while
in the 50 GeV neutralino sample those can be produced beyond the last pixel layer due to
the larger boost of the neutralino. In that case, the decay products are produced with a
relatively small angle with respect to the neutralino direction of flight, leading to tracks
typically pointing towards the hard-scatter vertex, while the heavy neutralino decays can
produce a very large fraction of non-pointing tracks. Those samples have been simulated
without pile-up. The efficiency is estimated for stable charged particles produced in the
decay chain, with pr > 5GeV and || < 2.4. The performance obtained with the fast LRT
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configuration is shown in the following figures, together with the performance of the cur-
rent offline LRT configuration, still under development, for reference. The larger efficiency
observed for the offline LRT reconstruction for R < 300 mm is due to the additional pixel
seeds used in association with the strip seeds.

Figure 2.11 shows the tracking efficiency for secondary tracks with py > 5GeV and || <
2.4 as a function of the neutralino decay radius R, # and pt of its decay products. The
efficiency of the fast LRT tracking is slightly lower than the results for the offline default
LRT reconstruction, mainly due to a slightly more stringent set of selection cuts applied.
The flexibility of the LRT reconstruction software allows to tune the fast LRT strategy to a
particular trigger signature, further optimising tracking and /or CPU performance.

Conclusion

The CPU-based demonstrator described in this section provides confidence that the final
EF Tracking system will meet all necessary specifications, including the tracking require-
ments detailed in Section 2.2.2. This demonstrator provides near offline-quality tracking
performance in the phase space covered by these studies with CPU requirements that are
compatible with the available power and space at Point-1. Further optimizations towards
a final system are described in Section 2.5.
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Figure 2.11: Track reconstruction efficiency as a function of the production radius,  and p for the
fast LRT reconstruction. The efficiency is estimated for long-lived neutralino decay products with
pr >5 GeV and |5| < 2.4 in two SUSY RPV samples at pile-up of 0. The efficiency is compared to
the one of the current offline LRT reconstruction for reference.
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2.4.2 FPGA-based Demonstrator
Technical description

In establishing the viability of a heterogeneous commodity system, a tentative reconstruc-
tion flow for ITk data has been developed to demonstrate its feasibility. Lightweight CPU-
based load-balancing software would route a particular event to an available FPGA. The
following functionality would then be implemented in firmware in each FPGA: 1) decod-
ing of the ITk data and clustering the hits in each ITk layer; 2) the option to prefilter and/or
gang the ITk hit clusters to form “spacepoints” and/or “stubs”; 3) a pattern recognition
step that analyzes a subset of hit clusters or spacepoints to identify hit combinations that
would correspond to likely tracks; 4) and finally a series of duplicate and fake removal
steps followed by an initial track fit. The most resource-intensive functionality is the pat-
tern recognition stage; in the prototype example explored here, the assumed implementa-
tion is a Hough transform, but additional possibilities are discussed in Section 2.5.3 and
will be considered in the future. Depending on findings of the optimization, the chosen
configuration may not have all four of these pieces implemented in accelerators, and the
demonstrator discussed in this section does not imply a specific implementation choice for
the future. In the model studied here, the output from the FPGA is a set of track candi-
dates and their associated hit clusters, along with any additional associated hit clusters,
that would be passed to a precision Kalman filter that has been developed for the fast ITk
track reconstruction for a final precision fit. The studies performed for this section use the
geometry for the ITk (22-02-00) shown in Figure 1.1.

The border between the FPGA duplicate removal, fake rejection, and initial fitting function-
ality and the precision fit in software may still evolve with further study. In particular, the
possibility of implementing an extrapolation and/or a second-stage track fit on the FPGA
has not been studied in detail. These functionalities would require additional FPGA re-
sources but would improve the quality of the tracks passed to the CPU. Additional study
(including a software interface) would be needed to determine the overall optimization of
a true heterogeneous system.

Hough Transform for Pattern Recognition The Hough transform [17, 18] has been in-
vestigated in the context of reconstructing charged particles that originate from the de-
tector origin in the ATLAS ITk [19, 20]. The basic concept is that circular arcs traced
out in the transverse (x — y) plane can be transformed onto the gA/pr versus ¢, plane,
where g is the charge of the particle, A is the curvature constant for a 2 T magnetic field
(A =3x10* GeV mm ), py is the transverse momentum of the particle, and ¢; is the
azimuthal angle of the particle at the origin. Defining r;, and ¢, as the radius and azimuthal
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angle of the hit cluster in the detector, each hit cluster on a curved track in the transverse
plane will form a straight line in the A/ p-¢; plane:

E — sin (4)t — (Ph) ~ (¢t — (Ph) (21)

Pr Ty "

The intersection of N lines, where N is a configurable threshold, indicates that the given
set of hit clusters are consistent with coming from the same charged particle track. This
qgA/ pr-¢; space is frequently referred to as an "accumulator”. This approach is intrinsically
two-dimensional (2D) and assumes that the charged particles come from the origin; in order
to include additional z-information due to the spread of the beamspot, one can repeat the
2D scan in “slices"” in the z-direction, as described below.

The nominal strategy for the Hough transform firmware implementation is to define the
accumulator for an 77 X ¢ = 0.2 x 0.2 region with a given binning in gA/py and ¢;. Thus,
for full # — ¢ coverage (|n| < 4.0), 1280 regions can be defined across the detector. The
nominal number of tracker layers used is eight, though this can be optimized in the future.
In the central barrel, these layers are comprised of the outermost pixel layer, the inner side
of the first strip layer, and both sides of the remaining strip layers.

The nominal choice to use the outer layers is based on the relative occupancy of the ITk. In
order to handle the inner layers, a Hough-like scan in both pt and d, would be required, as
the requirement of 2 mm impact parameter coverage causes significant ¢ shifts in the inner
pixels.

An example Hough transform image for single muons, without and with pileup, is shown
in Figure 2.12. This figure illustrates the challenge presented by the HL-LHC environ-
ment.

q/pT (e/GeV)
q/pT (e/GeV)

-0.

0.4

(a) (b)

Figure 2.12: Hough transform images of a single muon at true ¢, = 0.43,q/pr = 0.52 in a single
z-slice, (a) without and (b) with pileup. The single muon candidate is reconstructed by the Hough
transform pattern recognition; additional hit combinations from pileup can also be observed.
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A first step in tackling the large detector occupancy of the HL-LHC is dividing an # — ¢
region into so-called “slices”in the z-direction [21]. It was determined that slicing in z at a
radius of 562 mm (a so-called "key layer") reduced the duplication compared to defining
slices at ¥ = 0 at central #; the nominal number of key-layer slices was chosen to be 6 in
the central # region. The next steps in the optimization of the Hough transform algorithm
include: gA/py binning, ¢ binning, number of key-layer slices, padding, and hit extension.
Here the hit padding refers to the inclusion of additional bins outside of the nominal py — ¢
ranges of the accumulator. In other words, it extends the accumulator at the edges beyond
the nominal region. The hit extension refers to the number of additional, adjacent bins
filled in the accumulator in the ¢ direction to account for resolution effects and tracks with
non-zero d, values. A hit extension of zero implies only the bin in the accumulator from
Equation 2.1 is filled. A hit extension of n means that this bin is filled, and in addition,
so are n bins on each side in the ¢ direction. The hit extension can be chosen separately
for each accumulator so that it can differ per silicon layer. Figure 2.13 shows a pictorial
representation of the studied Hough transform options. The baseline scenario uses a hit
extension setting of 2 in the single used pixel layer, 1 in the first used strip layer, and 0
elsewhere, as well as paddings of 6 (2) in the ¢ (q/ pr) direction of the accumulator image.

A configurable threshold is applied to the Hough transform accumulator, requiring hit clus-
ters or spacepoints/stubs in a certain number of layers; each bin that passes this threshold
is referred to as a road. Additional fake rejection, duplicate removal, and fitting is required
to bring the number of roads (and thus track candidates) down to a manageable level for
the precision fit. The performance of these strategies is described in Section 2.4.2.

Technical overview of system The following assumptions are made in order to estimate
the proposed size and layout of a heterogeneous Hough transform-based commodity sys-
tem:

¢ FPGA-based hardware accelerator cards are assumed.

¢ The FPGA target used for firmware prototyping and resource estimates is the com-
mercially available Xilinx Alveo U250, wherever possible. The outlook for potential
future FPGA targets is discussed in Section 2.5.

e A full ITk event (1.6 MB (pixel) + 0.5 MB (strip) = 2.1 MB) can be processed by each
FPGA accelerator. Summing the estimated FPGA resource usage indicates this is a
reasonable, but perhaps not conservative, assumption for the three firmware imple-
mentation options.

¢ The Hough transform has been adopted as the strategy for the pattern recognition
functionality on the FPGA. Advanced algorithms for pattern recognition that take
advantage of machine learning algorithms such as Graph Neural Networks (GNNs)
will be considered in the future; the potential for these strategies are discussed in Sec-
tion 2.5. However, machine learning techniques are considered for fake track rejection
here.
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Figure 2.13: Example options available for the Hough transform optimization. The Hough trans-
form runs on a set of chosen silicon layers. Accumulators are filled for each of these layers, and
evaluated for a given number of slices along the z direction. Each accumulator can have an arbitrary
number of bins in the ¢ and q/pr dimensions, and can be "padded” with extra bins beyond the
nominal values to not lose efficiency near region edges. For each q/prt bin, all ¢ values consistent
with a point in the q/ py range are filled. In addition, to maintain high efficiency, particularly for
non-prompt tracks, an extra "hit extension” can be added such that n extra bins on either side in ¢
are filled. The hit extensions can be set separately for the accumulators of each layer.

¢ Techniques such as pre-filtering hit clusters (“stub-finding") and combining hit clus-
ters on opposite sides of a stave (“spacepoint formation") are promising as they could
reduce the number of input points to the pattern recognition. Studies indicate that
these techniques can be reasonably robust against radiation damage.

* For each track candidate, track parameters as well as identifiers for and positions of
the clusters associated with that candidate, are sent to the EF CPU to be used in an
extension to layers not considered in the FPGA (parameters) and as part of the final
precision track fits (associated hit clusters).

The number of track candidates per event exiting the FPGA accelerator determines the
overall CPU usage for the precision fit. An important area of system optimization is the
precise determination of this boundary between functionality performed in hardware ver-
sus software (including track extrapolation, duplicate and fake track removal, and the track
fitting strategy). The default scenario considered here is one where the full track extension
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and 13-layer fit is done in the FPGA, followed by only the final precision fit in CPU for the
final rejection. Other options are discussed in Section 2.5.4.

FPGA Firmware Development Resource Estimate Summary This section provides a high-
level summary of the firmware blocks developed or referenced for the heterogeneous com-
modity system. These blocks are shown in Fig. 2.14 and described briefly below. The re-
source estimates are based on the Xilinx Alveo U250 FPGA.

{ ITk Data Routing }

g

[ PCle Interface ]

g

[ Data Decoding & Cluster Finding ]
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[ Space Point / Stub Finding ]
i 3
[ Slicing Engine ]
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Pattern Recognition (HT) ]
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FPGA

Monitoring

(S

Figure 2.14: Diagram illustrating the firmware blocks in the heterogeneous commodity system.

PCle: The PCle module has been designed for the ATLAS Front-End LInk eXchange (FE-
LIX) project and provides a simple Direct Memory Access (DMA) interface.

Clustering: The clustering module provides the cluster position and size information from
the raw front-end data ITk pixel and strip data. The resource estimate is based on the
Xilinx VU37P FPGA, which is similar in size/resources to the Alveo U250.

Stub-Finding: The stub-finding module inputs the data stream containing ITk strip event
data, extracts the cluster data, and performs one or both of stub-filtering and space-
point formation. It then replaces the cluster data with the spacepoint data and passes
the resulting event data to the next stage.
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Slicing Engine: The slicing engine sorts the input data based on the z-slicing configuration
and 7 — ¢ region size.

Coordinate Conversion: The local-to-global coordinate conversion converts local coordi-
nates from each ITk cluster and converts them to global hit positions.

Pattern Recognition: Two complementary approaches to the firmware implementation of
the Hough transform accumulator have been investigated. Though the full event is
loaded on the FPGA, data corresponding to a single 7 — ¢ region are loaded into the
accumulator at a given time; individual regions and z-slices are processed sequen-
tially:

* A nominal 2D Hough transform implementation as described above.

¢ The 1D Hough transform implementation, which is significantly different and
utilizes the fact that within a slice the radii of the layers are close enough to
constant that for a coarse ¢ binning (O(64 per 0.2rad)) the bin migration due
to the track angle for tracks with pt > 1 GeV is of order one bin. Only ¢ bins
are constructed and the pt binning is achieved by bit shifts This produces more
candidate tracks, which are then filtered using more z information and finally
full-granularity ¢ information.

Duplicate Removal: The duplicate removal module is estimated based on a Xilinx Kintex-
7 implementation from the Fast TracKer (FTK) project [22]. The resources are scaled
to the number of track inputs expected from (u) ~ 200 implementation and quoted
with respect to the available resources on the Alveo U250.

Fake Removal (Neural Network (NN)): The architecture of the NN used to reject fake tracks
has been developed with a firmware implementation in mind; the fake rejection mod-
ule is implemented using HLS4ML [23]. This NN is described in further detail later
in this section.

Coarse Track Fit: The track fitting module extracts the candidate tracks from the roads
found by the pattern matching. A set of possible hit combinations is produced with
one hit per layer. The x> of each candidate track is computed and if a selected thresh-
old is passed, the track parameters are then evaluated. The resource usage is deter-
mined from implementation on an Intel Stratix 10 MX FPGA.

2nd-Stage Track Extension and Fitting: The 2nd-stage module performs an extension of
the 8- or 9-layer track formed in the pattern recognition stage through to the inner-
most pixel layers to form a full 13-layer track. The hits from the 1st stage and matrix
constants are used to extrapolate to the new layers. A fit similar to the first-stage fit is
performed based on all 13 layers.

Monitoring (IPBus): The monitoring module handles the communication between the FPGA
and PC; the communication occurs via ethernet using IPbus protocol over User Data-
gram Protocol (UDP). The resource usage is determined from implementation on an
Intel Stratix 10 MX FPGA. Another option being considered is to take advantage of
the experience in developing the FELIX firmware for this functionality.
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The estimated resource usage for each block is summarized in Table 2.8. Care should be
taken when interpreting these numbers and the total resource usage in each column. The
purpose of this table is to demonstrate the feasibility of each block and demonstrate that
a bottom-up estimate of the overall resource usage fits within the resource budget on the
Alveo U250. It is expected that the total resources would change after integrating the vari-
ous firmware modules.

An illustration of the pipelined dataflow through the firmware is presented in Fig. 2.15.

Processing Time and System Size The event processing time is dominated by the input
and output of the pattern recognition firmware block. Two quantities are of interest: the
time it takes to load hit clusters into the Hough transform accumulator (f1y,ging) and the
time it takes to read out the accumulator (f,.,qout). The resulting event processing times
(and rates) are shown in Table 2.9. Given these rates, and assuming an EF tracking rate of
150 kHz full-scan tracking + 5% x 1 MHz regional tracking, one can determine the num-
ber of FPGA accelerators required by dividing the EF tracking rate by the event processing
rate for a given FPGA implementation and scenario. The resulting numbers of FPGA ac-
celerators (N,.1) required for each implementation and scenario are also summarized in
Table 2.9.

Byte Stream Decoding, Clustering, and Spacepoints The byte stream decoding, cluster-
ing, and spacepoint formation of the full event will be performed on the FPGA and the
clusters are expected to be suitable for use in the software’.

FPGA Output Unpacking Because the FPGA firmware can be very flexible in the con-
struction of the data structure, it is possible to design the output data format from the
FPGA such that the corresponding CPU usage to read this data would be comparable to
the CPU usage to read the software data model input in the track extension and fitter step.
These output data would include the hit cluster positions, identifiers, and the parameters
(pr, quality, etc) and hit clusters associated with each track candidate. As a conservative
estimate, we scale the ITk byte stream decoding estimate (3.2HS06 x sec/2.1 MB) accord-
ing to data volume estimates. We then assign a range of 50% to 100% of the conservative
estimate. The offline track Event Data Model (EDM) format would be created at the end of
the software functionality.

From HTT studies, it is estimated that the average number of bits per 8- or 9-layer track to
be 640 bits and the average number of bits per 13-layer track to be 896 bits (including the
associated hit clusters). We assume a size of 32 bits/cluster for the pixel clusters, which

7 Detailed comparisons of the performance for the current algorithm show 1-2% cluster splitting/merging
differences. Further development work to get closer to the offline performance is anticipated. For example,
the calculation of the actual cluster centroid can follow the offline implementation.
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Table 2.8: Estimates of firmware resource usage for a Xilinx Alveo U250 FPGA. The Hough trans-
form accumulator settings can be tuned to optimize the FPGA usage and requirements. The range
for the clustering indicates how the load will depend on the number of FPGAs (a smaller system
means a larger fraction of the FPGA needs to do clustering). Since the track fitting module has been
estimated on a different FPGA target, only an indication of the relevant resource usage has been
provided. The 1D and 2D Hough firmwares correspond to two potential pattern recognition blocks,
and have different minimally efficient n x ¢ regions, as indicated. The range of 2D firmware re-
source usage corresponds to different preliminary implementations from two groups. These regions
(and z-slices) are processed sequentially through the same pattern recognition block. The difference
is accounted for in determining the event processing rate shown in Table 2.9. In the Xilinx architec-
ture there is three times more Ultra Random Access Memory (URAM) than Block Random Access
Memory (BRAM); for many applications the URAM can be used in place of BRAM.

LUT (%) flip-flop (FF) (%) BRAM/  DSP (%)
Firmware Block Logic Functions URAM (%)
PCle 0.6 0.6 0.3 -
Clustering 1-4 0.14-0.51 1.3-54 -
Stub-Finding 0.2 0.05 0.1 -
Slicing Engine 0.1 0.07 13 -
Hough (2D, 0.2x0.2) 39-59 10-30 1-5 1.8-21
Hough (1D, 0.2x0.8) 12 7 27 1
Fake Rejection (NN) 8 1 0.02 29
Duplicate Removal 1 1 - -
Track Fitting ~ 10 - ~ 10
Monitoring (IPbus) ~1 - -
2nd-Stage Fitting ~ 10 ~ 30 ~ 15
Total 44—94 32—-55 33—41 55—75

Table 2.9: Estimates of the event processing time and system size for a Xilinx Alveo U250 FPGA.
Event processing time for two implementations of a pattern recognition block are provided; the
range of 2D firmware resource usage corresponds to different preliminary implementations from
two groups. The number of accelerators (N, is determined using effective EF tracking rates of
150 kHz (full-scan) + 50 kHz (regional) as described in the text.

Firmware Implementation & Scenario

Per Event Hough (2D) Hough (1D)
Loading Time (ms) 1.9-2.8 0.7
Readout Time (ms) 2.7-34 1.3

Total Time (ms)

max(loading, readout)

2734 | 1.3
| Processing Rate (Hz) |  294-534 | 741 |
y Naceel | 374680 | 270 |
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is enough information to provide a position resolution of approximately 1/10th of a pixel
width.

CPU Estimate and CPU System Size The heterogeneous system can be optimized to
take advantage of the relative strengths of FPGAs and CPUs for high-quality EF track-
ing. The software capabilities here have been estimated based on extensive experience
with the Kalman filter developed for the fast ITk reconstruction prototype documented in
Refs. [20, 3, 9], and updated in the software-only task force report and this document. A
critical element of a successful heterogeneous commodity system will be the handshake
between the FPGA firmware described in previous sections and the offline fast tracking
software.

As input to our calculations, we assume 10 track candidates per # — ¢ region, or 12,800
track candidates per event for the 8 or 9-layer input to the extension step. The fake track
rejection factor for the Hough transform plus NN fake rejection is 9.1, 15.5, and 23.6 for
01<%<03,07<n <09 and 2.0 < 57 < 2.2. We expect the implementation of a fitter
and other optimizations to reduce the fake rate further (see Section 2.5.4). Experience with
the offline fast tracking software suggests that the improvement on the outer-layer pattern
recognition plus fit could potentially reduce this to as low as order(5) tracks per region.

Track Extension and Fitting For the silicon track finding, it is estimated that 30% of the
CPU usage is seeding, 50% is the combinatorial Kalman filter, and 20% is the final (preci-
sion) fit. The seeding is effectively replaced by the FPGA functionality.

Given that 50% of the silicon track finding is estimated to be used by the Kalman filter, we
can then apply a 4/13 factor to extend the 8-layer/9-layer tracks provided by the FPGA into
the inner four pixel layers. This number is then scaled by the number of seeds per event
used by the offline as an input to track-finding.

Rejection from the extension has not been simulated, so we consider two estimates. The
first is based on the expected gHTT performance. This gives 2.9 tracks per 0.2 x 0.2 region,
corresponding to 2.9 x 1280 = 3712 total tracks. The main difference between the gHTT
and proposed system is that the fitter would need to be constructed to use fewer constants
because all the constants need to fit in a single FPGA as opposed to being distributed across
many FPGAs. There are concepts for how to achieve comparable results with fewer con-
stants using the Hough output as a pre-fit to correct the geometry to an idealized geometry,
but they have not yet been demonstrated. CMS has demonstrated good performance with
a similar pre-fit scheme [24]. The other estimate for the rate after extension is based on
offline experience, which suggests that if input to the extension is reduced to O(5) then the
extension might further reduce the number of candidates by a factor of two giving a final
number of tracks entering the precision fit of 2.5, similar to the HTT-based estimate.
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All the Hough simulation has been done with (p) ~ 200, so for (u) ~ 140, it is estimated
that the CPU usage scales approximately linearly with luminosity. This is appropriate for
the final fit where the track purity is high, but for the input to the extension, this is conser-
vative since the combinatorial effects leading to fake tracks will be decreased.

Estimated Total System Size An estimate of the overall system size based on the demon-
strator includes the total number of FPGA accelerators and the needed CPU resources for
an effective tracking rate of 150 (full-scan)+50 (regional) kHz; this is shown in Table 2.10.
The physical footprint of the accelerator part of the system is estimated to be 26-64 servers
in 3-7 racks, where the ranges correspond to the envelope of the three different preliminary
firmware implementations. Alveo U250 cards each take up 2 PCle slots, and we assume
200 W of power usage per card (the cards are rated to 225 W) and 350 W per server of non-
accelerator power. Assuming 48U racks and 20kW of usable power per rack, 8 cards per
server and 10 4U servers / rack would be populated.

To estimate the power for the CPU farm 0.25 W/HS06 (0.20W /HS06) for Run 4 (Run 5) are
assumed.

Table 2.10: The estimated size and total power of an FPGA-based heterogeneous system for effective
tracking rate of 150 kHz (full-scan) + 50 kHz (regional). The ranges in the number of accelerators
and power correspond to the envelope of the three different preliminary firmware implementations.
The CPU is estimated based on release 21.9 software with the range indicated a best estimate as the
low end and the high value includes a +50% uncertainty on the rates input to the calculation. The
Run 4 CPU estimate is derived from the Run 5 estimate by scaling down by 140/200. This a minor
over-estimate of the Run 4 requirement, since the number of fake tracks will go down more than
linearly with luminosity.

Run 4 ‘ Run 5
# of Accelerator Cards 270-680
CPU resource requirement [MHS06] | 1.1-1.7 \ 1.6-2.4
Accelerator Power [MW] 0.08-0.18
CPU Power [MW] 0.28-0.42 | 0.32-0.48
Total Power [MW] 0.4-0.6 0.4-0.7

The addition of LRT at 20 kHz using the straight track approximation, described below,
would add 27% additional accelerator cards and an additional 0.10 MHS06 (0.19 MHS06)
of computing in Run 4 (Run 5).

Pattern Recognition Performance
The efficiency versus py is given in Figure 2.16 for muons, pions and electrons in three

regions of 1 for the ¢ range 0.3 < ¢ < 0.5. The performance for the regions in the central
part of the detector is comparable to the offline software, as is the muon performance in
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the endcap region. In the forward region the performance for pions and electrons is not as
good as the offline performance. This region has been studied less than the other regions.
The performance deficit here may be addressed with further configuration optimization or
potentially modifying the underlying algorithm.

Fake Rejection and Duplicate Removal The samples used in this section are single muons
overlaid on top of tf events at (4) ~ 200. This allows for the study of busy tf events
added on top of the complexity of the pileup environment, all while providing an adequate
number of tracks to study. A variety of duplicate/overlap removal and fake track rejection
strategies have been investigated, using the same definitions as the CPU demonstrator. The
described sequence is demonstrating promising performance, but has not yet been fully op-
timized.

The first duplicate removal stage is a neighbor-based filter implemented on the output of
the Hough transform. The procedure is as follows. For each bin in the Hough transform
accumulator (histogram), look at n x n neighbors. If any neighbor:

1. has more hit layers,
2. has equal hit layers but more hits, or
3. has equal hit layers and hits, but is in a lower-left bin,

then roads are not created from this bin. This procedure thus removes “duplicates" arising
from multiple bins in the accumulator. This procedure (with n = 2) is applied to all of the
plots in this section with pileup.

The next stage is a NN trained to provide fake track rejection against fake hit combinations.
Other future options discussed in Section 2.5.4 include x* fits that could be used in addition
to or instead of the NN. The detailed NN architecture used here was chosen with FPGA im-
plementation in mind. The pre-processing optimization and NN architecture were chosen
based on studies performed using fake hit combinations independent of the samples used
in the testing, while the final training is performed by discriminating hit combinations as
found by the default offline ATLAS reconstruction vs hit combinations from the Hough
transform step with a truth probability score of less than 50%. Finally, the NN output scores
are used to implement an overlap removal step inspired by the Hit Warrior algorithm [1]:
If two or more output track candidates share more than 5 hits with one another, the track
candidate with the highest NN score is selected. The NN input variables are the x/y/z
values of all hits on the track candidate, pre-processed to improve performance:

1. First, the ¢ angle of the first hit is calculated, and all hits are rotated by the negative
of that to remove the ¢ degree of freedom

2. The x/y/z hit positions are scaled such that max position is O(1)

3. Finally, the hits are ordered by R
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Figure 2.16: Pattern Recognition efficiencies for a traditional 2-d Hough transform approach (8-
layer) and the 1-d "Bit-Shift” Hough transform approach (9-layer), for various 1 ranges and 0.3
< ¢ < 0.5. These are compared to the efficiency for full offline tracks which are extended to all
layers and have fake reduction already applied. At this stage, the Hough candidates have a very large
fake rate which is reduced using the methods described in Section 2.4.2 where the corresponding
additional efficiency loss is estimated for the current algorithms. For electrons, the offline value is
based on the software including the Bremsstrahlung recovery algorithm.
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Figure 2.17: The distribution of the number of fake track candidates per event in each pt bin after
all duplicate removal and NN selection for 0.1 < < 0.3 (a),0.7 <5 <09 (b)and 2.0 <5 < 2.2
(c). The x axis is the Hough transform prt bin, and corresponds to the full considered range such
that there is no overflow. The samples are muons on top of tt events at (i) ~ 200. Hits from tf
and pile-up are the source of combinatorial fakes. The blue curve is the number of fake tracks after
the Hough transform pattern recognition and the NN fake rejection; the fake rejection reduces the
number of tracks by more than 2 orders of magnitude. The red curve is after an additional overlap
removal on the number of shared hits.
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To improve fake rejection and efficiency, pr-dependent cut values from the NN are used.
The resulting NN efficiencies are typically ~ 97% above 2 GeV, with a total reduction in
the number of tracks after application of the NN cut and overlap removal of a factor of 200
in the barrel and over a factor of 540 in the endcap. About 50% of fake track combinations
have a pt in range of 1.0 - 1.5 GeV, while an additional 10% of fake combinations have a
pr in range of 1.5 - 2.0 GeV. These two regions dominate the optimization for a single cut
value, biasing the results for higher p; regions. A pr-dependent cut allows to optimize each
regime separately, extracting the best possible results from this fake removal step. Typically,
the NN cut becomes tighter at high pr, signifying a better rejection of fakes tracks, while
ensuring high true efficiency. However, in a few pr bins, due to limited numbers of events
available, the training does not perform as well and a looser NN cut with lower background
rejection needs to be used. These limitations also cause the pr dependence and fluctuations
seen in the efficiency plots. It is expected that additional numbers of events at higher pr
for both NN training and performance evaluation will remove these trends. If the low-pr
regime continues to dominates, the flexibility of the NN allows to implement 2 separate
modules with each trained in the specific pr regime, subject to available FPGA resources.

Figure 2.17 shows the number of fake track candidates per event in each pr bin after the full
selection described above. Approximately, 40%-50% of the remaining fake track combina-
tions are in the py =1 -2 GeV region, with a large fractions of that in the 1 - 1.5 GeV region.
The current level of remaning fakes reflects the preliminary nature of the optimisation of
the NN training strategy that is expected to improve in the future.

Options for Large-Radius Tracking Large-radius tracking (LRT) is challenging because
without the restriction that a track should originate from the beamspot, the combinatoric
possibilities for a group of hits increase. A successful LRT approach needs to be both fast
and not overly prone to combinatoric fakes. Three methods are being considered: fast LRT
in software (see Section 2.4.1) and two modified Hough transform approaches that could
potentially be implemented in an FPGA. All three methods run as a second pass on the hit
clusters remaining after the first pass of the prompt reconstruction. The following strategy
is employed to efficiently remove the hit clusters associated with prompt track candidates.
In the firmware, the clustered data is stored in the slicing engine during pattern recognition
and fitting. The data will be organized such that as the complete tracks are produced,
the hits in the slicing engine storage are marked as used. This will not take significant
resources, but the exact indexing method needs to be developed to ensure that the look-up
is efficient. The slicing engine would be required to retain an event until the last track is
complete; however, the effect of this is small compared to the full event processing time.
The unmarked clusters would then be passed to software for fast LRT or passed a second
time through the firmware to run pattern recognition tuned for large-radius tracks.

For the FPGA-based approaches, the standard Hough transform is based on the assumption
that the track passes through the origin. Without this restriction, a full Hough transform
would be three-dimensional and would require accumulator binning in q/pr , ¢;, and d,,.

48



2.4.2 FPGA-based Demonstrator

The two modified Hough transform approaches described below explore different possibil-
ities for reducing this problem to two dimensions without enforcing an assumption on the
dy of the tracks. In the straight track approximation, one can take the limit of high-py tracks
such that q/pr = 0 and then populate an accumulator in the space of d, versus ¢;. The
result is a version of the Hough transform that scales linearly with the number of hits and is
sensitive to tracks with large d (essentially up to the position of the smallest-radius detector
elements used in the algorithm), at the expense of efficiency for low-py tracks. Thus, such
an algorithm can provide an efficient way to provide trigger sensitivity to some, though not
all, of the phase space of interest involving long-lived particles.

The hit positions and the track parameters are related by:

do = (yn — xp tan¢y) / cos ¢;.

This can be simplified by using the r, ¢ coordinates of the hit and taking the linear approx-
imation

do = 1,(¢p — P1)

In contrast to the above, the displaced track Hough transform uses pairs of hits only. For
each pair of hits, a collection of possible tracks can be defined in terms of only two of the
three variables, with the third being implicitly fixed by the positional relationship of the
hits. In this case, the implicitly fixed variable is ¢ and the accumulator is filled in the py
and d;, of the candidate tracks.

This “doublet” method uses a simple calculation to obtain the d;, of a candidate track from
the hit positions and a selected q/pt. In this approach, no simplifying assumptions are
made as to the minimum value of the track pr and thus no performance degradation is
expected at low track momenta.

Conclusion

The FPGA-based demonstrator described in this section provides confidence that the final
EF Tracking system will meet all necessary specifications, including the tracking require-
ments detailed in Section 2.2.2. This demonstrator includes pattern recognition firmware
for a baseline Hough transform with firmware estimates shown to fit within the target
FPGA, software aspects that take advantage of novel developments in fast tracking soft-
ware for ATLAS, and reduced power consumption. Further optimizations towards a final
system are described in Section 2.5.
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2.4.3 GPU-based Demonstrator

A GPU-based demonstrator for the use in Run-3 has already been described in the Phase-II
TDAQ TDR [1] and for completeness the most relevant aspects are reproduced here. While
that study was done for the current Inner Detector (ID), using a lower pile-up of 46 and by
now outdated GPUs, the overall reconstruction strategy for silicon track finding in the ID
also applies to the ITk.

Selected trigger reconstruction algorithms have been re-written as Compute Unified Device
Architecture (CUDA) [25] modules to be executed on an NVIDIA GPU that are steered by
the CPU code. Processing modules for GPU have been implemented for compute-intensive
parts of the inner detector tracking [26], calorimeter topological clustering [11], cluster-
splitting, jet reconstruction and a conformal-transform based algorithm for muon track-
ing [11].

Specifically for the track reconstruction, the compute intensive data preparation and track-
seeding stage were implemented as CUDA modules. The algorithm for the data prepara-
tion assigns fragments from the bytestream to separate thread blocks and each word within
the fragment is assigned to a separate thread, allowing all words to be decoded in par-
allel. A global output buffer is created so that the hits for a module can be written to a
location that can be accessed by the clustering routine. Atomic integer markers are used
to ensure that module hits are only recorded once to global memory, reducing write access
and decoding time. After the decoding, a clustering kernel based on a cellular automaton
is run to find all hits belonging to the same cluster. The track seeding is implemented as
three separate kernels: the first calculates the number of doublets with middle and inner
or outer spacepoints and allocates the global storage space for doublets accordingly; the
second module forms the doublets and stores them as 32-bit indices of the corresponding
outer/inner spacepoint; and the last module forms the triplets and applies kinematic and
quality cuts.

At each step in the data preparation process, some knowledge of the detector geometry is
required, and hence any decoding, clustering, or spacepoint formation algorithm requires
use of the ATLAS detector geometry. To solve this problem, a minimal version of the detec-
tor geometry was developed for the GPU which utilizes a hash table for efficient lookup of
geometry information for the several thousand detector modules.

Throughput measurements have been made for a system comprising two 14-core Intel Xeon
E5-2695 CPU (2.3 GHz clock-speed) and a system with the same CPU plus a GPU serving
as an accelerator. For the GPU two scenarios were tested:

i) up to four Nvidia GK210GL Kepler architecture GPU (in two K80 PCI cards) on the
same PCle bus as the CPU,

ii) a GTX1080 PCle card with a Pascal architecture GPU (GP104) in a separate unit with
a local CPU acting as a server and connected to the client node via a 10 GbE network.
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Figure 2.18: Throughput increase as a function of the number of Athena worker threads when exe-
cuting only ID reconstruction algorithms.
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Figure 2.19: Breakdown of the time per event (measured on the Kepler system) for (a) inner detector
track-seeding and (b) calorimeter clustering offloaded to a GPU for the kernels running on the GPU
and the overhead associated with offloading the work (other). The overhead comprises the time to
convert data-structures between CPU and GPU data-formats, the data transfer time between CPU
and GPU and the Interprocess Communication (IPC) time that accounts for the transfer of data
between the Athena processes and the process handling communication with the GPU.
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For the ID track-seeding algorithm a speed-up factor of 28 (5.8) is obtained on the Pascal
(Kepler) GPU relative to the execution on a CPU. Overheads for data conversion and inter-
process communication reduce this to an effective speed-up of 15 (5) for the Pascal (Kepler)
GPU cards, respectively. Figure 2.18 shows the throughput increase factor (defined as the
ratio of the event rate with GPU to the CPU-only event rate) as a function of the number
of Athena clients for full-event ID track reconstruction accelerated by a Pascal-architecture
and a Kepler-architecture GPU. The input was a simulated Phase-I tf dataset converted to
raw detector output format with an average of 46 minimum bias events superimposed. In
the CPU-only case, the track-seeding algorithm takes 28% of the total event processing time,
which limits the maximum possible throughput increase to a factor of about 1.4. The Kepler
GPU shows evidence of saturation for 20 or more clients, while no saturation is seen for the
Pascal GPU with 60 clients due to the shorter algorithm execution time on this GPU.

The speed-up factor obtained for the calorimeter algorithm is 3.6 on the Kepler GPU, but in
this case the shorter algorithm execution time on the GPU is completely offset by the data-
conversion and inter-process communication overheads, meaning no throughput increase
was obtained. The latter can be observed in Figures 2.19a and 2.19b showing the break-
down of the time per event for ID track-seeding and calorimeter clustering, respectively.
This illustrates the importance of implementing a suitable event data format in the offline
and trigger code to avoid expensive data-format conversions. More details can be found
in [11].

Based on the measurements made with the demonstrator at the time, it was estimated
that using the tested hardware it would cost approximately the same to increase the farm
throughput by adding GPUs or CPUs. However, the cost-effectiveness of adding GPUs to
the EF for Run-4 depends on the evolution of CPU and GPU in terms of price, performance
and packaging. The above work should be taken as an indication that the software can be
successfully adapted to other architectures in order to perform a full cost/benefit evalua-
tion with current and future GPU models. Further developments required to achieve this
goal are discussed in Section 2.5.
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The input from EF Tracking to the choice of the final system architecture of the EF will
follow the process described in Section 3.3. This will take all the system requirements into
account as detailed in Section 2.2, with the goal to maximize the trigger performance and to
choose the best processing technology (CPUs and accelerators) to achieve it. The working
prototypes in Section 2.4 provide confidence that the final system will meet all necessary
specifications:

¢ The CPU-based demonstrator provides near offline-quality tracking performance with
CPU requirements that are compatible with the available power and space at Point-1.

¢ The FPGA-based demonstrator includes pattern recognition firmware for a baseline
Hough transform with firmware estimates shown to fit within the target FPGA, soft-
ware aspects that take advantage of novel developments in fast tracking software for
ATLAS, and reduced power consumption.

¢ The GPU-based demonstrator has shown that the tracking software can be adapted
successfully to run on such hardware.

The exact system is unlikely to be one of these examples, and there are other promising
avenues for exploration. The following subsections describe the needed optimizations of
the Software Framework and Technology, followed by a discussion of the optimization con-
siderations for each functional aspect related to EF Tracking: ITk Data Preparation, Track
Seeding & Pattern Recognition, and Track Extension, Fitting, & Ambiguity Resolution. Fi-
nally, the strategy for the optimization of the System Design is described.

2.5.1 Software Framework & Technology

The CPU code to be deployed in the final system will be based on the tracking chain that
is being developed in collaboration with the offline tracking group. The tracking perfor-
mance reported in Section 2.4.1 has been obtained with a prototype of this fast ITk recon-
struction. ATLAS has initiated the Acts open source tracking project [7] to modernise its
track reconstruction software. The project is carried out in collaboration with tracking ex-
perts from other experiments, e.g. Belle-II, sSPHENIX and FCC. The Acts project also has
the goal of making tracking software more portable to exploit co-processors like GPUs or
FPGAs, using compiler extensions like e.g. CUDA or oneAPI/SYCL [6]. High-level Synthe-
sis (HLS) [27] tools for FPGAs greatly facilitate the translation of new algorithm ideas into
digital implementations and are increasingly popular for the design of high-performance
and energy-efficient heterogeneous systems. These tools are, by design, accessible not only
to professionally-trained engineers but also technically-inclined scientists, which makes it
easier to collaborate in addressing challenges such as fast tracking of charged particles for
use in ATLAS trigger decisions.
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2.5 Optimization of Event Filter Tracking System

It is the ATLAS goal in the coming years to port the full offline ITk reconstruction to Acts.
Using the faster Acts combinatorial Kalman Filter implementation to avoid any approxi-
mations in the fitting process will recover the full tracking performance of the ITk without
losing the CPU efficiency of the current fast ITk reconstruction prototype. More details of
this development program are outlined in the Phase-II Computing CDR [13].
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Figure 2.20: Difference in CPU utilization for track propagation between an ideal detector and a
per-event randomly misaligned detector in Acts. The x-axis shows the number of utilized threads.
Optimal utilization of the given multi-core CPU is when all threads are constantly occupied, and
neither of them are idle. In this example, the alignment has been pre-computed and loaded before
execution, in which case the Acts code can give a practically optimal utilization of all available (64)
threads, regardless whether the detector undergoes condition changes.

One of the starting points of the Acts project is to establish a fully multi-threading ready
code base for track reconstruction, with a practically cost-free handling of contextual data
(conditions data, such as alignment) during the data flow and an optimized EDM. The
EDM is fully based on the Eigen math library [28] and profits from its demonstrated great
CPU performance when using compile-time fixed matrix operations. For this reason, all
EDM objects in Acts are fixed-size at compile time in their dimension, and polymorphism
is highly restricted. Figure 2.20 shows a demonstrator of the CPU utilization with 64 threads
comparing a static detector without alignment and a randomly misaligned detector. While
general code optimizations, such as a vast simplification of the EDM, the strict avoiding of
virtual function calls where possible and general code cleanup have already led to sizeable
speed-up compared to the modules available in ATLAS Tracking software® [30], bigger
gains can be made by rationalizing certain operations.

While the choice of accelerator hardware to be deployed at Point-1 is entirely under the
control of TDAQ, attention needs to be given to simulating the trigger (tracking) also on
shared Grid and HPC resources that may or may not have access to the same accelerator

8 The Acts vertex reconstruction will run as part of the ATLAS Run-3 track reconstruction and has proven a
roughly 40% CPU improvement without any loss of physics performance [29].
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hardware. Techniques need to be developed to either transparently compile the code for
multiple platforms (hopefully with the support of future compilers), or dedicated simula-
tion code needs to be written to efficiently simulate the trigger reconstruction on standard
CPU hardware.

2.5.2 ITk Data Preparation

The ITk data preparation functionality described in Section 2.1 (data decoding, hit clus-
tering, spacepoint formation, and stub filtering) can be resource-intensive and needs to be
studied and optimized for the final architecture. Prototype firmware to perform these tasks
exists (as described in Section 2.4.2) and has been demonstrated to utilize a modest amount
of FPGA resources, but the firmware needs to be optimized and possibly extended to pro-
vide as close to the offline clustering performance as possible. Software studies are needed
to understand how to exploit the pre-clustering that is done in the front-end chips, and
studies are also needed for possible GPU implementations. The investigation of multiple
options is needed as input to the full system design.

2.5.3 Track Seeding & Pattern Recognition

A broad suite of track seeding and pattern recognition strategies are available for explo-
ration. Within the context of the Acts project, ATLAS is pursuing several development
initiatives, from optimising classical tracking strategies as used in the fast ITk track recon-
struction, to studies using machine learning (ML) techniques.

Approaches that build on Hough or conformal transforms require detailed optimization
studies in order to maximize their performance on a given architecture. For example,
the nominal strategy for the Hough transform firmware implementation described in Sec-
tion 2.4.2 is to define the accumulator for an 77 x ¢ = 0.2 x 0.2 region with a given binning in
gA/pr and ¢ and to use eight tracker layers. In order to handle the inner layers, a Hough-
like scan in both pr and dy would be required, as the nominal 2 mm impact parameter
coverage causes significant ¢ shifts in the inner pixels. Additional tuning of the accumu-
lator may prove to yield better performance. The Hough transform stage was found to
be the most resource-intensive functionality on the FPGA; thus, an important aspect of a
track pattern recognition stage implemented in firmware will be the optimization of FPGA
resource usage.

Novel reconstruction algorithms beyond Hough or conformal transforms that find track
candidates are being developed that are suited to exploit the potential of accelerators. While
the potential for advanced algorithms is certainly not limited to ML methods, these meth-
ods are ubiquitous and have proven to be very powerful in improving the ATLAS detector
capabilities and advancing the ATLAS physics program. Popular open-source software
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such as TENSORFLOW and PYTORCH have helped democratize machine learning for scien-
tists by providing powerful and flexible libraries to develop and test ML models.

One such advanced algorithm is based on a type of geometric learning of cluster patterns
produced by charged particles traversing the ITk. Graph Neural Networks (GNNs) [31, 32]
are a type of geometric deep learning algorithm that is well suited for capturing spatial
dependencies via message passing over graphs. Tracking detector hits can be represented
as graph nodes and the relationships between them can be represented by graph edges
that represent possible track segments. Particle tracking applications of GNNs were first
studied in [33]. Recent work by the Exa.TrkX project and other collaborations has demon-
strated that edge-classifying GNNs are well-suited to particle tracking applications [33, 34,
35, 36, 37] and that considerable speedup over CPU-based execution is possible on GPUs
or FPGAs [38].

The most advanced studies in Acts using GPUs have been done for the seed-finding stage
of the track reconstruction. This algorithm exists in several flavours using either GPU back-
ends (with native CUDA or high level OneAPI/sycl implementation) compared to a stan-
dard CPU implementation. All of the implementations achieve almost identical results,
and allow for the exploitation of future heterogeneous architectures. Figure 2.21 shows the
speedup achieved running the seed finding on an NVIDIA GTX 1070 compared to run-
ning on a single CPU core. Although in general speed improvements have been observed,
several bottlenecks concerning memory transfer between host and device became evident,
and longer chain demonstrators are needed for the relevant event data model and algo-
rithm R&D. Further focus has been drawn on a chained track reconstruction demonstrator
consisting of clustering, spacepoint formation and seeding (as part of the traccc [39] project
of Acts). Finally, an attempt to create a track reconstruction geometry description for GPU
usage is currently underway [40].

® Seedfinding_Time ® Wall_Time

Speedup
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Number of spacepoints

Figure 2.21: Seed finding speed-up on a NVIDIA GTX 1070 GPU compared to a single core of an
Intel i7-5820K (3.3 GHz) CPU.

Individual algorithms will also need to be optimized to take into account the overall sys-
tem performance, including the track extension, fitting, and ambiguity resolution stages
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discussed in Section 2.5.4 required to meet the defined tracking requirements. Tunable pa-
rameters such as the choice of layers included in this stage of track finding and the variables
considered by the algorithm will also require detailed study.

Machine learning-based end-to-end solutions for track finding are being currently exploited
using Acts and/or Acts simulated data. Most prominently, big advances have been achieved
by the Exa.TrkX project [41] that demonstrated a first feasible track finding setup with high
track reconstruction efficiency on the TrackML data set [42, 43]; an adaption to simulated
data for the ITk is currently underway.

An optimization program will be needed to evaluate and compare the full suite of track
seeding and pattern recognition algorithms given the available technologies for implemen-
tation. The chosen algorithm will need to meet the tracking performance requirements
defined by the project as well as be suitable for implementation on the final technology
chosen for the EF processor farm.

2.5.4 Track Extension, Fitting, & Ambiguity Resolution

Control of the duplicate/fake rate out of the track seed finding & pattern recognition stage
is an important consideration in the optimization of the system.

In an FPGA-based approach, a high-quality fitting method could replace or augment the
NN filtering of roads, and/or could be used for a second-stage extension of tracks and cor-
responding filtering. One candidate method is to use the pt and ¢ values from the Hough
transform to translate the geometry into an idealized ¢-symmetric geometry [44]. The trans-
formation is simple because the layers are close to ¢-symmetric, so the correction is small
and errors on the correction are even smaller. The 77 and z; are restricted by the slicing so
they also have a known crude estimate. A linearized track fit would then find the small cor-
rection from the pre-fit to the full track fit. The number of necessary fit constants (matrices)
for the idealized geometry are small because of the ¢-symmetry that is introduced. Addi-
tional optimizations could also be made to the NN itself; the slicing and Hough transform
information could be used to compute pre-estimates of track parameters that could be fed
into the network along with the Cartesian coordinates of each hit. In addition, the network
could be made more aware of holes on tracks. Finally, it is clear that additional training
samples are a key component of optimization of the network performance.

The Acts Kalman Fitter (as will any future track fitter implementation within Acts) in-
cludes in particular the hole search directly in the track fitting procedure, a relatively CPU-
intensive operation that currently has to be performed in the Ambiguity Resolution af-
ter track fitting in the default ITk track reconstruction, which in turn requires yet another
round of magnetic field integration. Using the Acts fast Kalman Filter as the combinatorial
Kalman filter in Track Finding will produce track candidates with full offline resolutions, re-
moving the residual differences between the full and fast ITk track reconstruction as shown
in Section 2.4.1. In this scenario the Ambiguity Solution will only act on ambiguous tracks
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with shared hits or merged clusters to recover some residual inefficiencies in the core of
high-pr jets
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Figure 2.22: CPU time spent in track finding with the combinatorial Kalman filter, such as for
track fitting itself above 1 GeV in a typical HL-LHC pile-up condition range. The hole search, one
pivotal part for flagging and excluding fake tracks is already included in this timing measurement.
The additional time in the track finding comes from the combinatorial search and can be reduced by
implementing smart pre-selection of measurements provided to the track search.

While Acts has focused so far on feature completion and most CPU optimizations are sim-
ply a result of best practice programming, competitive timing results for track finding and
fitting can already be achieved. Figure 2.22 shows the track fitting and track finding time
for HL-LHC environment which reaches the order of the fast tracking setup. Further opti-
misations to the baseline Acts reconstruction are to be expected as a result of a dedicated
future profiling and optimization campaigns. Recently the Combinatorial Kalman Filter
has also been demonstrated on a GPU [45].

2.5.5 System Design & Integration

Several system architecture options will be considered, such as: different choices of CPUs
with or without embedded accelerators, PCle-based accelerator cards in each EF node,
and separate accelerators in their own servers. The architecture choice will be driven by
the available technology on the market, the required ratio of CPU-to-accelerator compute
power and operational simplicity.

In the case of a separate accelerator farm, multiple accelerator cards would be housed in
servers that can be horizontally cooled and are readily available commercially as of the
writing of this document; PCle Gen 3.0 is likely sufficient, and PCle Gen 4.0 is readily avail-
able. The event processing time determines the number of accelerators needed and can be
further optimized. To simplify the dataflow, one event would be processed per accelera-
tor; based on the demonstrators described in Sections 2.4.2 and 2.4.3 this is a reasonable
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assumption. Additional load-balancing software would be required to distribute the work-
load to each card.

In all cases, the required detector data is retrieved by the EF nodes from the readout system
and forwarded to the accelerator devices if needed. No limitations are expected from the
dataflow system, which is expected to be able to deliver up to 1 MHz of fully built events
to the EF nodes.

A program of investigation will be required to track industry developments including: how
data is transferred to and from accelerators, how the accelerator workloads are managed,
how the system is configured and monitored, and the physical power, cooling, and net-
working. Finally, a critical element of a successful heterogeneous commodity system will be
the accelerator-software handshake, including the development of an efficient interface.

2.5.6 System-level Optimization and Outlook

The flexible nature of a heterogeneous system provides an opportunity for innovation at
all stages of the EF tracking pipeline. A system-level optimization that capitalizes on the
most performant functionalities of the individual components is needed, taking into ac-
count the constraints and opportunities provided by the available technologies, to deliver
an optimized system that meets the requirements for EF tracking. Should the final sys-
tem exploit accelerators, optimizing the CPU-accelerator interface while maintaining the
expected tracking performance will be an important consideration.

The roadmap towards an optimized, heterogeneous, commodity system for EF tracking
described in this section does not contain an exhaustive list of avenues to be pursued. Ad-
vancements in software, firmware, and hardware technology will be studied throughout
the process. The final choice of system architecture will be determined following the sched-
ule in Section 3.3, including decision points and ATLAS reviews. The criteria for the tech-
nology choice will be listed in details as part of the requirements and specifications phase
that will be reviewed at the Specification Validation Review. They will include an assess-
ment of whether the proposed solution fits within the cost envelope of the system, the
expected tracking performance, the power requirements, the operational procedures, the
resource requirements and an evaluation of risks.

59






3 Project Management and Organization

3.1 Project Management and Organization

This section focuses on the organizational structure of EF Tracking within the TDAQ Phase-II
Upgrade Project (UPR). The full TDAQ Phase-II project structure and reporting lines to the
TDAQ system and ATLAS are described in the Phase-IIl TDAQ TDR [1].

The TDAQ Phase-II Upgrade project comprises three systems at Level-2 of the organisation
structure: the Level-0 (LO) Trigger system, the Data Acquisition (DAQ) system, and the
Event Filter (EF) system. Each L2 system coordinator reports to the TDAQ Phase-1I UPL.

The EF system is organised in the following sub-systems: the EF Farm, EF Tracking, EF
Calo, EF Muon, and EF Core Software. The EF Farm sub-system coordinators (L3) coor-
dinate the overall EF farm requirements, the technology decision process, and procure-
ment. The EF Tracking, EF Calo and EF Muon L3 coordinators are responsible for the
reconstruction of objects primarily from tracking, calorimeter, and muon detectors, respec-
tively. The EF Core Software L3 coordinators’ remit includes the software framework, com-
mon accelerator-related infrastructure and the interface to the DAQ Dataflow subsystem
(Dataflow) sub-system. The L2 manager will organise regular coordination between the
managers and technical coordinators of the L3 sub-systems to ensure that studies converge
on a common, optimal EF farm specification.

Figure 3.1 shows the organizational structure of the EF Tracking subsystem comprising five
L4 areas, four coordinators, a project officer and an AI/ML liaison. Ultimately the L3 man-
agers are responsible for the overall delivery of the EF Tracking sub-system. Following from
the description of the system in Section 2.3.1, the general strategy of the EF Tracking orga-
nization is centered on the tracking algorithms rather than along technology architectures.
The goal of each of the L4 areas will be to choose an implementation which best achieve
the requirements. Although for some system implementations the boundaries between the
first three areas might be fluid, categorizing the tracking steps as shown will be applicable
to most cases and a breakdown helps to coordinate the work. The five L4 areas are:

ITk Data Preparation This area covers ITk data preparation, including input data organi-
zation, decoding, cluster-finding, stub filtering, and spacepoint formation.

Track Seeding & Pattern Recognition This area covers the development of track seeding
and pattern recognition algorithms, potentially including but not limited to Hough or
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Figure 3.1: Organization of the EF Tracking subsystem in the context of the EF system. The blue
and gray boxes are the L3 areas, the green boxes are the L4 managers responsible for deliverables,
and the orange ovals indicate coordinators that span the L4 areas.

conformal transforms and advanced algorithms based on artificial intelligence (AI)/ML
strategies.

Track Extension, Fitting, & Ambiguity Resolution This area is responsible for track ex-
tension (if needed) after the pattern recognition stage, coarse or precision fits and
track parameter determination, and ambiguity resolution due to duplicate or fake
track candidates.

System Design & Integration This L4 area is responsible for system engineering, infras-
tructure and dataflow considerations (including interfaces between the CPUs and ac-
celerators), vertical integration design and tests, and new technology evaluation in
conjunction with the relevant L3 areas. This area also provides a liaison with the EF
Farm for tendering and procurement of commercial hardware. It is foreseen to have
two L4 managers for this area, one of which would be an engineer who would be the
System Engineer for EF Tracking.

Software Framework & Technology This area is responsible for the tracking software frame-
work at the basis of the EF track reconstruction implementation. Members of this L4
area are foreseen to contribute to the development of the Acts tracking software for
ATLAS and its integration into ATHENA, as well as to the system-level optimization
for accelerator-based tracking implementations. The software framework needed for
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the emulation of accelerators and the simulation of EF tracking in MC production are
also included in this area. The L4 manager(s) will closely collaborate with the other
EF L3 areas and the offline software community.

In addition to the above L4 areas, a set of coordinators will also be appointed. While the
L4 managers will be responsible for the deliverables and milestones associated with their
respective L4 area, the coordinators will ensure continuity of tools and approaches across
the EF Tracking project. These will include tracking performance, software, firmware, and
GPU. The tracking performance coordinator will establish tracking performance require-
ments and ensure that the L4 areas meet those requirements, as well as interface with the
Performance, Physics, and Event Selection coordinators within the TDAQ Phase-II Up-
grade Project and the Upgrade Tracking and Upgrade Physics coordinators within the
ATLAS Upgrade Project. The Software, Firmware and GPU coordinators will ensure co-
herent standards and tools used across the L4 areas, oversee the validation, verification
and automation of testing and will manage the relevant releases and version control. The
Firmware and GPU coordinators will also interact with the EF Calo, EF Muon sub-systems
in order to coordinate studies and harmonize any accelerator specifications. A project offi-
cer will be appointed to assist the L3s with the monitoring of EF Tracking tasks, milestones
and deliverables, risk monitoring and mitigation, and preparation of quarterly statusing
and baseline change proposals. An AI/ML Liaison will also be appointed to follow current
developments in ML tracking and liaise with the ATLAS and Acts ML fora for example.

3.2 Project Cost Estimates

The strategy for the cost estimate of the EF Farm follows the cost management plan and
cost policy and methodology described in the Phase-IIl TDAQ TDR [1]; some aspects of the
costing policy and methodology are summarized here in Section 3.2.1.

The project is organised in a set of deliverables that are summarised in the Product Break-
down Structure table in Section 3.2.2. The cost estimate and expected spending profile is
presented in Section 3.2.3. Though this document focuses on the revised plans for EF Track-
ing, the cost of EF Tracking will be included in the total cost of the EF Farm presented in
this section.

3.2.1 Summary of CORE Costing Policy and Methodology

For reference, the relevant aspects of the CORE costing policy and methodology are sum-
marized here. At the time of the original construction, the LHCC established a COsting
REview (CORE) committee charged with reviewing the experiment’s costs. A costing pol-
icy was established to define a metric that assigns cost values to each deliverable. Since
then CORE equivalent costs are used to estimate and evaluate the effective costs of upgrade
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projects. CORE cost does not represent the entire cost of a project; there are non-CORE costs
that are required to complete successful production and delivery of the components. It is
the responsibility of each institution participating in the UPR to obtain financial support
from its Funding Agency for both CORE and non-CORE expenditures for the deliverables
where the institution is responsible.

CORE costing is based on the Current Best Estimate (CBE) concept, i.e. on the information
available at the time of the estimate, and it is naturally associated with an uncertainty. Sev-
eral factors determine the level of cost uncertainty of an item: (i) the maturity of the techni-
cal development and design of a particular item, (ii) recent experience in other construction
projects of items with similar technical complexity, (iii) the availability of vendor quotes
through tendering processes or standard catalogues for commercial-off-the-shelf (COTS)
components, (iv) understanding the procurement processes by the Institutions responsible
for the deliverable item. To describe the level of uncertainty of an estimate, a quality factor
ranging from 1 to 5 is used. The quality factors and the criteria are shown in Table 3.1: QF1
has the highest certainty and is based on a vendor quote for the final item or a catalogue
price; QF5 has the lowest amount of certainty and is based on a rough estimate without any
detailed design.

Table 3.1: Quality Factor (QF) definitions used to estimate uncertainties on the CORE values of the
project elements. QF1 has the lowest uncertainty, while QF5 has the highest one.

Factor Definition of the criteria based upon
(i) Items for which there is a recent (1 year max.) quote or catalogue
price, based on a nearly completed design and for which there is
more than one potential vendor
(ii) Items that are a copy or are almost identical to an existing design
for which there is a recent catalogue price or quote and for which
there is more than on potential vendor.
Items that just fall short of satisfying the QF1 criteria:
(i) Items that have only one potential vendor.
QF2 (ii) Estimates based on a detailed, but not completed, design.
(iii) Items adapted from an existing design with minor modifica-
tions.
(iv) Items having quotes >1 year old, but deemed still to be suffi-
ciently reliable based on experience.
(i) Items with quotes > 2 years old.
(ii) Items whose cost estimates are based on a conceptual design or
QF3 adapted from an existing design with extensive modifications.
(iii) Items whose costs are estimated using physicist or engineering
experience regardless of the maturity of the design.

QF1

continued ...
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Factor Definition of the criteria based upon
Items that have unproven fabrication yields or for which there are
QF4  unique issues, e.g. a special-order item and/or a single preferred
vendor

Items that are still in a conceptual stage with no detailed specifica-
tions or design

QF5

3.2.2 EF Tracking Product Breakdown Structure (PBS)

The EF Farm already exists in the PBS as item 1.3.2.1, commodity PC servers on which the
EF selection software is executed. The compute power is to be provided by CPUs with the
option of including accelerators, so this is consistent with the heterogeneous commodity
solutions being considered for the EF Tracking. The scope of this EF Farm will therefore be
expanded to meet the full requirements for EF Tracking. Consequently there is no addition
to the PBS under 1.3.4.

3.2.3 EF Farm Cost Estimate

The required CPU and CORE cost to achieve the projected EF farm sizes in Run-4 and Run-5
of the HL-LHC are presented in Table 3.2.

The CPU requirements for non-tracking trigger processing have been estimated for the
TDAQ Phase-II TDR [1] to be 1.86 MHS06 for the level of pile-up of 140 for Run-4 and
to 2.27 MHSO06 for a pile-up of 200 for Run-5.

The required resources for tracking (Table 2.5) are based on the CPU-based fast-tracking
demonstrator described in Section 2.4.1. The reasons for this are two-fold: first, estimating
CPU requirements is less uncertain than estimating the cost of a potential heterogeneous
system, and second, based on the outcomes of the Task Force reports described in Sec-
tion 1.4, itis expected that a heterogeneous system could fit into the cost envelope presented
below. The associated risk linked to this assumption is discussed in Section 3.5.

Two factors contribute to the CORE cost estimates: (i) the CPU cost extrapolations, together
with the projected hardware configuration of the commodity servers; and (ii) the continu-
ation of the M&O rolling replacement foreseen to continue throughout the lifetime of the
experiment.

CPU cost extrapolations: The EF farm purchases will be done in two batches to provide
the required CPU for the different levels of pile-up in Run-4 and Run-5 according to the
expected luminosity profile of the HL-LHC (Figure 2.1). Using the cost projection of CERN
IT shown in Figure 1.3 with a 15% cost reduction per year, we assume a compute cost of
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1.3 CHF/HS06 for Run-4 (2027) and 0.6 CHF/HS06 for Run-5 (2032), respectively. Further
delay of the LHC schedule would result in further price reductions.

M&O rolling replacement: It is assumed that old servers are subject to periodic replace-
ment, which is typically covered by M&O Common funds and is not considered part of
project costs. The rolling replacement of the existing Run-3 EF farm would provide an es-
timated 2.85 MHSO06 at the start of Run-4 and will reflect the EF farm technology decision.
The excess farm capacity required to accommodate EF Tracking is considered as CORE
cost.

Table 3.2: Required CPU and CORE cost to achieve the projected total EF farm sizes in Run-4 and
Run-5 of the HL-LHC. The reported costs are the costs of the farm extension required in addition to
the available CPU from the previous run period. The total CORE cost also includes a 3% increase
to cover additional services required to operate the farm.

Run-4 (2027) | Run-5 (2032)
CPU for tracking [MHS06] 5.90 9.17
Other reconstruction [MHS06] 1.86 2.27
Required CPU [MHS06] 7.76 11.44
Available CPU [MHS06] 2.85 7.76
Compute cost [CHF/HS06 ] 1.3 0.6
Farm extension cost [MCHF] 6.4 2.2
Total CORE cost [MCHEF] 8.8

The uncertainty on the compute cost is driven by the CHF/HS06 extrapolation method,
which is updated annually by CERN IT (Fig. 1.3) and has varied considerably from year
to year in the past. This variability reflects the market-driven nature of the commodity
compute technology sector. Since this extrapolation method (based on physicist experience)
drives the cost uncertainty, we assign an overall quality factor of QF3.

3.3 Planning and Schedule

The EF Tracking subsystem will adhere to the Schedule Management Plan summarized in
the Phase-II TDAQ TDR [1] and detailed in the references therein.

Additionally, the EF Tracking subsystem will follow the ATLAS review process in align-
ment with the EF Farm subsystem. These reviews are done in agreement with ATLAS
Management and are organised by the ATLAS Electronics Coordinator, in his/her function
of chair of the ATLAS Electronics Review Office. There are four types of design reviews
planned:

¢ the Specification Validation Review (SVR),
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¢ the Preliminary Design Review (PDR),
¢ the Final Design Review (Final Design Review (FDR)),
¢ the Production Readiness Review (Production Readiness Review (PRR)).

Annual software and firmware reviews will be carried out throughout the project as de-
scribed below. As is already done for the trigger and offline software, the software will be
developed with standard ATLAS tools and processes: continuous integration builds and
tests and peer review of software before approval of each new request.

Detailed bottom-up plans of the activities of the EF Tracking sub-system are used as the
basis for the overall project plan, schedule and milestones. The schedule includes all the
tasks required until the delivery of the project to ATLAS, ready for installation, and all
their interdependencies. The plans will evolve as the project moves forward, including
the addition of more detailed breakdown of tasks as they approach. This will enhance the
ability of the TDAQ Upgrade Project management to track progress, detect delays as early
as possible, and take preemptive actions.

The high-level development phases for the EF Tracking sub-system are presented in Fig. 3.2;
a milestone is associated with the end of each phase as summarized in Table 3.3. The initial
phase allows for the definition of the requirements and specifications of the system, and
ends with the SVR. The first and second demonstrator development phases apply to soft-
ware, firmware, and GPU development. Each phase has a fixed duration of one year and
will begin with the specification of the goals for that development phase, followed by a
high-level design period, a technical implementation period, an integration period, a doc-
umentation period. Each phase will then conclude with an EF review of the demonstrator,
including software and firmware. The goals of these and subsequent development phases
will be synchronized with the offline upgrade tracking software development effort. Criti-
cal aspects impacting both the online and offline tracking for Run 4 include the integration
of Acts into ATHENA, the development of the EDM and heterogeneous computing support
in Acts and ATHENA, and reconstruction optimizations.

The development of test stands (both remote and at CERN) will be critical to the technology
evaluation of the project as well as to understand load-balancing and internal dataflow
considerations.

The software framework and test stand results are required as input to the “Preparation for
Technology Choice" phase, during which the direct comparison of a variety of algorithm
and technology choices will be carried out. This phase will culminate in the PDR at which
time a technology choice will be made and the baseline system will be fully defined. The
criteria for the technology choice are listed in Section 2.5.6.

A “Prototype Development" phase follows (involving test stands at remote sites and at
CERN), at the end of which a working prototype of the needed software (and firmware) for
the system will be delivered for the FDR. A “Final System Preparation” phase will allow for
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3.3 Planning and Schedule

any updates to the prototype as well as documentation of the specific system requirements
that will be provided to the EF Farm sub-system to begin the procurement process.

There are two floats associated to the EF Tracking sub-system. The first is defined as the
number of working days between the “SW/FW Ready for Commissioning" milestone and
the “SW/FW Needed by ATLAS for Commissioning" date (the same date as for the rest of
the EF software), while the second float is defined as the number of working days between
the “Requirements Ready for EF PRR" milestone and the “Requirements Needed for EF
PRR" date provided by WBS 1.3.2. Each float is approximately seven months and three
months respectively. The installation and commissioning milestones are held by ATLAS
Technical Coordination.

The PRR will be conducted within the EF Farm sub-system, since that sub-system is re-
sponsible for the procurement of the EF commodity system as a whole, and is planned for
Q2 2027.

2022 2023 2024 2025 2026 2027
Q1/Q2|Q3|Q4[{Q1|Q2|Q3|Q4(Q1|Q2/Q3|Q4|Q1|Q2|Q3|Q4[Q1|Q2|Q3|Q4(Q1|Q2|Q3|Q4

1.3.4 EF Tracking
Define Requirements & Specifications
SVR
1st Demonstrator Development
2nd Demonstrator Development
Preparation for Technology Choice
PDR, incl. SW/FW Review: Choice of Technology
Prototype Development

FDR, incl. SW/FW Review
Final System Preparation
SW/FW Ready for Commissioning

Requirements ready for EF PRR
SW/FW Needed by ATLAS for Commissioning
Requirements Needed by EF for PRR

O
[ |

Figure 3.2: Development phases of the EF Tracking sub-system. Each phase culminates in a mile-
stone; the high-level milestones for WBS 1.3.4 are listed in Table 3.3.

Table 3.3: Principal milestones for the EF Tracking sub-system (WBS 1.3.4). The milestones indi-
cated with a ™ are review stages defined by ATLAS, as described above. The PRR is conducted under
the EF Farm sub-system (WBS 1.3.2), and thus is not listed here.

WBS Descr. Milestone Date
1.3.4 EF Tracking
SVR" 01.07.2022
First Demonstrator SW /FW Review 01.07.2023
Second Demonstrator SW/FW Review 01.07.2024
PDR", incl. SW/FW Review: Choice of Technology 01.07.2025
FDR", incl. SW/FW Review 01.04.2026
SW/FW Ready for Commissioning 01.06.2026
Requirements Ready for EF PRR 01.10.2026
SW/FW Needed by ATLAS for Commissioning 05.01.2027
Requirements Needed for EF PRR 05.01.2027
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3.4 Resource Requirements and Institutional Responsibilities

This chapter documents the tasks and the associated required human resources for the EF
Tracking sub-system. The UPL and the TDAQ Institute Board chair are surveying the aspi-
rations of the Institutes, and investigating with their Representatives whether the required
resources are available locally among those Institutes that have expressed interest in the
EF Tracking sub-system. This is an iterative process that will ultimately conclude with an
updated “Memorandum of Understanding” (MoU) document codifying the agreement be-
tween ATLAS and the Institutes after approval by the CERN Resource Review Board. The
MoU will be signed by ATLAS and the Funding Agencies of the participating Institutes.
Formal commitments are made only after the MoU has been signed.

The Resource Management Plan is documented in the Phase-II TDAQ TDR [1]. A sum-
mary of the required effort for EF Tracking is presented in Table 3.4 and Fig. 3.3 for the
case of a heterogeneous commodity system. A total of 89.7 FTEs are needed over a five-
year period, for an average of 18 FTEs per year. In the table and figure the effort is di-
vided into the following professional categories based on the required expertise: scientist,
software/firmware (SW/FW) engineer, and student. GPU experts are counted under the
SW/FW engineer category.

The required effort was estimated for each L4 area and skill set with the development
phases described in Fig. 3.2 in mind. The required effort for each development phase is
based on analogous development phases in similar projects within the Phase-I and Phase-II
TDAQ upgrades, experience from the task forces and Acts development efforts, and expert
opinion. It is expected that the two demonstrator development phases and the prepara-
tion for the technology choice include developments on a variety of platforms that require
FPGA, GPU, and software expertise. After the technology choice in mid-2025, the expert-
level effort will focus on the prototype development for the chosen platform. During the
prototype development and final system preparation phases, the balance between firmware
and software engineering effort will depend on the relevant expertise for the technology
choice, but the overall SW/FW FTE level is not expected to exceed the estimated envelope.
There is also a ramp-up of student and scientist effort during this phase to focus on the
optimization of the tracking for the relevant trigger signatures in conjunction with the trig-
ger signature experts. An estimated effort level is also included for the coordination of the
project based on the organizational structure presented in Fig. 3.1.

The studies of trigger signatures and menus are shared with the TDAQ Performance, Physics,
and Event Selection, ATLAS Upgrade Physics, and ATLAS Trigger activity groups. The
project also benefits from close collaboration with Upgrade Tracking within the ATLAS
Tracking Combined Performance group and the Heterogeneous Computing and Accelera-
tor Forum (HCAF). This is taken into account in the effort estimates.

Additional detailed information is being prepared for the Upgrade Cost Group confidential
material in the form of Excel spreadsheets.
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3.4 Resource Requirements and Institutional Responsibilities

Table 3.4: Required effort in the EF Tracking sub-system expressed in FTEs and divided by profes-
sional category for the duration of the project construction (2022-2026).

1.3.4: EF Tracking | 2022 2023 2024 2025 2026 Total
Scientist 65 65 62 54 47 293
SW/FW Engineer | 83 83 75 56 3.6 333
Student 60 6.0 52 45 55 272
Total 208 208 189 155 137 89.7
25

20

L1
E

10

5

0

2022 2023 2024 2025 2026

m Scientist m SW/FW Engineer Student

Figure 3.3: Estimated resources required in the EF Tracking subsystem, expressed as FTEs for each
year during the project construction. Three professional categories are stacked on top of each other:
Scientist (orange), SW/FW Engineer (blue), and Student (yellow).

The interests and aspirations of Institutes (within and outside the current ATLAS TDAQ
collaboration) to participate in the EF Tracking subsystem are presented in Table 3.5.
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Table 3.5: List of participating Institutes in the Event Filter Tracking subsystem.

g
5
g
i
I
Country 2
Institute -
CERN
CERN v
Denmark
Copenhagen NBI v
Germany
Heidelberg PI v
Greece
Thessaloniki v
Italy
Bologna v
Genova v
Pisa v
Netherlands
Nijmegen v
Nikhef v
Poland
Cracow AGH/U]J cluster | v/
Switzerland
Geneva v
United Kingdom
Edinburgh v
London RHBNC v
London UC v
Manchester v
RAL v
Sussex v
USA
Argonne v
Arizona v
Brookhaven v
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Chicago v
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3.5 Risk Analysis and Mitigation Strategies

The EF Tracking subsystem will follow the risk management plan described in the Phase-II
TDAQ TDR [1] and the TDAQ Upgrade Project Risk Management Plan [46]. Risks are
managed by a structured and integrated process for identifying, evaluating, tracking, mit-
igating, responding to, and managing project risks in terms of three risk categories: cost,
schedule, and scope/technical performance.

The Upgrade Cost Group Confidential Material package contains a full description of the
Risk Register, with risk identification, impact analysis, and mitigation strategy. Only the
elements identified at this stage with the potential to have a significant impact on the project
are presented in this section.

The EF Tracking sub-system and the overall EF system share a common technology, so they
have several risks in common as described below.

3.5.1 Detector simulation software schedule

The EF Tracking software depends on a timely delivery of simulation of the ITk detector
data. EF Tracking software components require realistic input data, both in terms of test
samples and large physics datasets, in order to develop and test them, and make realis-
tic measurements of the resources. Such a delay would have an impact on the schedule
and/or performance of the EF Tracking software. This is mitigated by connecting the plans
of the EF Tracking software with those for offline tracking simulation and ensuring good
communication across the communities. This will be the responsibility of the Software Co-
ordinator and of the Software Framework & Technology L4 managers, which are described
in Section 3.1

3.5.2 Delay to external tracking software

The ATLAS track reconstruction will be developed through a close collaboration between
the TDAQ upgrade EF Tracking and offline upgrade tracking groups, and will use the Acts
project with the expectation that both TDAQ and offline will benefit from shared expertise,
code and libraries. This does mean that the EF Tracking will depend on tracking software
that is not all under its direct management. If such a part of the software is delayed, it
could affect the schedule for EF Tracking. This will be controlled by working closely with
the Upgrade Tracking group conveners to reconcile the priorities of the two groups and by
carefully following progress with respect to the EF Tracking schedule. If the risk is realized,
the response would be to adapt the EF Tracking schedule and seek additional effort to
recover lost time.
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3.5 Risk Analysis and Mitigation Strategies

3.5.3 Loss of key personnel

If a key person ceases to be available, or is available at a much lower than planned FTE
level, then the consequences are that there will be a delay to the project. This is mitigated
by identifying key tasks that need to be spread over several persons, by ensuring adequate
documentation is produced, and by choosing software and firmware tools that are used
by the majority of the community. Key people are more likely to be in long-term positions
at their institutes and the L3 managers will have regular communication with each key
person.

3.5.4 Size and power of the system

If the assumed number of servers that can fit into a rack is too optimistic or more auxiliary
items are needed in a rack, then more racks will need to be purchased. Similarly, the power
requirement of the system might exceed the available power. This is mitigated by optimiz-
ing the rack layout during the vertical integration tests, by scaling the number and type of
accelerators as part of the system or by choosing more expensive CPUs with lower power
needs.

3.5.5 Cost and availability uncertainties

There are cost and availability uncertainties due to market-driven prices for commodity
components. This can be considered both a risk and an opportunity. For example regarding
CPUs, the server market in the last decade was dominated almost exclusively by Intel.
With AMD becoming competitive again, one would expect a further decline of the prices.
New competitors like ARM are entering the market. However, price fluctuations due to
other components (e.g. RAM) are not excluded and have impacted cost in the recent past.
Similar availability and cost issues may affect the FPGA and GPU markets. The availability
risk is mitigated by monitoring the markets. It may be possible to adjust the procurement
schedule if helpful.

3.5.6 Insufficient throughput

If the EF Tracking is not fast enough to achieve the throughput required during data tak-
ing, this would require a temporary action to reduce the L0 trigger rate or change the EF
menu to reduce the use of tracking, which would impact the physics performance of lower-
priority triggers. To recover the physics performance, either an increase in the size of the
EF processing farm or more effort to improve the performance would be needed. This
will be controlled by regular performance checks during the development and integration
phases.
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3.5.7 New physics requirements

3.5.7 New physics requirements

It is possible that during the course of the EF Tracking construction or once data-taking has
started that new physics requirements could come along that present a significant addi-
tional tracking requirement. An example of this is the LRT use case discussed in Section 2.2
for which tracking resources are dependent on the specific LLP model simulated. A differ-
ent model could require much more tracking resources than have been allowed for. This
risk is mitigated by the Performance Coordinator ensuring good communication with the
Performance, Physics, and Event Selection group to keep abreast of such developments.
Early warning gives time to adapt: develop an optimal tracking working point and trig-
gering strategy taking into account the EF farm capacity and if necessary re-prioritise the
overall trigger menu.

3.5.8 Technical or performance problems during prototyping

Although the planning of the project allows for a careful evaluation of the suitability of each
technology (CPU, FPGA, GPU) prior to the PDR, there remains a small risk that during
the Prototype Development phase some technical difficulties may still be encountered that
could delay the project or increase its cost, or that unexpected performance issues arise.
This risk is mitigated by a thorough PDR review process with clear criteria and benchmarks
based on complete and realistic integration test results.

3.5.9 Replacement of accelerators

Accelerators may be replaced when they reach the end of their warranty, become unreliable,
or the servers that host them are replaced. This is likely to happen a few times during the
lifetime of the HL-LHC.

This presents the risk that there might be a need for substantial changes to the firmware
when accelerators are replaced, beyond the usual maintenance performed during a Run.
In order to mitigate this risk accelerator firmware design should make use of standard
tools, which are portable between devices, whenever possible. In addition, operations plans
should include sufficient effort to make these updates. This risk only applies to the system
during its operations period and leads only to an increase in the amount of engineering
effort required.

The replacement of accelerators during the period of HL-LHC running may also present
an opportunity by offering an upgrade in computing power which would enable the EF to
do more and/or higher-quality tracking. This would also provide additional flexibility to
the EF system by allowing new tracking algorithms to be developed for more performant
accelerators.
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3.5.10 Other opportunities

In addition to the risks described above that are mainly threats, the EF Tracking project
also presents some interesting opportunities. For example, in the event of a new emergent
technology applicable to the project, the performance of the tracking algorithms could be
improved or the cost of the EF farm be reduced. Similarly, the cost of the farm would also
be reduced if the performance of the tracking algorithms ends up being much better than
anticipated. If there is a significant delay to the start of the HL-LHC running period, the
cost of the EF farm is also likely to be reduced, due to the policy of purchasing commodity
components as late as possible to benefit from the trend of a decrease in cost with time.
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