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Abstract

To meet the harsh radiation and pile-up environment of HL-LHC, CMS will add a timing layer between
the tracker and the calorimeters. The detector will be called MIP Timing Detector (MTD) and will
have a target resolution of 30-40 ps at the beginning of data-taking, degrading to only 40-60 ps at the
end of operations. The MTD will be comprised of two detectors a Barrel Timing Layer (BTL) made
of scintillating LYSO crystal bars coupled with SiPMs, and an Endcap Timing Layer (ETL) made of
Low-Gain Avalanche Diodes (LGADs). Successful R and D campaigns have been carried out, proving
that the required performance is achievable with the chosen technologies.
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The High-Luminosity LHC (HL-LHC) will deliver collisions with instantaneous luminosity of
5.0 ·1034 cm−2s−1 in the initial phase, and up to 7.5 ·1034 cm−2s−1 later on. This corresponds to an
average number of simultaneous pp collisions (pile up) of 140 and 200, respectively. The challenge
for CMS will be to keep the same level of performance as today, in terms of particle reconstruction
and identification, in such a high pile up environment.

The CMS global event description relies on efficient track-vertex assignment. It has been
found that in events with a vertex linear density (computed along the beam axis) above 1 mm−1 the
event reconstruction is degraded. Figure 1 shows the expected linear vertex density for HL-LHC
(blue and red curves), and compares it to the current density (green): as can be seen the central part
of the luminous region will exceed such threshold.

1.1. Introduction 3
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Figure 1.1: Left: distribution of the vertices along the beam direction at the LHC (Run-1 and
early Run-2) with ⇡30 pileup collisions and HL-LHC with 140 and 200 pileup collisions. The
solid (dashed) line refers to the start (end) of the fill. Adjustments in the focusing of the beam
cause the z distributions to become narrower at the end of the fill. Right: probability density
functions of the line density along the beam axis for the pileup of the LHC for and for pileup
140 and 200. The modes of the three distributions are 0.3, 1.2, and 1.9 mm�1 and their means
are 0.2, 0.9, and 1.4 mm�1, respectively.

of particles in flight, and resolution tails — the optimal selection window has to be set wider258

than what would be expected by the intrinsic tracking resolution alone. According to simula-259

tion, the optimal window is of the order of 1 mm, causing a non-negligible contamination of260

pileup tracks into the primary vertex for vertex densities approaching 1 mm�1. The resulting261

degradation in resolutions, efficiencies, and misidentification rates at 200 pileup events im-262

pacts several measurements [3, 12]. While measurements relying on isolated objects will suffer263

mainly from an efficiency reduction when tracks from pileup are incorrectly included in isola-264

tion cones, measurements relying on the resolution of missing transverse energy (pmiss
T ) or on265

jet counting are significantly affected and may be very badly distorted.266

The timing upgrade of the CMS detector will improve the particle-flow performance at high267

pileup to a level comparable to the current Phase-1 CMS detector (designed to handle a pileup268

of 40), exploiting the additional timing information from the MTD and the calorimeters. In the269

time domain, the RMS spread of 180–200 ps within the 25 ns bunch crossing structure of the270

colliding beams, is approximately constant during the fill and largely uncorrelated with the271

spatial distribution. If one imagines slicing the beam spot into consecutive time exposures of272

30–40 ps, the number of vertices per exposure drops down to current LHC pileup levels of ⇡40.273

A time resolution of this size, therefore, would reduce the ‘effective multiplicity’ of concurrent274

collisions, thereby recovering the Phase-1 quality of event reconstruction. At the hardware275

level, this approach requires a dedicated detector for precision timing of MIPs, in addition276

to the enhanced timing capabilities of the calorimeters, as discussed in Ref. [8] (Sections 1.3.1277

and 1.3.2). At the software level, it requires the development of algorithms to incorporate the278

time information into particle-flow reconstruction and to exploit that information in the offline279

analysis.280

The event display in Fig. 1.2 visually demonstrates the power of space-time reconstruction in281

200 pileup collisions, using a time-aware 4-dimensional extension of the deterministic anneal-282

ing technique adopted in vertex reconstruction by the experiment [13]. According to simu-283

lation, instances of vertex merging are reduced from 15% in space to 1% in space-time. The284

use of timing information, together with z position, reduces the number of tracks from pile-up285

Figure 1: Expected vertex line density for HL-LHC with 200 (red) or 140 (blue) pile up, at the beginning
(solid line) or end (dashed line) of runs. The current LHC line density is shown in green as comparison. [1]

In order to mitigate the negative effect of HL-LHC pile up, CMS will add a novel timing
detector, placed between the silicon tracker and the calorimeters, with a target resolution of 30−
40 ps. This would allow to measure, in addition to the spatial position of each vertex, also its
timestamp. The luminous region has a spread of about 180 ps: therefore, with good enough timing
resolution it would be possible to ignore charged particles which are not compatible with the time of
the primary vertex. Table 1 shows how different timing resolutions σt would translate into effective
pile up for an ideal detector with 100% efficiency: a resolution of at least 60 ps is needed in order
to have a significant gain.

The MTD will be made of two detectors, with different designs and technologies: the Barrel

Table 1: Effective pile up (PU) for different timing resolutions σt of the MTD. Here an ideal detector with
100% efficiency is assumed.

σt [ps] Effective PU
None 200
30 33
45 50
60 70

1
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Figure 2.5: Left: the difference of the time stamp from the SiPM and the reference time pro-
vided by the MCP is shown as function of the SiPM signal amplitude and defines the typical
amplitude-walk correction curve. Right: a precision on the amplitude measurement better than
5% is sufficient to have an efficient amplitude-walk correction (impacting to less than 10 ps in
quadrature).
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Figure 2.6: Left: time stamp from the left and right SiPMs and average time-stamp, tave, as a
function of the impact point X along the crystal bar axis. Right: difference between the two
time stamps, tdiff.

of total internal reflection, determine the time response. This cone is defined by a maximum933

angle qir of 56.5� with respect to the normal to the crystal end face.934

The time resolution along the bar as measured in the test beam is reported in Fig. 2.7 for the935

two SiPMs individually and for the average time-stamp. The combination of the two SiPM936

measurements improves the overall time resolution by a factor
p

2 since the dominant stochas-937

tic fluctuations from photo-statistics and DCR are uncorrelated for the two SiPMs. For a bias938

voltage of 72 V corresponding to a PDE of 37% and a discrimination threshold of 100 mV939

2.1. Overview and principle of operation 27
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Figure 2.7: Left: time resolution for the left and right SiPMs and average time-stamp tave as a
function of the impact point X along the crystal bar axis. Right: sensor time resolution, tave for
different bias voltages and discrimination thresholds.

(equivalent to about 10 photoelectrons), a time resolution of 43 ps at each SiPM and 30 ps for940

the combined time-stamp is achieved according to expectation. A scan of bias voltage and dis-941

crimination threshold is shown in the right plot of Fig. 2.7. At lower OV the time resolution942

degrades with the expected behavior of 1/
p

PDE down to 38 ps for a bias voltage of 69 V cor-943

responding to about 2.7 V over-voltage where the PDE is about 22%. The threshold scan in the944

range 60–500 mV shows that above the threshold of ⇠100 mV, corresponding to about 10 pho-945

toelectrons, the time resolution is approximately constant for up to a factor 5 larger threshold.946

Below 100 mV for small signals (69 V) the noise from the electronics starts to deteriorate the947

time resolution.948

As a large fraction of particles produced by LHC collisions at CMS will impact the crystal bar at949

non-normal incidence, we measured the dependence of the time resolution on the MIP impact950

angle, q, with respect to the normal to the bar axis. The time resolution measured as a function951

of the slant thickness, tslant = t/ cos q, is shown in Fig. 2.8 in which the angles used were952

qMIP = 45, 60 and 80o. This set of angles spans the entire range of slant thicknesses expected953

for both MIPs in the high-h region of the barrel (qz
max ⇠ 64�) as well as low pT (⇠0.7–2.0 GeV)954

charged particles that are strongly bent by the magnetic field and can thus cross the crystal955

with an angle up to q
f
max ⇠ 80�. While the energy deposit increases linearly with the slant956

thickness, tslant, the time resolution improves as sslant
t µ t�a

slant with a ⇠ 0.35. This behavior957

can be explained as the time resolution in this case is the combination of a higher signal and958

thus larger number of photons, which improves the stochastic fluctuations with the square959

root behavior, and the fact that the photons are produced across a longer track and thus the rise960

time of the pulse is slightly slowed down. From this, a value of a < 0.5 is expected. There is961

a small asymmetry in the performance of the two measurements depending on their position962

with respect to the MIP direction. In particular the downstream measurement performs better963

than the upstream one, since in the former case the light signal is compressed by the time of964

flight of the charged particles, while in the latter it is dilated. Nevertheless, the combination of965

the two time stamps improves the overall time resolution with respect to a normal incidence.966

Since in the BTL design the bar axis is oriented along the f direction, it follows that low pT967

Figure 2: Average timestamp (left) and timing resolution (right) as a function of impact position. [1]

Timing Layer (BTL) will cover the |η | < 1.5 region; the Endcap Timing Layer (ETL) will cover
the 1.6 < |η | < 2.9 region. The BTL will be made of about 300k scintillating LYSO crystal bars,
with a front face of 50× 3 mm2, aligned in the beam axis direction, and read out by two Silicon
PhotoMultipliers (SiPMs) each (one on each end of the bar).

Extensive R&D campaigns have been carried out in the past years. Some results from a 2018
beam test carried out at CERN, where 80 GeV charged pions were used, are shown in Figure 2. The
left plot shows the trend of the timing measurement as a function of the pion impact point along
the bar length: the blue and red markers show, respectively, the timestamps recorded in the left and
right SiPMs. As expected, if the pion hits closer to the right SiPM, the corresponding timestamp
will be smaller (and viceversa) simply because it will take less time for the scintillating photons to
reach the silicon detector. Conversely, if one takes the average of the two SiPMs (shown in black),
one can see that the measurement does not significantly depend on the impact position. The right
plot of Figure 2 shows instead the timing resolution, with the same marker color convention. As
can be seen, when averaging the two SiPMS one obtains timing resolutions which are better than
the target resolution of 30 ps.

It is important to understand the effect of radiation damage on SiPM performance in order to
succesfully operate them at HL-LHC. Radiation creates defects in the silicon lattice, which causes
dark currents. Part of these defects can be healed by annealing the detector at room temperature,
which will be done once a year, during the winter shutdown. The mitigating effect that annealing
has on the dark current rate (DCR) is shown in Figure 3 (left), where the DCR is shown as a
function of time (the rightmost value on the x axis corresponds to the end of HL-LHC operations,
after integrating 4000 fb−1). In the plot the BTL is assumed to operate at−30 ◦C, and the annealing
to take place at +18 ◦C. The black line corresponds to no annealing, the blue and green respectively
to annealing for two weeks per year and for the full winter shutdowns. As can be seen the DCR is
significantly reduced already with only two weeks of annealing per year.

Nevertheless, the DCR will increase throughout HL-LHC operations, meaning that the BTL
will increase its power consumption. In order to remain within the power budget, the SiPMs will

2
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Figure 2.14: Left: radiation induced current annealing kinetics measured for APDs in Ref. [52].
Right: expected growth of DCR (SiPM S12572) for various annealing scenarios at fixed OV of
1.5 V during the detector lifetime.

is summarized in the plot of Fig. 2.14, showing the expected annealing of each component as a1253

function of time at room temperature (RT). The annealing kinetics, Iirr
dark(t), of the total radiation1254

induced dark current, Iirr
dark(0), can be parameterized as:1255

Iirr
dark(t) = Iirr

dark(0) Â
i

gie�ti/t. (2.4)

Since BTL will be operating at �30 �C, only minor annealing will take place during data tak-1256

ing while substantial recovery will occur during yearly shutdowns of the duration of about 41257

months. The right plot of Fig. 2.14 shows the expected growth of the DCR at fixed OV of 1.5 V1258

during the detector lifetime for the cases of:1259

• no annealing;1260

• annealing at RT only during 2 weeks per year;1261

• annealing at RT during the full shutdown;1262

• complete annealing of the recoverable defects.1263

Exploiting the full shutdown period for recovery at room temperature allows a reduction of1264

DCR of about 30% with respect to a 2 weeks only scenario. Additional recovery could be1265

achieved by increasing the local temperature of the SiPM during shutdowns to a temperature1266

to higher than +30 �C. The potential gain of such approach and its technical viability are being1267

investigated with dedicated studies.1268

2.2.2.5 Evolution of SiPM operating parameters with integrated luminosity1269

The time resolution of BTL sensors is strongly driven by the SiPM parameters and mainly by1270

the PDE and DCR, which directly affect the photo-statistic and noise term, as discussed in Sec-1271

tion 2.1. Since DCR will increase with fluence, adjustment of the operating over-voltage (OV)1272

of the SiPMs is required throughout the detector lifetime. In particular, the OV will have to be1273

decreased in order to maintain the DCR level within a range manageable by the ASIC and as1274

well to limit its contamination to the light signal. Reduction of the OV will also limit the power1275

24 Chapter 2. The Barrel Timing Layer
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Figure 2.3: Evolution of different terms contributing to the BTL time resolution as a function of
integrated luminosity. The two time measurements from the SiPMs at the opposite ends of a
LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for the
SiPM type HDR2-015 from Hamamatsu.

the sensor optimization. In the BTL sensors, a MIP deposits an average energy of ⇠4.2 MeV880

including the path length for bending tracks within the LYSO volume. With a LCE of 15% and881

PDE of 20%, a total signal of about 5100 photoelectrons at each SiPM is expected for a MIP.882

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM883

proportionally to
p

DCR/Nphe. The magnitude of the DCR increases with integrated lumi-884

nosity due to radiation damage creating defects in the silicon, and depends on several factors885

discussed in more detail in Section 2.2.2, including the operating temperature, the annealing886

scenario during shutdowns and the specific SiPM technology.887

Since the breakdown voltage of the SiPM, Vbr, can vary slightly in different devices and during888

the detector lifetime (because of radiation effects) the relevant parameter used in the follow-889

ing to define the SiPM performance is the over-voltage, OV = Vbias - Vbr. Both PDE and DCR890

increase with the OV, showing a SiPM-dependent behavior presented in Section 2.2.2. There-891

fore, the operating OV of the SiPM will be adjusted during the detector lifetime within a range892

of about 3.5 V, to maintain the optimum time resolution. In particular the over-voltage will893

be decreased gradually from 4 V to ⇠1.5 V to maintain the DCR within an acceptable level of894

35–60 GHz (SiPM dependent). Lowering the over-voltage will also cause the PDE to decrease895

from about 38–27% down to 24–13% (SiPM dependent). Both parameters will determine the896

evolution of the detector performance at the optimum operating voltage as shown in Fig. 2.3.897

2.1.1 BTL sensor performance in test beam898

BTL sensor prototypes have been tested and characterized at the test beam facilities of CERN899

and Fermilab. The testbeam facilities provide high energy pions or protons which serve as900

a well calibrated source of minimum ionizing particles. A Micro Channel Plate (MCP) with901

time resolution of about 16 ps has been used as timing reference. More details on the test beam902

instrumentation are reported in A.1. Crystal bars with dimensions of 3⇥ 3⇥ 50 mm3 have been903

instrumented with 3 ⇥ 3 mm2 SiPMs of 15 µm cell pitch from Hamamatsu (S12572), which is904

Figure 3: Left: dark current rate (DCR) as a function of time of operation at HL-LHC, for no anneal-
ing (black), annealing for two weeks per year (blue) and annealing during the full winter shutdowns (green);
here the BTL is assumed to operate at −30 ◦C, and the annealing to take place at +18 ◦C. Right: evolution
of the BTL timing resolution as a function of time of operation at HL-LHC; the different components are
showed in different colors, and the total resolution is shown in green. [1]

have to be operated at a lower gain. And as the photon detection efficiency, and hence the timing
resolution performance, depend on the operating bias, the timing resolution is expected to degrade
from about 30-40 ps at startup, to about 50-60 ps at the end of HL-LHC operations, with an overall
average of 45 ps during HL-LHC data-taking. The trend of the different components which con-
tribute to the BTL timing resolution are shown in Figure 3 (right): the contribution of DCR (red)
increases and becomes dominant with increasing time.

Table 2: Expected HL-LHC hadron fluence and radiation dose at different values of |η |, as expected from a
preliminary implementation of the CMS Phase-2 geometry. [2]

|η | Hadron Fluence [neq/cm2] Dose [kGy]
0 1.7 ·1014 16

1.15 1.9 ·1014 21
1.45 2.0 ·1014 25
1.6 1.1 ·1014 25
2 2.4 ·1014 75

2.5 6.6 ·1014 260
3 1.7 ·1015 690

Different strategic choices are necessary for the ETL, as it will have to operate in much higher
radiation, as can be seen in Table 2, where the expected hadron fluence and radiation dose at
different values of |η | during HL-LHC operations in shown. As can be seen, while the inner part
of the ETL (at |η | = 1.6) will sustain similar levels of radiation as the BTL, at higher values of
pseudorapidity the dose increases rapidly, up to a factor 30 at |η | = 3. It would be impossible
to operate SiPMs in a such high-radiation environment, therefore Low-Gain Avalanche Detectors
(LGADs) were chosen, which are silicon devices with a typical internal gain of 10-30.

3
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3.2. Silicon sensors 117

Figure 3.20: Time resolution as a function of bias voltage at different fluences. The top plot
shows the performance of FBK sensors, while the bottom plot shows the performance of the
HPK sensors. The measurements corresponding to the CMS fluence interval are those high-
lighted in green in the legend.

In 2020, a sensor pre-production complying with all the above specifications will be requested3058

from the foundries interested in producing ETL sensors. This production will provide the basis3059

for the completion of the two following milestones, shown along with all project milestones in3060

Fig. 6.2:3061

• TE.SI.01, Jun 2021: Sensor vendor qualification, and final geometry selection3062

• TE.SI.02, Jan 2022: Sensor vendor selection, and pre-production start.3063

An important aspect of the LGAD development plan regards quality assurance and quality3064

control. The extensive collection of completed and ongoing LGAD characterization studies3065

described above has not only demonstrated the viability of using these sensors for the CMS3066

ETL but is also contributing to the ultimate quality assurance of production sensors. Working3067

closely with the three vendors during the sensor prototyping phase informed both the above3068

list of sensor specifications and the ability of CMS to evaluate the foundries’ capacity for suc-3069

128 Chapter 3. The Endcap Timing Layer

Figure 3.35: Time resolution as a function of temperature in post-layout simulation, with the
nominal process, with default (IBSelB=7) and also a higher power preamp setting (IBSelB=1).
The parasitic components of the preamp and the discriminator are included, assuming 20 ps
bin sizes for both of the TDCs.

degradation. This becomes prominent at room temperature, where the gain in the preamp is3264

not large enough. In order to alleviate this performance degradation, a larger feedback resis-3265

tance or a larger bias current could be used.3266

Better time resolutions can be achieved with more power consumption. Figure 3.35 shows3267

the resolution with the higher power preamp setting (IBSelB = 1), thereby doubling the power3268

consumption. At T = �20 �C, at the higher power setting the time resolution is improved from3269

the 35–45 ps range to about 30–35 ps. The overall temperature dependence has been improved3270

a lot as well, especially for the high radiation case.3271

3.3.6 TDC Design3272

The TDC takes as input the discriminator output and records the TOA and TOT for a fixed3273

discriminator threshold. As described in Section 3.3.2, the TOA and TOT TDC bin size should3274

not exceed 30 ps and 100 ps, respectively. To allow improvements in particle identification in3275

heavy ion collision events, the TDC measurement time window is extended to 6.25 ns (the mea-3276

surement window of the ALTIROC is 2.5 ns).To satisfy these requirements, while optimizing3277

the design for reliability and power consumption, two approaches have been studied. The first3278

approach is essentially the 65 nm equivalent of the ALTIROC TDC design, which is based on3279

the vernier delay line technique [89].3280

The second approach, hereafter referred to as the ETROC TDC, combines the traditional single3281

tapped delay line TDC measurement technique with a method for in-situ self-calibration devel-3282

oped for FPGA TDC implementation in the past. The ETROC TDC alternative is pursued for3283

its relative simplicity, and thus potential improvements in reliability, as well as the associated3284

significant reduction in power consumption.3285

In what follows, we will describe the ETROC TDC and its implementation first. We will then3286

compare the two approaches.3287

Figure 4: Left: results of irradiation studies on LGADs, shown in terms of timing resolution as a function of
operating bias. Different colors correspond to different absorbed doses. Right: simulated time resolution of
the LGAD+ASIC as a function of operating temperature. Different markers correspond to different absorbed
doses, while the two colors correspond to the two operating modes (high power and low power) of the
preamp. [1]

The ETL geometry will consist in two disks of LGADs on each side of the detector, so as
to measure each track with two independent hits. This allows to loosen the requirements on the
LGADs, in terms of single-hit resolution, to 50 ps (so that the target resolution of 30-40 ps is
achieved when combining the two hits).

Irradiation studies have been performed on LGADs, and the results are shown in Figure 4 (left),
where the time resolution as a function of the operating bias is shown. Different colors correspond
to different absorbed radiation doses: 4 ·1014 neq/cm2 (shown in green), 8 ·1014 neq/cm2 (yellow),
1.5 ·1015 neq/cm2 (blue), and 3 ·1015 neq/cm2 (red). As can be seen, even in the latter case, which
corresponds to a dose equal to about double the total dose of HL-LHC, a timing resolution of about
40-50 ps can be achieved.

Clearly, it is important to study not only the LGAD resolution, but the expected resolution of
the LGAD paired to its ASIC. This has been done with a simulation, and the results are summarized
in Figure 4 (right). In the figure the LGAD+ASIC single-hit timing resolution is plotted as a
function of the operating temperature. Different marker shapes correspond to different absorbed
doses: no irradiation (squares), 5 ·1014 neq/cm2 (circles), and 1 ·1015 neq/cm2 (triangles). The two
colors, instead, correspond to the two operating modes of the ASIC preamp: low power is shown in
blue, and high power in orange. Even after absorbing the full dose of HL-LHC, it seems possible
to keep the single-hit resolution to below the threshold of 50 ps.

In summary, to meet the harsh radiation and pile-up environment of HL-LHC, CMS will add
a timing layer between the tracker and the calorimeters. The detector will be called MIP Timing
Detector (MTD) and will have a target resolution of 30-40 ps at the beginning of data-taking,
degrading to only 40-60 ps at the end of operations. The MTD will be comprised of two detectors:
a Barrel Timing Layer (BTL) made of scintillating LYSO crystal bars coupled with SiPMs, and
an Endcap Timing Layer (ETL) made of Low-Gain Avalanche Diodes (LGADs). Successful R&D
campaigns have been carried out, proving that the required performance is achievable with the
chosen technologies.
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