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Abstract

We have used data from the OPAL detector at LEP to reconstruct D� mesons and sec-

ondary vertices in jets. We have studied the hemispheres of the events opposite these

jets and obtain values of the hemisphere charged particle multiplicity in Z0
! uu; dd; ss,

Z0 ! cc and Z0 ! bb events of

�nuds = 10:41� 0:06� 0:09� 0:19

�nc = 10:76� 0:20� 0:14� 0:19

�nb = 11:81� 0:01� 0:12� 0:21

where the �rst errors are statistical, the second systematic and the third a common scale

uncertainty. We �nd the di�erence in total charged particle multiplicity between c and

b quark events and light (u, d, s) quark events to be

�cl = 0:69� 0:51� 0:35

�bl = 2:79� 0:12� 0:27:

These results are compared to the predictions of various models and QCD based calcula-

tions.

(Submitted to Physics Letters)
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1 Introduction

The study of heavy quark production in Z0 decays, where the centre of mass energy greatly

exceeds the heavy quark masses, provides important tests of perturbative QCD. One particular

area of theoretical interest [1{3] concerns the di�erence in charged particle multiplicity between

heavy quark and light quark events. These di�erences are expected to arise from the suppression

of gluon emission into the so-called `dead cone' around the heavy quark direction.

In a previous publication [4] we used the apparent decay length of secondary vertices in a

jet to select samples of events of di�erent b purity and looked at the opposite side of the

event to obtain values of the hemisphere charged particle multiplicity in Z0 ! bb events, �nb,

compared to that in non bb events, �nudsc. Using the variation of c purity with decay length we

also obtained the di�erence in charged particle multiplicity between b quark and light quark

(u, d, s) events, �bl = 2� (�nb� �nuds). Due to the small variation of c purity with decay length

and its sensitivity to resolution e�ects, the systematic errors on �nc were very large and a �nal

result for the hemisphere charged particle multiplicity in Z0 ! cc events, �nc, was not given.

In this paper we present the �rst measurement of hemisphere charged particle multiplicity in
Z0 ! cc events. We use reconstructed D� mesons to provide samples of events with varying c
and b purity. By studying the charged particle multiplicity in the hemisphere opposite to the

D� in conjunction with samples of varying b purity from the decay length method, we are able
to measure �nuds, �nc and �nb separately. These measurements allow us to obtain the di�erence
in charged particle multiplicity between c quark and light quark events, �cl = 2 � (�nc � �nuds)
and to improve our measurement of �bl.

Combining our measurement of �cl with previous measurements at lower energies [5{7] allows

the energy dependence of �cl to be compared to the predictions of models and QCD calculations
for the �rst time.

2 Event Selection and Monte Carlo Simulation

A complete description of the OPAL detector can be found elsewhere [8]. Most of this analysis
relies on the tracking of charged particles provided by the central detector, consisting of a

silicon microvertex detector, a precision vertex drift chamber, a large volume jet chamber and

chambers measuring the z-coordinate1 of tracks as they leave the jet chamber.

The analysis is based on data recorded in 1991 after the silicon microvertex detector was com-
missioned, 1992 and 1993. Multihadronic Z0 decays were selected using the criteria described

in [9]. After data quality and detector performance requirements the data sample consisted of

1 707 683 events.

For the measurement of charged particle multiplicity, charged tracks were required to have at
least 20 hits in the jet chamber, to have a measured momentum, pt, in the x-y plane of at least

1The OPAL coordinate system is de�ned with positive z along the electron beam direction and with positive

x pointing roughly towards the centre of the LEP ring. The polar angle � is de�ned relative to the +z axis and

the azimuthal angle � relative to the +x axis.
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0.150 GeV/c and to satisfy jd0j < 0:5 cm, where d0 is the distance of closest approach to the

origin in the x-y plane. For the reconstruction of secondary vertices, tracks were additionally

required to be associated with at least one hit in the silicon microvertex detector.

In each event, charged tracks and those electromagnetic clusters not associated to charged

tracks, were grouped into jets using the jet cone algorithm described in [10] with cone half

angle R = 0:7 rad and minimum jet energy � = 7:0 GeV. It was required that the two highest

energy jets be in opposite hemispheres, where the hemispheres are de�ned with respect to the

thrust axis calculated using the same tracks and clusters as used in the jet �nding. In order

that events be well contained in the detector, the cosine of the angle between the thrust axis

and the beam axis was required to satisfy j cos �thrustj < 0:8. A total of 1 273 936 events satis�ed

these criteria.

Secondary vertices were reconstructed using the method described in [4]. To obtain event

samples of varying b purity we used decay length signi�cance (decay length divided by its

error), as used in [11], rather than ordinary decay length, as used in [4], and the event by

event beam position rather than the average beam position. With these changes the maximum

attainable b purity was about 96%.

Simulated hadronic Z0 decays were generated with the Jetset 7.3 [12] Monte Carlo program
tuned to OPAL data as described in [13] using parameters described in [14] and using the
Peterson fragmentation function [15] for c and b quarks. These events were passed through a
detailed simulation [16] of the OPAL detector and subjected to the same pattern recognition
and reconstruction algorithms as the data. These events were used to estimate the purity of the

events with reconstructed vertices and to correct the charged particle multiplicity for detector
e�ects.

3 D� Selection

The D� mesons were reconstructed via the decay2 D�+ ! D0�+ ! K��+�+. Charged tracks
forming the D� mesons were required to have at least 40 hits in the jet chamber, have pt >
0:250 GeV/c and to satisfy jd0j < 0:5 cm.

The D0 candidates were selected by taking all combinations of two oppositely charged tracks,

with one of them assumed to be a pion and the other assumed to be a kaon. The D� candidates
were selected by combining D0 candidates with a third track. This `slow pion' track was
required to have the same charge as the track presumed to be the pion in the D0 decay. The

D� candidates were required to satisfy:

1:790 GeV=c2 < M cand
D0 < 1:940 GeV=c2 and 0:142 GeV=c2 < �M < 0:149 GeV=c2

where �M =M cand
D� �M cand

D0 and M cand
D� and M cand

D0 are the masses of the D� and D0 candidates
respectively.

Making use of the fact that real D0 mesons decay isotropically in their rest frames whereas

the background is strongly peaked forwards and backwards, the following cuts were applied:

2Throughout this paper charge conjugate modes are always implied.
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j cos ��j < 0:8 for xD� < 0:5 and j cos ��j < 0:9 for xD� > 0:5, where �� is the angle between the

kaon in the D0 rest frame and the direction of the D0 in the laboratory frame and xD� is the

scaled energy of the D�, xD� = 2ED�=Ecm. For kaon candidate tracks with dE=dx information,

the probability that the rate of energy loss, dE=dx, be consistent with that expected for a kaon

was required to be greater than 10%. Finally, at least two of the three tracks were required

to have either z{chamber hits or a z measurement derived from the point at which the track

leaves the end of the jet chamber.

To provide samples with di�ering charm purity, the data were divided into three regions of xD�.

Figure 1 shows the �M distribution in these three regions of xD�. The distributions have been

�t with a Gaussian for the signal and with a functional form A exp(�B�M)(�M=m� � 1)C

for the background [17]. These �ts were used to determine the fraction of background, fBG, in

each D� sample. The results of these �ts are summarized in table 1.

0:2 < xD� < 0:4 0:4 < xD� < 0:6 0:6 < xD� < 1:0

Number of D� candidates 2240 932 526

Fraction of background fBG 0.53 0.24 0.15

Estimated D� signal 1052 707 449
c quark purity Pc 0:22� 0:06 0:50 � 0:06 0:90 � 0:04
b quark purity Pb 0:78� 0:06 0:50 � 0:06 0:10 � 0:04

Table 1: Summary of D� signals and purity

In addition to the D� sample, a wrong sign side-band sample was selected by requiring that

the two pions of the D� candidates had opposite charge and that 0.150 GeV/c2 < �M <

0.170 GeV/c2.

The c and b quark purities, Pc and Pb are de�ned as the fraction of D� mesons originating
in c quark and b quark events. These were obtained from the measured x distributions of D�

mesons in Z0 ! bb and Z0 ! cc decays given in [17]. In that analysis, the contributions from
c quark events were separated from those from b quark events by a combination of bottom
tagging methods using leptons, jet shape variables and lifetime information. Although the

values given in [17] are corrected for detector e�ciency and acceptance, no evidence was found

that those corrections depended on whether the D� was produced in a c or b event. In calculating
the purities it was assumed that there is no contribution to D� production from light quark
events. Although D� meson production from gluon splitting has been observed [17] at the few

per cent level, consistent with theoretical expectations [18], it is concentrated mainly at low

xD�. The Monte Carlo predicts that 0.3% of D� mesons with xD� > 0:2 originate in light quark

events. The c and b quark purities are given in table 1 for the three xD� bins.

At high xD�, D� mesons are more likely to be found in high energy jets than low energy

ones and therefore the hemispheres opposite are less likely to contain the highest energy jet.
The hemisphere containing the highest energy jet (jet 1) also has a higher charged particle

multiplicity on average than the hemisphere containing the second highest energy jet (jet 2)

and so the sample of events containing D� mesons with high xD� would have produced too low a

value of �nc. To overcome this bias, the whole analysis was performed separately for D� mesons
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in jet 1 and jet 2 and the (unweighted) average taken at the end.

4 Charged Particle Multiplicity

If a vertex �t was successful or a D� was reconstructed in either of the two highest energy

jets, the charged particle multiplicity in the hemisphere opposite that containing the jet was

calculated. The hemispheres were de�ned by the thrust axis as described above. If vertices or D�

mesons were reconstructed in both hemispheres of an event then the multiplicity opposite each

of them was used. If, however, a vertex and a D� were reconstructed in the same hemisphere,

then only the D� information was used. Since there are many more vertices reconstructed than

D� mesons, this introduces negligible bias in the decay length sample.

The measured charged particle multiplicity was corrected for detector acceptance and e�ciency

as well as the introduction of spurious tracks from photon conversions and interactions using an

unfolding matrix derived from the Monte Carlo simulation as described in [19]. No correction

for initial state radiation was made. After this procedure, the multiplicity is de�ned as the total
number of all promptly produced stable charged particles and those produced in the decays of

particles with lifetimes shorter than 3�10�10 sec. This means that charged decay products from
K0
S, hyperons and weakly decaying b and c 
avoured hadrons are included in the de�nition,

regardless of how far away from the interaction point the decay actually occurred.

The unfolding matrix was calculated separately for each bin of xD� or decay length signi�cance.
Applying the corrections increased the mean multiplicity, �n, by between 2% and 3%. Making
no decay length or D� cuts, a hemisphere multiplicity of 10:680 � 0:004 was obtained, where
the error is statistical only. This is to be compared with the published OPAL value of 10:70�
0:02 � 0:19 [19].

The corrected hemisphere multiplicities for each xD� bin were described by

�n = (1� fBG)(Pc�nc + Pb�nb) + fBG�nBG (1)

where the purities Pc and Pb were obtained from [17] as described above and the multiplicity

opposite the D� background, �nBG, was obtained from the wrong sign side-band samples.

The corrected hemisphere multiplicities for each decay length signi�cance bin were described

by

�n = (1 �P 0

b)�nudsc + P 0

b�nb (2)

�nudsc =
fuds�nuds + fc�nc

fuds + fc
(3)

where fuds and fc are the fractions of Z
0 events that decay to light quarks and cc, respectively, in

the Standard Model. In order to treat �nudsc as a single variable in equation 2, small corrections
of between �0:7% and 0:1% were applied to the decay length data to account for the varying
charm contribution. These corrections were obtained from the Monte Carlo. The purity P 0

b as

a function of decay length signi�cance was obtained from the Monte Carlo as described in [4].

A simultaneous �t was performed on the D� and decay length tagged data to extract �nuds, �nc
and �nb. In fact, the decay length data using equation 2 essentially �xes �nudsc and �nb and then
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the D� data provide �nc through equation 1, allowing equation 3 to give �nuds. The results of the

�t were

�nuds = 10:41 � 0:06

�nc = 10:76 � 0:20

�nb = 11:81 � 0:01

Weighting the results for �nuds, �nc, �nb, according to the proportions of each 
avour from the

Standard Model, we obtain a hemisphere multiplicity of 10:78� 0:05, where the error is statis-

tical only. This is in good agreement with the OPAL published value given above.

Taking into account correlations between the results, the di�erence in charged particle multi-

plicity between c quark and b quark and light quark events is

�cl = 2 � (�nc � �nuds) = 0:69 � 0:51

�bl = 2 � (�nb � �nuds) = 2:79 � 0:12

5 Systematic Uncertainties

The systematic uncertainties a�ecting the decay length data are nearly the same as described
in [4] except that the largest contribution due to uncertainties in the detector resolution has been
reduced due to the higher b purity now obtained. The systematic uncertainties are summarized
in table 2 and were estimated as follows:

� The cuts used to select D� candidates were varied. The M cand
D0 window was increased to

1.765 GeV/c2 < M cand
D0 < 1.965 GeV/c2. The �M window was increased to 0.141 GeV/c2

< �M < 0.150 GeV/c2. Only one of the three tracks was required to have a z-chamber
or jet chamber end point z measurement.

� The event purity of the D� tagged sample, taken from [17], was varied within the errors

quoted therein.

� The extent to which the wrong-sign sample correctly estimates the D� background mul-
tiplicity is a possible source of systematic error. In order to estimate the e�ect on the

�nal results we calculated the background multiplicity from side-bands with correct sign
pions rather than the wrong signs and took the di�erence between these results and the

standard results as an estimate of the systematic uncertainty. According to the Monte
Carlo the di�erence between these two background estimates is slightly greater than the

di�erence between the wrong sign estimate and the true background.

� As well as the bias towards high energy jets, the high xD� data produce a slight bias
towards two jet events. The analysis was repeated for two jet and more than two jet

events separately and the results averaged according to the ratio of two jets to more than

two jets in the data. Alternatively we reweighted events so that the number of jets in
events with D� mesons was the same as in the whole data sample. The largest deviation

from the standard result was used to estimate the systematic uncertainty due to this
e�ect.
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� The average b lifetime was varied by �0:10 ps about its central value of 1.55 ps [20].

� The Peterson parameters �b and �c, that control the b and c quark fragmentation, were

varied from 0.0025 to 0.0080 and 0.026 to 0.066, respectively. These are equivalent to

varying the mean scaled energies of the heavy quarks hxEib and hxEic in the ranges

0:70� 0:02 and 0:51� 0:02, respectively, corresponding to the values given in [21,17] but

with slightly higher errors to allow for the fact that only one model has been considered

here.

� The ratios �bb=�had and �cc=�had were varied in the ranges 0:217�0:003 and 0:171�0:045

respectively, corresponding to the value given in [11] and encompassing the value given

in [17].

� The fractions of Bs and �b produced in b quark fragmentation were changed from half to

double their nominal values of 12% and 9% respectively, and the ratio of Bu to Bd was

changed by �20%. The B hadron decay multiplicity (including K0
S and � decays) was

varied by �0:5 tracks corresponding to the error given in [4].

� In the Monte Carlo, the di�erence between the x-y parameter d0 of the reconstructed
tracks and of their associated generated particles was increased by a factor of 1.4 to
account for systematic misalignments in the data that were not included in the Monte
Carlo simulation. This scaling factor was varied between 1.2 and 1.6 in order to estimate

the uncertainty due to these e�ects.

� The analysis was repeated without correcting the decay length data for the variation of
charm purity and for possible hemisphere to hemisphere correlations.

� Hemispheres tagged by decay length were not excluded if there was also a D� tag.

Description �nuds �nc �nb �cl �bl

D� selection cuts 0.021 0.079 0.001 0.199 0.043

D� purity 0.020 0.068 0.000 0.174 0.038
D� background multiplicity 0.018 0.059 0.003 0.156 0.043
Jet selection bias 0.011 0.004 0.005 0.023 0.033
b lifetime 0.008 0.001 0.003 0.016 0.018
b and c fragmentation 0.020 0.016 0.034 0.042 0.093

�bb=�had and �cc=�had 0.040 0.016 0.034 0.104 0.116

B production and decay 0.007 0.012 0.056 0.018 0.120
d0 resolution scaling 0.061 0.031 0.072 0.086 0.110

�nudsc charm correction 0.002 0.049 0.066 0.097 0.132
Overlap exclusion 0.003 0.001 0.004 0.008 0.001

Total systematic error 0.085 0.136 0.123 0.353 0.270

Acceptance & e�ciency 0.188 0.192 0.213 0.009 0.050

Table 2: Summary of systematic error contributions.

Since the same correction procedure as described in [19] has been used with essentially the same
Monte Carlo program, it was assumed that this analysis is subject to the same acceptance and
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e�ciency systematic uncertainties as described in [19]. The contributions to the uncertainty in

single hemisphere multiplicity are 0.2% from detector simulation, 1.5% from track and event

selection and 0.9% from fragmentation model dependence giving an overall systematic uncer-

tainty of 1.8%. This contribution should be treated as an overall scale uncertainty.

6 Comparison with Models and QCD Predictions

The results for �nuds, �nc and �nb are shown in �gure 2 along with the predictions of the Jetset 7.4

model with parameters tuned to OPAL data as described in [14]. The values predicted for �nc
and �nb agree well with the data whereas the prediction for �nuds is somewhat lower than the

data.

The results for �cl and �bl are shown in �gure 3 along with data from other experiments [5,22,

6,7,23,24] and the predictions of models and QCD calculations. The so{called na��ve model [6]

assumes that the non{leading multiplicity accompanying the heavy hadrons in heavy quark

events is the same as the multiplicity in light quark events at the centre of mass energy corre-
sponding to the energy left behind after the heavy quarks have fragmented. There are several
variations of this model [2,24] leading to slightly di�erent predictions. We have used a form

�Ql = 2Ndecay
Q +

Z Z
N(
q
(1 � xQ)(1� xQ)W )f(xQ)f(xQ)dxQdxQ �N(W )

whereN(W ) = 2:554+0:1252�exp(2:317
p
lnW ) is a parameterization of world average charged

particle multiplicity data, corrected to remove the e�ects of heavy quark production [25], xQ
and xQ are the fractions of the beam energy carried by the heavy hadrons, Ndecay

Q is the decay
multiplicity of the heavy hadrons, and W is the centre of mass energy. We approximated the
fragmentation function f(xQ) by a normalized Peterson function with a mean of 0:51 � 0:02

(0:70� 0:02) for charm (bottom) and used Ndecay
Q = 2:4 (5.5). As seen from �gure 3, the na��ve

model reproduces the data reasonably well at low energy but is somewhat below the data at
high energy.

In QCD, the suppression of forward gluons in the angular region around the heavy quark

direction leads to a lower multiplicity accompanying a heavy quark than a light quark at the
same centre of mass energy. The total multiplicity is however higher in heavy quark events

because of the additional particles from heavy hadron decay. Calculations [1] using MLLA [26]

and LPHD [27] predicted that �cl = 1:7 � 0:5 and �bl = 5:5 � 0:8, independent of centre of
mass energy. The previous measurements have already shown that the value of �bl is somewhat

higher than the data but this is the �rst test of the prediction for �cl. Petrov and Kisselev [2]
have modi�ed these calculations to predict an absolute upper bound on �cl in the range 1.3 to

1.7, and on �bl in the range 3.7 to 4.1; the exact predicted values depending on the assumed
heavy quark masses. They also calculate more representative values of �cl = 1:01 and �bl = 3:68

assuming mc = 1:5 GeV/c2 and mb = 4:8 GeV/c2. The prediction for �cl is in reasonable

agreement with our data whereas �bl is still somewhat high.

The version of Jetset described above predicts �cl = 1:38 (�bl = 4:15) at W=29 GeV and

�cl = 1:22 (�bl = 3:27) at W=91 GeV.
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7 Conclusions

We have used events with reconstructed D� mesons to produce samples of events with varying

charm purity. Combining these samples with those containing reconstructed secondary vertices

which have high bottom purity, we have measured the hemisphere charged particle multiplicity

in Z0 ! uu;dd; ss events, Z0 ! cc events and Z0 ! bb events to be

�nuds = 10:41 � 0:06 � 0:09 � 0:19

�nc = 10:76 � 0:20 � 0:14 � 0:19

�nb = 11:81 � 0:01 � 0:12 � 0:21

where the �rst error is statistical, the second systematic and the third is a common scale

uncertainty. Taking into account correlations between the results, we �nd the di�erence in

charged particle multiplicity between c quark events and light (u, d, s) quark events to be

�cl = 0:69 � 0:51 � 0:35

�bl = 2:79 � 0:12 � 0:27:

The values of �nb and �bl supersede our previous results [4].
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Figure 1: Distributions of the di�erence between the invariant mass of the D� candidate and

D0 candidate in di�erent xD� ranges. The points show the data while the solid lines are the

results of the �ts described in the text.
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Figure 2: Values of the hemisphere charged particle multiplicities, �nuds, �nc and �nb, obtained

from the data. The error bars are the quadratic sum of the statistical and systematic errors but
do not include the overall systematic scale uncertainty of 1.8%. The dashed horizontal lines

are the predictions of Jetset 7.4 with the dotted lines re
ecting the variation of the Peterson

parameters �c and �b from 0.026 to 0.066 and 0.0025 to 0.0080 respectively; the multiplicity
increases with �.
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Figure 3: The di�erence in charged particle multiplicity between (a) c quark and light quark
events, �cl and (b) b quark and light quark events, �bl, as a function of centre of mass energy.

The single hatched areas represent the na��ve model while the cross hatched areas are the QCD
upper limits as described in the text. The original MLLA predictions are shown as the solid

lines with the dotted lines indicating the errors on these predictions not including higher order

corrections. The data points around 91 GeV have been separated horizontally for clarity.
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