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Abstract

An ever-increasing demand for high-performance silicon sensors requires complex sensor designs that are challenging to
simulate and model. The combination of electrostatic finite element simulations with a transient Monte Carlo approach
provides simultaneous access to precise sensor modelling and high statistics. The high simulation statistics enable the
inclusion of Landau fluctuations and production of secondary particles, which offers a realistic simulation scenario. The
transient simulation approach is an important tool to achieve an accurate time-resolved description of the sensor, which
is crucial in the face of novel detector prototypes with increasingly precise timing capabilities. The simulated time
resolution as a function of operating parameters as well as the full transient pulse can be monitored and assessed, which
offers a new perspective on the optimisation and characterisation of silicon sensors.

In this paper, a combination of electrostatic finite-element simulations using 3D TCAD and transient Monte Carlo
simulations with the Allpix2 framework are presented for a monolithic CMOS pixel sensor with a small collection diode,
that is characterised by a highly inhomogeneous, complex electric field. The results are compared to transient 3D TCAD
simulations that offer a precise simulation of the transient behaviour but long computation times. Additionally, the
simulations are benchmarked against test-beam data and good agreement is found for the performance parameters over
a wide range of different operation conditions.
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1. Introduction

The simulation of silicon detectors is an important ingre-
dient in the development and characterisation of novel pro-
totypes for future particle physics experiments and other
applications. They are key in the design and performance
optimisation, in the interpretation of measurement results
and comprehension of underlying mechanisms. They also
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aid in the optimisation of analysis and reconstruction al-
gorithms and are therefore indispensable tools in various
stages in the detector development cycle.

The combination of 3-dimensional finite-element sim-
ulations using Technology Computer-Aided Design (3D
TCAD) with the Monte Carlo framework Allpix2 [1] was
validated for a monolithic CMOS sensor with a small col-
lection diode and shown to leverage the advantage of both
simulation approaches: detailed sensor modelling and high
simulation rates that enable the inclusion of statistical fluc-
tuations [2]. The Allpix2 framework allows for an end-to-
end simulation of the response of a silicon sensor to the
traversal of highly energetic particles, from initial energy
deposition to signal digitisation.

In light of new detector prototypes with sub-nanosecond
time resolutions, time-resolved simulations are of utmost
importance. Transient Monte Carlo simulations are pro-
vided by the Allpix2 framework on the basis of the
Shockley-Ramo theorem [3, 4]. This allows the investiga-
tion of the current pulse induced on the sensor electrodes
and pave the way for the optimisation of sensor designs
with fast signal formation.

In this document, the transient Monte Carlo simulations
are validated against transient 3D TCAD simulations and
test-beam data from a monolithic silicon sensor prototype
with a small collection diode. The device is characterised
by complex field configurations as well as doping concen-
trations that range over several orders of magnitude. A
precise modelling of the sensor is therefore crucial to make
accurate predictions about its performance.

2. Sensor Design

The sensors investigated here are implemented in a
180 nm CMOS imaging process, as shown schematically
in Fig. 1 [5]. A single pixel cell is defined as the rectangu-
lar region centred on each collection electrode, with edges
equidistant between neighbouring electrodes. Therefore,
the figure displays two adjacent pixels for each flavour.
They exhibit a small n-type collection electrode placed
on top of a 30 µm thick high-resistivity epitaxial layer
grown on top of a p-type substrate. In this paper, pro-
totypes with a total thickness of 100 µm are investigated.
The pixel readout electronics are placed in deep p-wells.
Bias voltages of Vsub and Vpwell are applied to the sub-
strate and nodes in the deep p-wells, respectively. In
this work. the sensors are operated with a reverse bias
of Vsub = Vpwell = −6 V.

The pixels come in three flavours, differentiated by the
option of a deep low-dose n-implant. The first flavour has
no such implant as shown in Fig. 1a. The second flavour
has a continuous deep n-implant that ensures full lateral
depletion of the epitaxial layer [5] as indicated in Fig. 1b.
In the third pixel flavour, the deep n-implant is segmented
as shown in Fig. 1c, which generates a lateral electric field
leading to a faster charge collection [6].

While the comparison of the transient current pulse
with transient 3D TCAD will be performed for all three
pixel flavours, the comparison with test-beam data is only
shown for the flavour with continuous n-implant, using a
100 µm thick sample. The comparison for the flavour with
no n-implant and the one with segmented n-implant pro-
duce similar results and can be found elsewhere [2, 7].

The continuous n-implant design is used for the CLIC
Tracker Detector (CLICTD) sensor, a technology demon-
strator developed in the context of the tracking detector
studies for the Compact Linear Collider (CLIC) [8].

The CLICTD sensor has an active matrix of 16
columns × 128 rows (detection channels), each measuring
300 µm × 30 µm. The detection channels are segmented
into eight sub-pixels along the 300 µm dimension, yield-
ing a sub-pixel pitch of 37.5 µm × 30 µm. Each sub-pixel
is equipped with its own collection diode and analogue
front-end. The output of the eight sub-pixels are com-
bined by an OR gate in a common digital front-end of the
detection channel, allowing for a reduction of the digital
footprint. The CLICTD sensor features simultaneous 8-bit
Time-of-Arrival (ToA) (10 ns ToA bins) and 5-bit Time-
over-Threshold (ToT) measurement capabilities, although
these are not studied in this paper (see [9] for further de-
tails).

3. TCAD Simulation

Three-dimensional TCAD simulations using the Synop-
sys Sentaurus framework [10] are used to model the elec-
trostatic properties of the sensor, with the geometry as in
Section 2. The TCAD simulation comprises only the epi-
taxial layer of the sensor. A single pixel cell is simulated
and periodic boundary conditions are applied. The mesh
is adjusted to the doping gradient in the structure i.e. a
finer mesh is applied in regions with a high gradient such
as the p-wells or around the implants.

3.1. Electrostatic Simulation

A cross section of the electrostatic potential of the pixel
flavour with the continuous n-implant is depicted in Fig. 2.
The complexity and non-linearity of the potential is a di-
rect consequence of the small collection diode design and
demands precise modelling of the sensor for accurate per-
formance predictions. The black arrows denote the elec-
tric field streamlines and the star indicates an electric field
minimum below the p-wells at the pixel edges. Charge car-
riers close to these edges first drift into the field minimum
before they propagate to the collection electrode, resulting
in a slow charge collection and increased charge sharing,
as detailed in [6]. As a consequence, the impact of charge
carrier diffusion and recombination are crucial in this part
of the pixel cell.

The white line at the bottom of the structure shows
the border of the depleted volume indicating that a small
part at the bottom of the epitaxial layer is not fully de-
pleted. Moreover, the depleted volume does not reach into
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Figure 1: Schematic representation of the three different pixel flavours investigated. They consist of a p+ substrate, a p- epitaxial layer and
different well layouts with no (a), with continuous (b) and with segmented n-implant (c) (not to scale).

 30 µm

Figure 2: Cross section through the implants of a 3D TCAD simula-
tion showing the electrostatic potential and electric field streamlines
in the epitaxial layer of the pixel flavour with continuous n-implant.
The white line indicates the edge of the depleted volume and the
star denotes the electric field minimum. The collection electrodes
are located at the top-left and top-right edge of the structure.

the substrate. In these regions, the impact of diffusion is
particularly high.

The 3D TCAD calculations are used to provide a precise
sensor description for the Allpix2 simulation. For the mod-
elling of the CLICTD sensor, the electromagnetic field, the
weighting potential and the doping profile are included.
The maps are converted to a regularly spaced mesh us-
ing the Allpix2 Mesh Converter tool for a faster and less
computing-intense lookup of electric field vectors at differ-
ent positions in the sensor.

3.2. Transient Simulation

Transient 3D TCAD simulations are used to study the
charge collection behaviour of the sensor. In the simula-
tion, 63 electron-hole pairs per micrometer [11] are injected
along a straight line at the pixel corners perpendicular to
the sensor surface. The injection line is smeared laterally
by a Gaussian distribution with a standard deviation of
50 nm and a finer mesh around the injection line is used.

The drift and diffusion equations are numerically solved
for each predefined time step and the time-resolved re-
sponse of the sensor is extracted. The step size is adapted
to the simulated sensor and to the current simulation time
i.e. finer time steps are used right after the charge injec-
tions and coarse steps when most of the charge carriers
have recombined or reached the electrode.

Transient 3D TCAD simulations provide a detailed and
self-consistent solution to the electromagnetic response of
the sensor to charge injection. However, the high computa-
tion times render these simulations unpractical for perfor-
mance studies where large simulation samples are needed.

4. Transient Monte Carlo Simulation

The Monte Carlo simulations performed in this paper
largely follow the setup outlined in [2], with a few key
differences with respect to energy deposition, charge car-
rier transport and signal formation. They were performed
with Allpix2 version 2.0 and profited significantly from the
multithreading capabilities introduced with this version.

4.1. Energy Deposition

For the initial deposition of energy in the sensor by the
ionising radiation, two models have been used. The first
model seeks to replicate the simplified situation simulated
in the transient TCAD calculations presented in the previ-
ous section, to allow for a direct comparison between the
two methods. For this, the Allpix2 framework provides
the DepositionPointCharge module which allows the gen-
eration of electron-hole pairs at a defined position or along
a line through the sensor as linear energy transfer (LET).
The respective configuration is shown in Listing 1. Here,
the position of the charge carrier deposition was chosen as
the corner between two diagonally adjacent pixels (10,10)
and (11,11) of the sensor in accordance with the position of
the energy deposition simulated with transient TCAD, by
setting the position parameter to the desired location in
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[DepositionPointCharge]

source_type = "mip"

model = "fixed"

position = 315um, 393.75um

number_of_steps = 30

number_of_charges = 63/um

Listing 1: Configuration section for the DepositionPointCharge mod-
ule used to replicate the simplified energy deposition and charge car-
rier generation used in the transient 3D TCAD simulations. Here, a
model with fixed position and a MIP-like LET is used.

local coordinates. The parameters number of steps and
number of charges define the distribution of deposited
charge carriers in the sensor by specifying the total num-
ber of steps along the path, in which charge is deposited,
and the equivalent number of charge carriers deposited per
micrometre.

For the comparison with test-beam data presented in
this paper, the DepositionGeant4 module is used. The
module uses Geant4 [12, 13] to simulate the creation of
secondary particles and a more realistic interaction of the
incoming particle with the detector material. The corre-
sponding configuration can be obtained from [2].

4.2. Shockley-Ramo Theorem & Weighting Potential

The calculation of the induced current of a moving
charge carrier requires the knowledge of the weighting po-
tential in addition to the electric field of the sensor. The
weighting potential for a given sensor geometry can be cal-
culated analytically or by means of a finite-element simu-
lation in TCAD by setting the electrode of the pixel under
consideration to unit potential, and all other electrodes to
ground [14].

The Shockley-Ramo theorem [3, 4] then states that the

charge Qindn induced by the motion of a charge carrier is
equivalent to the difference in weighting potential between
the previous location ~x0 and its current position ~x1, viz.

Qindn =

∫ t1

t0

Iindn = q [φ(~x1) − φ(~x0)] , (1)

assuming discrete time steps, as detailed in Section 4.5.
Here, q is the charge of the carrier, φ(~x) the weighting

potential at position ~x and Iindn the induced current in the
particular time step.

In Allpix2, weighting potentials can be loaded and ap-
plied to individual sensors. Depending on the geometry of
the sensor and the pixel cell, it might be necessary to cal-
culate a weighting potential for a matrix of 3 × 3 pixels to
cover induction in neighbouring pixels, or just for a single
pixel if the weighting potential is confined to the volume
very close to the collection electrode. Here, the weighting
potential of a single pixel is considered, owing to the small
ratio between the size of the collection electrode and active
sensor thickness.

4.3. Charge Carrier Lifetime & Recombination

The recombination of charge carriers with the silicon
lattice needs to be taken into account when simulating
the signal formation, especially with highly-doped regions
present in the sensor, such as the substrate wafer of
CLICTD.

A charge carrier is given a probability of

p = e−∆t/τ(N) (2)

of surviving a simulation time step ∆t without recombin-
ing with the lattice, with τ(N) being the lifetime calcu-
lated from the local doping concentration as described in
the following. Two main recombination mechanisms are
relevant for the silicon sensors investigated in this paper:
the Shockley-Read-Hall and the Auger recombination.

Shockley-Read-Hall recombination. The recombination
process can be induced by defects and impurities which
create additional energy levels in the band gap as described
by the Shockley-Read-Hall (SRH) model [15, 16]. If the
recombination centres are close to the middle of the band
gap, the charge carrier lifetime τSRH is given by:

τsrh(Nd) =
τ0

1 +Nd/Nd0

(3)

where Nd is the doping concentration. τ0 and Nd0 are
the reference lifetime and reference doping concentration,
respectively, which are taken from [15] as

τ0,e = 1 × 10−5 s

Nd0,e = 1 × 1016 cm−3

τ0,h = 4.0 × 10−4 s

Nd0,h = 7.1 × 1015 cm−3

for electrons and holes, respectively.

Auger recombination. This recombination mechanism be-
comes increasingly important at high doping levels exceed-
ing 5 × 1018 cm−3 [17]. The model assumes that the excess
energy created by electron-hole recombinations is trans-
ferred to another electron (e-e-h process) or another hole
(e-h-h process). The total recombination rate is then given
by [18]:

Ra = Cnn
2p+ Cpnp

2 (4)

where Cn/Cp are the Auger coefficients and n/p the free
charge carrier concentrations. The first term corresponds
to the e-e-h process and the second term to the e-h-h pro-
cess. In highly-doped silicon, the Auger lifetime for mi-
nority charge carriers can be written as

τa =
1

Ca ·N
2
d

(5)

where Ca = Cn + Cp is the ambipolar Auger coefficient
and Nd is the majority carrier density. The coefficients can
be determined experimentally and for the simulations pre-
sented in this paper, the values have been taken from [19]
as

Cn = 2.8 × 10−31 cm−6/s

Cp = 0.99 × 10−31 cm−6/s,
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[TransientPropagation]

temperature = 293K

charge_per_step = 10

timestep = 7ps

distance = 1

integration_time = 50ns

mobility_model = "masetti_canali"

recombination_model = "srh_auger"

Listing 2: Configuration section for the TransientPropagation mod-
ule used to simulate the charge transport.

resulting in Ca = 3.79 × 10−31 cm−6/s.

Combination. The two charge carrier recombination mod-
els are combined by inversely summing the individual life-
times calculated by the models via

τ−1(Nd) =

{
τ−1
srh(Nd) + τ−1

a (Nd) (minority)

τ−1
srh(Nd) (majority)

(6)

where the Auger lifetime is only taken into account for
minority charge carriers.

4.4. Charge Carrier Mobility

A combination of the Masetti [20] and Canali [21] mod-
els for charge carrier mobility in silicon is used. This allows
the dependence on both the electric field and the doping
concentration to be taken into account. In particular, the
saturation velocity is considered, which is crucial to avoid
an overestimation of the charge carrier mobility. The mo-
bility is parametrised as a function of the electric field
strength E and the doping concentration N :

µ(E,N) =
µm(N)(

1 + (µm(N) · E/vm)
β
)1/β

(7)

where µm(N) is the Masetti mobility; vm and β are phe-
nomenological parameters from the Canali model, defined
for electrons and holes separately.

A more detailed description of the individual models
and their combination can be found in the Allpix2 User
Manual [22].

4.5. Signal Formation

For the simulation of charge carrier motion, the Tran-
sientPropagation module is used. Similar to the Gener-
icPropagation module used in [2], it employs the Runge-
Kutta-Fehlberg (RKF) integration method [23] but, in
contrast, uses fixed time steps to simplify the assignment
to time bins in the generated current pulse.

The configuration used for the charge carrier trans-
port is provided in Listing 2. Here, the parameters
charge per step and timestep control how many charge
carriers are moved together and how fine the timesteps of

the propagation are, respectively. The distance param-
eter allows the configuration of the maximum distance of
neighbouring pixels for which the induced currents are cal-
culated. For a value of 0, only the current for the central
pixel is calculated, below which the charge carrier is lo-
cated. A distance of 1 includes all direct neighbours. The
total integration time is set to 50 ns for the simulation that
is compared to test-beam data. The value corresponds to
the estimated integration time of the CLICTD front-end
and is significantly larger than the expected signal forma-
tion time for the pixel flavour with continuous n-implant.

For each of the charge carrier groups propagated to-
gether, the algorithm repeats the following steps until a
sensor surface has been reached or the charge carriers have
recombined:

1. The charge carrier mobility and resulting velocity are
calculated at the current position.

2. A step is performed by the RKF integration method.

3. The offset caused by diffusion is calculated and added
to the new position.

4. Determine whether the charge carrier has recombined
with the silicon lattice via Eqs. 2 and 6, or the charge
carrier has left the sensor volume.

5. The closest pixel is determined.

6. For the closest and each of the surrounding pixels, the
current induced by the step is calculated via Eq. 1.

The calculation of the induced current in the different
pixels is demonstrated in Figure 3. The weighting poten-
tial is centred with its readout electrode on unit potential
on the pixel of interest, for which the induced current by
the charge carrier movement is to be calculated. For the
subsequent pixel of interest, the position of the weighting
potential is adjusted accordingly.

4.6. Current Pulses & Digitisation

The final per-pixel current pulses are formed from the
currents induced by individual charge carriers in the Pulse-
Transfer module. The resulting pulses can either be anal-
ysed directly or further processed by a front-end simula-
tion module such as the DefaultDigitizer, or the CSADigi-
tizer to calculate derived quantities like time-of-arrival or
time-over-threshold. For the comparison with data, the
DefaultDigitizer was used.

5. Evaluation of Transient Sensor Response

For the small collection diode design, the optimisation of
the sensor properties is especially interesting at the pixel
corners, since the distance to the collection diodes is max-
imal and the charge collection therefore slower compared
to the rest of the pixel cell. It also represents a challeng-
ing simulation scenario since charge carriers created at the
pixel corners traverse a large part of the active sensor vol-
ume, thereby probing the field distribution inside the pixel
cell.
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(a) Induced current on center pixel (b) Induced current on upper-left pixel (c) Induced current on center-right pixel

Figure 3: Shifting of a 3 × 3 weighting potential over a 3 × 3 region of interest. Here, the pixels in the region of interest for which the induced
current is calculated are shown in green. The charge carrier position is indicated by the black dot and the weighting potential is displayed in
red, with its electrode at unit potential as small square and its full extent indicated by the dashed line.
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Figure 4: Transient current pulses for transient 3D TCAD and Allpix
2

combined with electrostatic 3D TCAD after charge injection at the
pixel corner. Three different sensor designs were tested: a design with (a) no n-implant, (b) continuous n-implant, (c) segmented n-implant
for the CLICTD geometry using a pixel pitch of 37.5 µm × 30µm and an epitaxial layer thickness of 30 µm.
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Figure 5: Induced current for charge carriers homogeneously injected
across the pixel cell and solely in the pixel corner.

5.1. Comparison with TCAD

In transient 3D TCAD, the pixel corner is investigated
by injecting electron-hole pairs along a straight line at the
intersection of four neighbouring pixels, as explained in
Section 3. The same simulation conditions are replicated
with Allpix2 using the static field maps obtained from the
electrostatic 3D TCAD simulation. The average pulse of
50 Allpix2 simulation events is shown to smooth out statis-
tical fluctuations, except for the design without n-implant,
where 200 simulation events are averaged. The simulation
time per event is about 0.1 - 0.2 s compared to typically
8 h using 3D TCAD on the same machine and the same
number of threads.

The resulting current pulses induced on one pixel cell
are shown in Fig. 4 for transient 3D TCAD and Allpix2

combined with electrostatic 3D TCAD. The pulses for all
three sensor designs are displayed.

The different pixel flavours have significant differences
in charge collection times and field configurations, but it
can be seen that the two different simulation approaches
give compatible results in each case. The combination of
Allpix2 and electrostatic 3D TCAD is therefore suitable
for a range of different devices without the need for prior
adaptation of the simulation set-up to the sensor design.

The high simulation rates in Allpix2 allow the simulation
to be repeated while varying the charge injection positions
systematically over the pixel cell. In this way, the entire
pixel cell can be probed, as shown in Fig. 5, where the
average induced current pulse can be seen for the pixel
design with continuous n-implant. The peak of the aver-
age transient pulse for the full sensor is located below one

nanosecond, in contrast to the charge injection at the pixel
corner, which represents the worst case in terms of sensor
time performance owing to the low lateral electric field in
this region.

Statistical fluctuations of the charge deposition as well
as the generation of secondary particles such as delta rays
can now also be taken into account with reasonable statis-
tics. In Allpix2 this can be achieved by switching the
charge deposition stage of the simulation to the Deposi-
tionGeant4 module, using the configuration presented in
[2].

The transient pulse distribution for particles incident on
the pixel corners is displayed in Fig. 6a and their integrated
induced current in Fig. 6b. Here, the black stars indicate
the average pulse height value and integrated charge in
the respective time bin, respectively. The pulse-by-pulse
variations underline the importance of including statistical
effects in the simulation setup.

5.2. Sensor Time Resolution Studies

The transient Monte Carlo simulation validated in the
previous section allows for an evaluation of the sensor time
resolution already at the prototyping stage, which is cru-
cial for sensor optimisation studies. The inclusion of all
relevant statistical elements of the signal formation in the
sensor enable a realistic estimation of the sensor response
time with different operation conditions and with different
sensor designs. Here, this approach is exemplified by eval-
uating the sensor time resolution for different pixel pitches
and the sensor design with continuous n-implant.

Similar to the functioning of many detector front-ends,
the time at which the current pulse crosses the chosen de-
tection threshold (threshold crossing time) is used to com-
pute the time residuals of the sensor. The crossing time
obtained from the simulation is smeared by a Gaussian
distribution with a standard deviation of 1 ns in order to
account for the resolution of a time reference measurement
such as a beam telescope or a trigger scintillator.

Fig. 7a shows the time residual distribution as a func-
tion of the signal charge for a sensor with a pixel pitch
of 30µm × 30 µm. Small transient pulses cross the thresh-
old later, which leads to a tail observable for low signal
values. This charge-dependence in threshold crossing time
is corrected by subtracting the mean time offset for each
charge bin separately, yielding the corrected distribution
displayed in Fig. 7b. The observed behaviour matches very
well the timewalk effect known from measurements. The
simulated time however only comprises the effects related
to the signal formation in the sensor such as longer charge
collection times in the pixel corners but not the additional
contributions from e.g. threshold fluctuations in the front-
end electronics.

Using this corrected time residual distribution, the time
resolution of the sensor can be extracted and the width of
the distribution can be compared between different pro-
totype designs. Here, the width of the time residual dis-
tribution is quoted as the RMS of the central 3σ. Fig. 8

7



0 10 20 30 40 50
 Time [ns]

0

5

10

15
9−10×

 In
du

ce
d 

cu
rr

en
t [

A
]

0

5000

10000

15000

20000

25000

30000

 E
nt

rie
s

Continuous n-implant

(a) Transient sensor response
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Figure 6: (a) Transient pulse distribution and (b) integrated charge for the pixel design with continuous n-implant, obtained from a full
Monte Carlo simulation including secondary particles and energy deposition fluctuations. The black stars represent the average pulse height
and integrated charge, respectively.

shows the width of the distribution as a function of the
applied detection threshold for different pixel pitches. As
expected, the time resolution improves for smaller pixel
pitches due to a more homogeneous time response across
the pixel cell. With increasing detection threshold, a de-
terioration of the time resolution can be observed, owing
to the flattening shape of the signal resulting in a stronger
contribution of time jitter.

6. Reconstruction and Analysis

In the following sections the transient Monte Carlo simu-
lation using electrostatic TCAD fields and Allpix2 is com-
pared to data recorded with the CLICTD prototype in
test-beam measurements. This section summarises the re-
construction and analysis techniques, while a detailed de-
scription of the setup and reconstruction is given elsewhere
both for the test-beam measurements [9] and for the sim-
ulations [2].

6.1. Test-beam Measurements

The test-beam measurements presented were performed
at the DESY II Test Beam Facility [24] using a 5.4 GeV
electron beam.

Experimental Setup. An EUDET-type telescope featur-
ing six planes of MIMOSA 26 monolithic active pixel
sensors [25] and an additional Timepix 3 time-reference

plane [26] were used for reference measurements of par-
ticle tracks. The CLICTD sensor was placed as device-
under-test (DUT) between three MIMOSA 26 planes in
the upstream arm and three in the downstream arm of the
telescope. The Timepix3 plane was located downstream
of the last MIMOSA 26 plane.

All data presented in the subsequent section has
been recorded with a CLICTD prototype featuring the
continuous n-implant sensor design, a pixel pitch of
37.5 µm × 30 µm and a total thickness of 100 µm.

Reconstruction. The offline reconstruction is performed
with the Corryvreckan framework [27].

First, adjacent pixels on each of the telescope planes
and on the DUT are combined into clusters. The clus-
ter position is given by a centre-of-gravity algorithm using
charge-weighting where applicable. The cluster position
on the DUT is corrected with the η-formalism [28] to take
non-linear charge sharing into account.

Track candidates are required to have a cluster on each
telescope plane, the DUT is excluded from tracking. The
General Broken Lines formalism [29] is used to fit the
tracks. The resolution of the track impact position has
been determined to be between 2.4 µm and 2.8 µm for the
measurements featuring a particle beam perpendicular to
the sensor surface [30]. For measurements with a rotated
DUT, the resolution is 5.7 µm since the distance between
the telescope planes and the DUT is enlarged to enable
rotation of the sensor.
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(a) Time residuals before correction.
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(b) Time residuals after correction.

Figure 7: Time residuals as a function of the highest single pixel charge in a cluster before (a) and after (b) correction of the charge-dependent
threshold crossing time. The black stars denote the mean of each charge bin.
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Figure 8: Time resolution as a function of the detection threshold
for a simulated sensor with different pixel pitches.

A reconstructed track is associated to a DUT cluster
if the distance between the track incidence position on
the DUT and the cluster position is less than 1.5 times
the pixel pitch, and the track time falls within the active
shutter of the DUT.

The hit detection efficiency is defined as the number of
associated tracks divided by the total number of tracks,
provided that the tracks pass trough the acceptance re-
gion of the DUT. The acceptance region is defined as the
physical pixel matrix excluding the outermost row/column
as well as masked pixels and their direct neighbours. The
number of masked pixels on the DUT is below 0.1 %.

Systematic Uncertainties. The detection threshold ap-
plied to the sensor has a considerable impact on the cluster
observables and has been calibrated in laboratory mea-
surements [9]. The calibration yields a statistical un-
certainty of ±0.02 e−/DAC and a systematic uncertainty
of +2.2

−3.0e−/DAC.

The resolution of the reference telescope was found
to have a systematic uncertainty of ±0.1 µm originating
from the uncertainty on the intrinsic resolution of the MI-
MOSA26 telescope planes [25].

6.2. Simulation

A particle beam consisting of electrons with a momen-
tum of 5.4 GeV is simulated in order to replicate the test-
beam conditions.

Instead of reconstructed particle tracks, the Monte
Carlo truth information is used as a reference. The ref-
erence position on the DUT is calculated by linearly inter-
polating between the entry and exit point of the particle in
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the sensor. The position as well as the simulated time mea-
surements are smeared by a Gaussian distribution with a
standard deviation corresponding to the respective track
resolution of the corresponding data run.

The same reconstruction techniques used for the test-
beam data are applied.

Systematic Uncertainties. The spatial and time granular-
ity of both the 3D TCAD and the Monte Carlo simulation
needs to be fine enough to resolve the relevant physical
features and processes. The time granularity of the sim-
ulated charge carrier transport in Allpix2 is set to 7 ps.
The value has been varied from 1 ps to 20 ps and the im-
pact on the final observables was found to be negligible.
The 3D TCAD simulation applies an adaptive spatial and
time granularity, using a fine-grained mesh for small fea-
ture sizes. It has been verified that a further decrease in
mesh size and time granularity does not alter the results.
The spatial granularity of the 3D TCAD maps imported
into Allpix2 is fixed to 0.2 µm × 0.2 µm × 0.2µm. A finer
meshing has no significant effect on the final observables.

The charge carrier transport in Allpix2 is sped up by
transporting charge carriers as a group. Here, the number
of charge carriers per group is set to 10. The value was
varied between 1 and 15 and no significant impact was
observed. The time interval in which the charge carriers
are transported is fixed to 50 ns. It has been verified that
continuing the simulation beyond the 50 ns does not signif-
icantly alter the results for the pixel flavour with contin-
uous n-implant confirming that the majority of liberated
charge carriers have either recombined or reached the col-
lection electrode. Smaller values lead to a decrease in the
integrated induced signal, as expected.

The sensor properties were found to be highly sensi-
tive to the doping profiles used to model the sensor. The
Spreading Resistance Profiling (SRP) technique was used
to measure the resistivity of a 18µm thick epitaxial layer,
that was scaled to 30 µm to match the investigated sensor
design [31]. The profile is characterised by a transition
region between the high-resistivity epitaxial layer and the
low-resistivity substrate, that arises from the diffusion of
dopants out of the substrate into the epitaxial layer. The
slope of the transition region was varied by a factor of
three to account for uncertainties in the SRP measure-
ment and the scaling of the profile to 30µm. For the
collection electrode and the p-well implant, the vertical
extent of the doping profiles are taken from process sim-
ulations performed by the foundry. The lateral diffusion
of these profiles is not known and is therefore accounted
for by varying the nominal diffusion value by a factor of
three.

The total uncertainty is determined by varying the lat-
eral diffusion at the p-well and at the collection electrode
as well as the vertical diffusion of the substrate individually
and repeating the simulation. The different sources of un-
certainty are assumed to be uncorrelated and for each ob-
servable, the residuals between the simulations with nom-
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Figure 9: Cluster size distributions of the total cluster size at a
threshold of 150 e.

inal values and the ones with varied doping profiles are
determined and then summed quadratically.

7. Comparison with Test-Beam Data

In the following, different observables in the test-beam
measurements and the simulation are compared at nom-
inal operation conditions with a charge threshold of ap-
proximately 150 e, as well as in a threshold scan applying
charge thresholds between 100 e and 1800 e.

7.1. Cluster Size

The cluster size is strongly influenced by charge sharing
between neighbouring pixel cells. It is therefore well-suited
to study the electric field especially around the pixel edges
and in the corners.

Nominal conditions. Fig. 9 compares the total cluster size
distribution observed in data and simulation at the nomi-
nal operation threshold. The projections onto the column
and row dimensions are shown in Fig. 10 and Fig. 11, re-
spectively. The indicated uncertainties correspond to the
contributions from the lateral diffusion of the doping pro-
files.

The overall shape of the size distribution is well captured
both for the total cluster size as well as the projections, and
the differences between data and simulation are within the
systematic uncertainties that dominate over the statistical
ones. It can be observed that the uncertainties on clus-
ter size in the row direction obtained from simulation are
larger than in the column direction. This is a direct effect
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Parameter Data Simulation

Total cluster size 1.94 ± 0.01 2.00+0.05
−0.12

Column cluster size 1.36 ± 0.01 1.37+0.03
−0.04

Row cluster size 1.44 ± 0.01 1.49+0.06
−0.07

Spatial resolution (row) σ(s)
row 4.4 ± 0.2 µm 4.3+0.43

−0.04 µm

Table 1: Mean cluster size and spatial resolution in row direction for data and simulation at a detection threshold of 150 e
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Figure 10: Cluster size distribution in the column direction at a
threshold of 150 e.
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Figure 11: Cluster size distribution in the row direction at a thresh-
old of 150 e.

of the shorter pixel pitch in that direction and the result-
ing stronger effect of the lateral electric field components
in the edge region on the charge sharing behaviour.

The results are summarised in Table 1. The statisti-
cal uncertainty is of the order of 10−4 for both data and
simulation.

With the availability of both high-statistics Monte Carlo
simulations and a high-resolution beam telescope in the
measurement campaign, a comparison of the cluster size
at the sub-pixel level can be performed. The cluster size as
a function of the incident position within a single CLICTD
pixel cell is displayed in Fig. 12a for data and in Fig. 12b
for simulation with nominal diffusion. This intra-pixel rep-
resentation provides a finely resolved perspective on the
cluster size in different regions of the pixel and therefore
allows the origin of possible remaining differences between
data and simulation to be identified. Here, the binning of
the data plot is driven both by the resolution of the ref-
erence particle tracks and by the limited statistics of the
available measurements.

The overall agreement between the distributions is very
good. In comparison with data, the size of the corner
regions with three-pixel charge sharing is slightly over-
estimated in simulation. This is in accordance with the
slightly higher fraction of three-pixel clusters observed for
simulation in Fig. 9 and indicates a possible overestima-
tion of charge sharing in these border regions which likely
results from differences in the electric field.

Threshold scan. With increasing threshold the cluster size
decreases with more and more pixels falling below the de-
tection threshold. Fig. 13 demonstrates this effect both
for data and simulation, and it can be observed that the
agreement between the two curves is well within the uncer-
tainty over the full threshold range. The same holds true
for the projected cluster sizes as a function of the detec-
tion threshold, shown e.g. for the row direction in Fig. 14.
The maximum deviation is of the order of 5 % for very low
detection thresholds and covered by the systematic uncer-
tainties. This agreement over a wide range indicates that
both the electric field and the charge propagation model
replicates the physical situation in the sensor prototype
sufficiently well.

Rotation scan. The agreement in charge sharing can be
further probed by performing incident angle studies, in
which the sensor is rotated relative to the particle beam
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(a) Intra-pixel cluster size – Data
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(b) Intra-pixel cluster size – Simulation

Figure 12: Intra-pixel distribution of the total cluster size as a function of the particle incidence position within the pixel cell for data (a)
and simulation (b), both at a threshold of 150 e. Shown is a single pixel cell of the CLICTD prototype with a pitch of 37.5 µm × 30µm.
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Figure 13: Cluster size as a function of the detection threshold for
data and simulation.
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Figure 14: Cluster size in row direction as a function of the detection
threshold for data and simulation.

12



0 20 40 60
]°Rotation angle [

0.9
0.95

1
1.05

1.1

 S
im

./D
at

a 0 20 40 60
Rotation angle [deg] 

1

1.5

2

2.5

3

3.5

〉
C

lu
st

er
 c

ol
um

n 
si

ze
〈

Data
 + TCAD2Allpix

Continuous n-implant

Figure 15: Mean cluster column size as a function of rotation angle
for data and simulation.

and therefore the total path length traversed in silicon by
a charged particle is changed. With increasing rotation
angles, the cluster size increases and charge carriers are
created in different depths of the sensor in the pixels along
the cluster. Owing to the different electric field strength in
the sensor regions as well as the different dominant effects
of charge collection such as diffusion or drift, the size of the
resulting clusters is very sensitive to the correct modelling
of the signal formation.

For these measurements, the sensor was rotated around
its vertical axis along a pixel column, and correspondingly
an increase of the column cluster size is expected. This is
demonstrated in Fig. 15, where the mean cluster column
size is shown as a function of rotation angle.

While the agreement is excellent for low rotation angles,
a slightly larger deviation can be observed towards larger
rotation angles that is still covered by the systematic un-
certainty. Here, additional signal contributions from the
upper part of the substrate and the transition region be-
tween substrate and epitaxial layer have a significant im-
pact on the cluster size, and the increasing difference can
be attributed to the simplified modelling of this transition
region. The systematic deviation towards larger cluster
sizes in data indicates that a lower diffusion in the sim-
ulation better describes the sensor under these operating
conditions.

7.2. Efficiency

A comparison of the efficiency as a function of the detec-
tion threshold in data and simulation is shown in Fig. 16.

The efficiency is adequately reproduced for low detec-
tion thresholds, while data indicates a larger detection ef-
ficiency than predicted by simulation for very high thresh-
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Figure 16: Detection efficiency as a function of the applied charge
threshold for data and simulation.

olds. From the distribution of the efficiency through-
out the pixel cell at a threshold of approximately 1850 e,
shown in Fig. 17a and Fig. 17b for data and simulation,
respectively, no specific region can be identified that is re-
sponsible for the reduced efficiency observed in simulation.
However, it can be noticed that the efficiency drops more
rapidly from the centre of the pixel cell towards the edges
than observed in the data - an indication that either diffu-
sion effects are overestimated or lateral electric fields are
underestimated. This is in agreement with the findings in
Section 7.1.

7.3. Spatial Resolution

The spatial resolution achieved is calculated from the
width of the residual distribution between reconstructed
cluster position and the track position or the Monte Carlo
particle position, for data and simulation, respectively. For
these studies, the width is defined as the reduced RMS
of the central 3σ (99.7 %) of the distribution. To obtain
the intrinsic sensor resolution, the track resolution is sub-
tracted quadratically from the width.

Nominal threshold. The residuals between the recon-
structed cluster position and the particle incident position
on the sensor are shown in Fig. 18 for row direction. The
width evaluates to 5.3 µm for data and 5.2 µm for simu-
lation. The telescope track resolution of 2.8 ± 0.1 µm is
quadratically subtracted from the RMS, yielding a spa-
tial resolution of 4.4 ± 0.2 µm in data and 4.3+0.43

−0.04 µm in
simulation.

Threshold scan. The spatial resolution in the row direc-
tion deteriorates with larger detection thresholds, as illus-
trated in Fig. 19 for data and simulation. The degradation
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(a) Intra-pixel efficiency – Data
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Figure 17: Intra-pixel distribution of the detection efficiency as a function of the particle incidence position for data (a) and simulation (b)
at a detection threshold of approximately 1850 e. Shown is a single pixel cell of the CLICTD prototype with a pitch of 37.5 µm × 30µm.
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Figure 18: Distribution of the spatial residuals between recon-
structed DUT particle position and reference track for data and sim-
ulation at a threshold of 150 e.
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Figure 19: Spatial resolution as a function of the detection threshold
for data and simulation.
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of spatial resolution originates from the smaller cluster size
at high thresholds. An improvement in spatial resolution
is observable at high detection thresholds, which originates
from inefficient regions at the pixel borders, that are re-
sponsible for a smaller effective pixel pitch from the effi-
cient region indicated in Fig. 17 [9].

8. Summary & Outlook

A combination of electrostatic finite-element and tran-
sient Monte Carlo simulations with Allpix2 has been pre-
sented, and good agreement with transient 3D TCAD as
well as test-beam data has been found over a wide parame-
ter range. The limiting factors in the simulation precision
are found to pertain to the available information on the
doping profiles and the front-end description of the inves-
tigated silicon device.

The simulations will be used for further development
of monolithic CMOS silicon sensor with similar sensor de-
signs, in particular in the stages of sensor optimisation and
experimental assessment. In future versions of Allpix2, the
modelling of the sensor front-end will be extended in order
to reproduce effects arising from the electronics.
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