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Abstract

A sample of Z0 ! �+�� events observed in the DELPHI detector at LEP in
1991 and 1992 is analysed to measure the � polarisation in the exclusive decay
channels e���, ����, ��, �� and a1�. The � polarisation is also measured with an
inclusive hadronic analysis which bene�ts from a higher e�ciency and a better
systematic precision than the use of the exclusive decay modes. The results
have been combined with those published on the 1990 data. A measurement
of the � polarisation as a function of production angle yields the values for
the mean � polarisation hP� i = �0:148 � 0:022 and for the Z0 polarisation
P
Z
= �0:136� 0:027. These results are used to determine the ratio of vector to

axial-vector e�ective couplings for taus �v�=�a� = 0:074� 0:011 and for electrons
�ve=�ae = 0:068� 0:014, compatible with e�� universality. With the assumption
of lepton universality, the ratio of vector to axial-vector e�ective couplings for
leptons �vl=�al = 0:072�0:008 is obtained, implying a value of the e�ective weak
mixing angle sin2 �lepte� = 0:2320 � 0:0021.

(To be submitted to Zeit. f. Physik C)
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1 Introduction

For the reaction e+e� ! Z0 ! �+��, both the Z0 and the � leptons are polarised due
to parity violation in the weak neutral current. The polarisation, P� , of the � leptons
can be measured from the � decay products, assuming the V�A structure of the weak
charged current, and has, due to the Z0 polarisation, a dependence on production angle.

At the LEP collider, with a centre-of-mass energy Ecm near the Z0 mass, the production
of fermion-antifermion pairs (other than e+e�) in e+e� annihilation proceeds mainly
through s-channel Z0 exchange. The di�erent strengths of the couplings of the Z0 to the
right-handed and left-handed e+ and e� induce a polarisation, P

Z
, to the produced Z0.

In the absence of beam polarisation, this is given in the improved Born approximation
by [1]

P
Z
= �

2�ae�ve
�a2e + �v2e

; (1)

where �ve and �ae are respectively the vector and axial-vector e�ective couplings of the
electron to the Z0.

The produced fermions are also polarised due to the di�erent strengths of the couplings
of the Z0 to left and right-handed fermions into which it decays. The mean polarisation
hP� i of the �

� averaged over the full solid angle is

hP� i = �
2�a��v�
�a2� + �v2�

; (2)

where �v� and �a� are respectively the vector and axial-vector e�ective couplings of the
� to the Z0. The �� and �+ are produced with opposite polarisations. Throughout
this paper we refer to the polarisation of the ��. Due to CP-invariance in charged
current leptonic weak decays, the decay products of the �+ have the same angular and
momentumdistributions as their charge conjugate particles in �� decays with the opposite
polarisation.

The polarisation of the Z0 induces a dependence of P� on the polar angle � of the ��

production relative to the incident e� beam. At the Born level, this has the form

P� (cos�) =
hP� i � (1 + cos2�) + P

Z
� 2 cos�

(1 + cos2�) + hP� iPZ � 2 cos�
: (3)

By studying the dependence of the � polarisation on � the ratios of the e�ective cou-
plings �ve=�ae and �v�=�a� can be measured simultaneously, allowing a test of e�� universality
and a comparison with results obtained from forward-backward charge asymmetries. In
addition, an estimate of the e�ective weak mixing parameter for leptons sin2 �lepte� can be
derived assuming universality from the relation �vl=�al = 1 � 4 sin2 �lepte� , l =e; � . This can
be compared with results obtained from other measurements to test the validity of the
Standard Model.

The above expressions for the polarisations as functions of the vector and axial-vector
e�ective couplings are valid for pure Z0 exchange at Ecm = MZ. The measured polari-
sations need to be corrected to account for QED e�ects. They are also slowly varying
functions of Ecm and corrections need to be applied for data taken with Ecm 6= MZ.
These corrections are quanti�ed in Section 8 when presenting the combination of the
polarisation measurements. They are below the present level of measurement accuracy.

The results given in the following sections are based on a sample of Z0 ! �+��

events observed in the DELPHI detector in 1991 and 1992 corresponding to an integrated
luminosity of 33:6 pb�1. They improve on the analysis of the 1990 data, published in [2],
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in both statistical and systematic accuracy. The analysis is con�ned to the barrel section
of the DELPHI detector, the region with polar angle range j cos�j<0:732. The following
exclusive decay channels of the � have been used as polarimeters:

� e��� using a momentum estimator based on both charged particle momentum and
calorimetric energy measurements;

� ���� using the � momentum spectrum;
� �� and K� using the momentum spectrum of the �=K's, where no attempt is made
at ��K separation;

� �� using the variable � described in [3], composed of various decay angles and the �
invariant mass;

� a1� where the a1 decays to three charged �'s, using moments of various angular
distributions sensitive to the � polarisation [4].

In addition, an inclusive analysis of events where the � decays to a charged hadron with
or without �0's has been performed. This has a higher e�ciency but lower sensitivity per
event than the exclusive hadronic analyses. It yields information not already included in
the exclusive decays as the event sample is larger and some of the systematic errors have
a di�erent origin.

The di�erent techniques used to estimate the � polarisation are discussed in Section 2.
The DELPHI detector is described in Section 3 and its particle identi�cation capabilities
in Section 4. The data sample of e+e� ! �+�� events used in the analysis is outlined
in Section 5. The analyses of the exclusive decay modes and the inclusive hadronic one-
prong analysis are described in Sections 6 and 7 respectively. The combination of the
results from the di�erent analyses and the results obtained are discussed in Sections 8
and 9.

Discussion of the systematic uncertainty on hP� i for each analysis is contained in the
section in which the analysis is described. However, as P

Z
is derived from a �t of P� as

a function of the � production angle cos�, discussion of its systematic uncertainties is
postponed to Section 8.

2 Techniques used for � polarisation determination

The � polarisation is re
ected in the angular distributions of its decay products in the
� rest frame. The angular distribution a�ects the momenta of the �nal state particles in
the laboratory frame, which can thus be used to infer the � polarisation.

In the case of a leptonic decay, the only information available to determine the �
polarisation lies in the shape of the momentum spectrum. Ignoring mass e�ects, at Born
level this has the form [1]

1

N

dN

dx
=

1

3
[(5� 9x2 + 4x3) + P� (1� 9x2 + 8x3)]; (4)

where x is the lepton energy divided by the beam energy. The analysis took account of
mass e�ects and higher order corrections.

For a hadronic decay � ! h� the polar angle �h distribution of the hadronic system h
with respect to the � direction as seen in the � rest frame has the form

1

N

dN

d cos �h
=

1

2
(1 + �P� cos �h): (5)
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The angle �h can be calculated from the laboratory momentum of the hadronic system
ph via the relation

cos �h �

2ph
p�
� 1�

m2
h

m2
�

1�
m2
h

m2
�

; (6)

wheremh is the mass of the hadronic system. For a decay containing a spin-0 hadron such
as �� or K� the constant � is unity. These decays retain the maximum sensitivity to P� .

In decays of the � to spin-1 particles, the possibility of several polarisation states of
the spin-1 particle reduces the sensitivity of the momentum spectrum, the constant �
having the form

� =
m2

� � 2m2
h

m2
� + 2m2

h

: (7)

This leads to a sensitivity, relative to that for the �� decay, of about 0.46 for the �� and
0.12 for the a1� decay. The sensitivity can be partly regained by including information
from the decay of the spin-1 system. The extraction of the � polarisation will therefore
involve a multidimensional distribution, which can be written in the general form

W (~x) = f(~x) + P� g(~x); (8)

with ~x representing the set of variables used. These variables are typically functions of
the angles between, and the momenta of, the �nal state particles. It has been shown [3]
that no information is lost by using instead the one-dimensional distribution

cW (�) = bf(�)[1 + P� �]; (9)

where � is de�ned as � = g(~x)=f(~x). This approach has been used for the measurement
of the � polarisation in the decays � ! ��.

In the inclusive one-prong hadronic analysis discussed in Section 7 the dominant decay
channel is ��. The variable used in addition to cos �h to recuperate the spin information
of the hadronic system was related to the angle  of the emission of the pions in the �
rest frame,

cos =
mhq

m2
h � 4m2

�

Ech � Eneu

j~pch + ~pneuj
; (10)

where Ech; ~pch are the energy and momentum, in the laboratory frame, of the charged
pion in the decay and Eneu; ~pneu are the energy and momentum of the �0.

In the one prong decay � ! a1�, the a1 decays to ��0�0 via the intermediate state
��0. The variable cos de�ned in Eq. 10 can also be de�ned experimentally for the
� ! a1� ! ��0� ! ��0�0� decay by summing over the two �0's for the neutral energy
Eneu and momentum ~pneu. The � carries the spin of the a1 and although cos no longer
has the strict meaning of Eq. 10, it does retain sensitivity to the polarisation state of
the a1. The 2-dimensional distribution of cos �h versus cos for � ! a1� has a similar
behaviour to that for � ! ��, but somewhat smeared. The � ! a1� and � ! �� can thus
be �tted simultaneously in an inclusive manner in the plane cos �h versus cos without
signi�cant loss of sensitivity by comparison with the � ! �� channel alone [5].

For the decay � ! a1� ! 3��� a method has been used which takes advantage of the
most complete � ! 3���� decay distribution determined in [6]. A �t to various moments
of di�erent angles in the 3� system is used. This is discussed in more detail in Section 6.5.

The selected � decays in each analysis were grouped in six bins of equal width in
cos� between �0:732 and +0:732. The polar angle of the decay products is a good
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approximation to the � polar angle, the two angles being typically within 3� of each
other. The polarisation P� in each cos� bin for each analysis was then estimated by
�tting the data distributions to a linear sum of the predicted distributions for positive
and negative polarisation states generated by the KORALZ program [7] using Monte
Carlo techniques and passed through a full detector simulation [8]. These distributions
included background events. A correction was made for the ratio of the acceptances of
the di�erent polarisation states. To determine P

Z
and hP� i, the polar angle dependence

of the � polarisation was �tted with the function in Eq. 3.

3 The DELPHI detector

The DELPHI detector is described in detail elsewhere [9]. The sub-detector units
particularly relevant for this analysis are summarized here. All these covered the full
solid angle of the analysis except where speci�ed. In the DELPHI reference frame the
z-axis is taken along the direction of the e� beam. The angle � is the polar angle
de�ned with respect to the z-axis and � is the azimuthal angle about this axis. The
reconstruction of a charged particle trajectory in the barrel region of DELPHI resulted
from a combination of the measurements in:

� the Vertex Detector (VD), made of three layers of 24 cm long single-sided silicon
microstrip modules, at radii r of 6.3, 9.0 and 11.0 cm from the beam axis. The space
point resolution was about 8 �m and the two track separation was 100 �m in r�.

� the Inner Detector (ID), with an inner radius of 12 cm and an outer radius of 28
cm. A jet chamber measured 24 r� coordinates and provided track reconstruction.
Its two track separation in r� was 1 mm and its spatial resolution 50 �m. It was
surrounded by an outer part which served mainly for triggering purposes.

� the Time Projection Chamber (TPC), extending from 30 to 122 cm in radius. This
was the main detector for the track reconstruction. It provided up to 16 space points
for pattern recognition and ionisation information extracted from 192 wires. Every
60� in � there was a boundary region between read-out sectors about 1� wide which
had no instrumentation. At cos� = 0 there was a cathode plane which caused a
reduced tracking e�ciency in the polar angle range j cos�j<0:035. The TPC had a
two track separation of about 1.5 cm in r� and in z.

� the Outer Detector (OD) with 5 layers of drift cells at a radius of 2 metres from the
beam axis. Each layer provided a space point with 110 �m precision in r�.

These detectors were surrounded by a solenoidal magnet with a 1.2 Tesla �eld parallel
to the z-axis. In addition to the detectors mentioned above, the identi�cation of the �
decay products relied on:

� the barrel electromagnetic calorimeter, a High density Projection Chamber (HPC).
This detector lay immediately outside the tracking detectors and inside the magnet
coil. Eighteen radiation lengths deep for perpendicular incidence, its energy reso-
lution was �E=E = 6:5% for electrons with an energy of 45.6 GeV. It had a high
granularity and provided a sampling of shower energies from nine layers in depth.
It allowed a determination of the starting point of an electromagnetic shower with
an accuracy of 0.003 radians in polar angle and 0.006 radians in azimuthal angle.
The HPC had a modularity of 15� in azimuthal angle. Between modules there was a
region with a width of about 1� in azimuth where the resolution of electromagnetic
showers was degraded. In this region a di�erent treatment of the data had to be
carried out for certain analyses.



5

� the Hadron Calorimeter (HCAL), sensitive to hadronic showers and minimum ion-
ising particles. It was segmented in 4 layers in depth, with a granularity of 3:75� in
polar angle and 2:96� in azimuthal angle. Lying outside the magnet solenoid, it had
a depth of 110 cm of iron.

� the barrel Muon Chambers (MUB) consisting of two layers of drift chambers, the �rst
one situated after 90 cm of iron and the second outside the hadron calorimeter. The
acceptance in polar angle of the outer layer was slightly smaller than the other barrel
detectors and covered the range j cos�j<0:602. The polar angle range 0:602< j cos�j
was covered by the forward Muon Chambers (MUF) in certain azimuthal zones.

The Ring-Imaging Cherenkov detector (RICH), although not used in the present anal-
yses, had an important e�ect on the performance of the calorimetry as it contained the
majority of the material in the DELPHI barrel region. Lying between the TPC and OD
in radius, it was 0.6 radiation lengths deep and 0.15 nuclear interaction lengths deep for
particles of perpendicular incidence.

The DELPHI trigger was highly e�cient for the � �nal states, due to the redundancy
existing between its di�erent components. From the comparison of the response of inde-
pendent components, a trigger e�ciency of (99:98 � 0:01)% has been derived.

4 Particle identi�cation and energy calibration

In order to minimize the biases and allow an accurate measurement of the polar-
isation, a clean separation of the �nal states is required. The detector response was
studied extensively by using simulated data as well as various test samples of real data
for which the particle identity was unambiguously known. Examples of such test samples
are e+e� ! e+e� events, e+e� ! �+�� events, e+e� ! (e+e�)e+e� events and Compton
events (scattering of a beam electron on a virtual photon). Test samples could also be
produced using the redundancy of the detector for particle identi�cation. An example of
such a sample is � ! �n�0, (n>0), selected using tagging of the �0 from the electromag-
netic calorimetry, which could be used to measure the response of the HCAL and muon
chambers to charged pions.

4.1 TPC Ionisation Measurement

The energy loss dE=dx of charged particles through ionisation in the TPC, gives
separation between electrons and more massive particles, particularly in the momentum
range below 15 GeV/c. After the removal of the 20% of wire hits with the largest pulse
heights, to remove tails due to delta rays, the resolution obtained on the dE=dx was 6:1%
for isolated tracks in � decays. The pull variable �j

dE=dx for the hypothesis of particle

type j (=e; �; �;K) was de�ned as

�j
dE=dx =

dE=dxjmeas � dE=dxjexp(j)

�(dE=dx)
; (11)

where dE=dxjmeas is the measured value, dE=dxjexp(j) is the expectation value for a
particle of type j (dependent on its momentum), �(dE=dx) is the resolution. Fig. 1 shows
the spectra of ��

dE=dx for data samples of electrons and hadrons chosen with independent
calorimetric cuts. The separation between the means of the pion and electron signals is 3.5
standard deviations at a momentumof 5 GeV/c and 2.0 standard deviations at 15 GeV/c.
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4.2 Electromagnetic calorimetry

The HPC electromagnetic calorimeter is used for electron, photon and �0 identi�ca-
tion. For charged particles Eass is the energy of the electromagnetic shower in the HPC
associated to the track. This association requires that the shower lie within about 4 cm
of the track impact point on the HPC. For electrons Eass should match the measured
particle momentum within measurement errors. Muons, which are minimum ionising,
deposit on average 200 MeV energy uniformly in depth in the HPC.

For hadrons the value should be lower than for electrons because some hadrons pass
through the HPC without interacting and those which do interact in the HPC leave a
signi�cant energy deposition only from the decays of �0's in the interaction products.
The ratio of the energy deposition in the HPC to the reconstructed momentum has a
peak at one for electrons and a rising distribution towards zero for hadrons. The pull
variable �E=p is de�ned as

�E=p =
Eass=p

0
� 1

� (Eass=p0)
; (12)

where p0 is the reconstructed momentum excluding the OD from the track �t, discussed
below in Section 4.5, and �(Eass=p

0) is the the expected resolution for an electron of
momentum p0. �E=p should thus be centered on zero with unit width for electrons and be
negative for hadrons and muons. The distribution of �E=p is plotted in Fig. 2 for electrons
in � decays selected using TPC dE=dx and hadrons in � decays selected using TPC
dE=dx in conjunction with the HCAL and muon chambers. There is a good separation
above 1 GeV. Separation is best at highest momenta.

Electron rejection with high e�ciency for hadron selection can be performed using the
associated energy deposition in only the inner four layers of the HPC, corresponding to
about six radiation lengths for perpendicular incidence. This is shown in Fig. 3 for both
electrons and hadrons.

Photons were identi�ed by electromagnetic showers in the HPC, not associated to
charged particles. Hadronic interactions in the HPC could also cause deposition of energy
in the HPC which was unassociated with any charged particle. The high granularity of the
HPC allowed many such showers to be rejected while retaining electromagnetic showers.
An HPC shower which was not associated to a charged particle track was considered to
be of electromagnetic origin if it satis�ed the following criteria:

� a starting point in the �rst three layers of the HPC;
� three or more layers of the HPC with deposited energy;
� at least two consecutive layers with deposited energy in the HPC.

These requirements also eliminated some badly measured photon showers near boundary
regions in the HPC. Further rejection of hadronic showers was performed by requiring
the shower to have an energy greater than 0.5 GeV.

Due to the �nite spatial resolution of the electromagnetic calorimeter, the probability
for reconstructing a �0 as either one or two neutral showers was a function of the energy
of the �0. This is illustrated in Fig. 4 which shows the fractions of simulated events
with a single �0 giving zero, one, two and more than two neutral showers in the HPC
as functions of the generated �0 energy. At energies below 2 GeV �0's appeared mostly
as single showers or remained undetected due to the energy threshold in the HPC. At
medium energy, between approximately 2 and 10 GeV, most of the �0's had at least two
showers. Above 10 GeV, the two photons tended to be close to one another and were
often not resolved in the HPC. The �0's giving rise to more than two showers were due to
photon conversions in front of the HPC and splitting of showers with large 
uctuations.
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The tail (less than 5%) of �0's without signals in the HPC was due to photons lost in
boundary regions between modules of the HPC.

The energy scale for neutral electromagnetic showers in the HPC was estimated using
photons from �nal state radiative e+e� ! e+e�
 and e+e� ! �+��
 events. These
photons covered the energy range 5 GeV to 40 GeV. A precision on the neutral energy
scale of 2% over the full energy range was estimated.

4.3 Hadron calorimetry and muon identi�cation

A muon candidate appears as a minimum-ionising particle in the hadron calorimeter,
penetrating through to the muon chambers. Due to ionisation loss, a momentumof about
2:5 GeV/c was needed in order to penetrate the iron.

Hadron-muon separation was performed with the mean energy deposition per hit layer
of the hadron calorimeter Ehlay, de�ned by

Ehlay = EHCAL=NHlayers; (13)

where EHCAL is the total energy associated to the charged particle in the HCAL and
NHlayers is the number of layers in the HCAL with deposited energy. This is shown in
Fig. 5 for pions in � ! �� ! ��0� events and muons in e+e� ! �+�� events. A clean
separation between the � and � signals was obtained by cutting in Ehlay around 3 GeV.

One or more hits in the muon chambers, when there was a low energy deposition in
the HCAL, gave positive identi�cation of a muon.

4.4 Momentum determination and scale

A good knowledge of the momentum and energy scales is important in the determi-
nation of the polarisation. This is particularly true in the leptonic decay channels.

The precision on the momentum component transverse to the beam direction, pt,
obtained with the DELPHI tracking detectors was �(1=pt) = 0:0008 (GeV/c)�1 for par-
ticles, other than electrons, with the beam momentum. An absolute calibration of the
momentumwas obtained from e+e� ! �+�� events. For lower momenta, more represen-
tative of � decays, the reconstructed momentum was checked from the reconstruction of
the masses of the K0

S and the J= . The absolute momentum scale for particles other than
electrons was estimated to be calibrated to a precision of 0:2% over the full momentum
range.

4.5 Electron momentum estimation

For the estimation of the momentum of electrons two variables were used. Firstly, for
identi�cation purposes, where an estimator from the tracking system was needed, use was
made of the reconstructed momentumwithout inclusion of the information from the OD.
Secondly, for the extraction of the � polarisation from the sample of identi�ed electron
candidates, use was made of an estimator based on the combined information from the
tracking system and the electromagnetic calorimetry to estimate as accurately as possible
the true momentum of the decay electrons.

In passing through the RICH from the TPC to the OD, particles traversed about
60% of a radiation length. Some fraction of electrons would therefore lose substantial
energy through bremsstrahlung before reaching the OD. As a consequence, the standard
reconstructed momentum of electrons tended to be biased towards lower values. The
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e�ect of radiation could to some extent be circumvented by exclusion of the information
from the OD in the reconstruction of electron trajectories. The resulting alternative
momentum estimator p0 displayed a more Gaussian behaviour for electrons than the
standard momentum measurement. It had a resolution of �(1=p0) = 0:002 (GeV/c)�1.

For the extraction of the � polarisation, a combined momentum estimator was con-
structed from the measured momentum of the charged particle and the deposited electro-
magnetic energy. The combination was based on the observation that both the measured
momentum p0 and the associated electromagnetic energy Eass tended to be biased towards
lower values than the true electron momentum. Whereas the momentum bias originated
from bremsstrahlung in front of the TPC, the bias on the electromagnetic energy was
primarily caused by edge e�ects in the HPC close to boundary regions between modules.
The value of Eass=p

0 was used to indicate whether p0 or Eass was a more reliable estimator
for a given electron candidate. This relied on the fact that the downward biases of the
two estimators cause opposite e�ects on the value of Eass=p

0. An algorithm was con-
structed such that, when Eass=p

0 was consistent with the electron hypothesis, i.e. close
to unity, the two estimators p0 and Eass were combined through a weighted mean, where
the weights were inversely proportional to the square of the measurement uncertainties.
However, the further the value of Eass=p

0 was away from the electron hypothesis, the more
the weight of the estimator with the lower value was scaled down relative to the other. In
this way the downward bias in the momentum estimation was reduced signi�cantly and
the resolution was improved by exploiting all available information. The �nal electron
momentum estimator, pel, was then obtained by adding to this weighted mean the energy
of neutral electromagnetic showers situated within 1� of the track plane on the outside
of the track curvature, and hence compatible with bremsstrahlung photons.

The calibration of pel was performed with electron samples where the true momen-
tum was known from kinematic constraints. Non-radiative decays of the Z0 into e+e�

pairs provided a high statistics calibration of the high end of the momentum spectrum.
Radiative e+e� ! e+e�
 events covered the important momentum range between 20
and 35 GeV/c. For the momentum range below 15 GeV/c a test sample of electrons
produced by Compton scattering was used where the unobserved electron was assumed
to be scattered through a negligible angle, as con�rmed by the Monte Carlo event gener-
ator TEEGG [10]. From a comparison of the real and simulated data for the three test
samples, pel was shown to be calibrated to a precision of 0.6%.

5 Event sample

The data sample corresponded to an integrated luminosity of 33.6 pb�1 composed
of: 22.9 pb�1 at Ecm = 91:2 GeV in 1992; 6.7 pb�1 at Ecm = 91:2 GeV in 1991; 4.0
pb�1 spread across the six centre-of-mass energies Ecm = 88:5, 89:5, 90:2, 92:0, 93:0 and
93:7 GeV in 1991. Selected according to the criteria outlined below, it consisted of a
high purity sample of dileptonic events (e+e� ! e+e�, �+��, �+��) where cosmic rays,
e+e� ! q�q and e+e� ! (e+e�)X two-photon events had been removed. Backgrounds
from the e+e� and �+�� �nal states were removed later in a channel speci�c way in order
to minimise biases.

At LEP energies, a �+�� event appears as two highly collimated low multiplicity
jets in approximately opposite directions. An event was separated into hemispheres by
a plane perpendicular to the event thrust axis, where the thrust was calculated using
all charged particles. To be included in the sample, it was required that the highest
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momentum charged particle in at least one of the two hemispheres lie in the polar angle
region j cos�j<0:732.

Background from e+e� ! q�q events was reduced by requiring a charged particle
multiplicity less than or equal to six, and an isolation angle, de�ned as the minimum
angle between any two charged particles in di�erent hemispheres, greater than 160�.

Cosmic rays and beam-gas events were rejected by requiring that the highest mo-
mentum charged particle in each hemisphere have a point of closest approach to the
interaction region less than 4.5 cm in z and less than 1.5 cm in the r� plane from the
centre of the interaction region. It was furthermore required that these particles have a
di�erence in z of their points of closest approach at the interaction region of less than 3
cm. The o�set in z of tracks in opposite hemispheres of the TPC was sensitive to the
time of passage of a cosmic ray event with respect to the interaction time of the beams.
The background left in the selected sample was computed from the data by interpolating
the distributions outside the selected regions.

Two-photon events were removed by requiring a total energy in the event greater than
8 GeV and a total event transverse momentum greater than 0.4 GeV/c.

The preceding requirements were used to produce a sample of dileptonic decays of the
Z0 with 87% e�ciency for �+�� events within the polar angle �ducial region, calculated
from simulated data. Approximately 27000 �+�� events remained after application of
all the cuts described above. The background was estimated to consist of 0.8% from
e+e� ! q�q events and 0.4% from two-photon events with respect to the e+e� ! �+��

events. The cosmic ray contamination was negligible.
Contamination from e+e� ! �+�� and e+e� ! e+e� events was reduced by requiring

that the event acollinearity �acol = cos�1(�~p1 � ~p2=j~p1j=j~p2j) be greater than 0:5�. The
variables ~p1 and ~p2 are the momenta of the highest momenta charged particles in hemi-
sphere 1 and 2 respectively. This cut was applied for all except the � ! �(K)� analysis
where the �+�� and e+e� �nal states were not signi�cant backgrounds.

For the analyses of �� and a1� decays, the background from �+�� and e+e� �nal
states was reduced further by requiring that prad = (j~p1j

2 + j~p2j
2)1=2 be less than the

beam momentum pbeam and that Erad = (E2
1 + E2

2)
1=2 be less than the beam energy

Ebeam. The variables E1 and E2 are the total electromagnetic energies deposited in cones
of half angle 30� about the momentum vectors ~p1 and ~p2 respectively.

In all analyses, samples of simulated events were used which had been passed through a
detailed simulation of the detector response [8] and reconstructed with the same program
as the real data. The Monte Carlo event generators used were: KORALZ [7] for e+e� !
�+�� events; DYMU3 [11] for e+e� ! �+�� events; BABAMC [12] for e+e� ! e+e�

events; JETSET 7.3 [13] for e+e� ! q�q events; Berends-Daverveldt-Kleiss [14] for e+e� !
(e+e�)e+e� events; the generator described in [15] for e+e� ! (e+e�)�+�� and e+e� !
(e+e�)�+�� events.

6 Exclusive � decays

6.1 � ! e���

A � ! e��� decay has the signature of an isolated charged particle which produces
an electromagnetic shower in the HPC. The produced electrons are ultra-relativistic and
leave an ionisation deposition in the TPC corresponding to the plateau region above
the relativistic rise. Backgrounds from other � decays arise principally from one-prong
hadronic decays where either the hadron interacts early in the HPC or an accompanying
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�0 decay is wrongly associated to the charged particle track. The polarisation was derived
from a �t to the spectrum of the electron momentumestimator pel described in Section 4.5.

To be identi�ed as an electron candidate it was required that a hemisphere contain an
isolated charged particle track with a momentum measured without the OD, p0, greater
than 0:01 � pbeam. To ensure optimal performance of the HPC it was required that the
track lie in the polar angle region 0:035< j cos�j< 0:707, and that its extrapolation to
the HPC be further than 1� from the centre of an HPC azimuthal boundary region.

As dE=dx played an important role in the selection, it was demanded that the particle
track have at least 38 wires with an ionisation measurement in the TPC. This led to a 4.1%
loss of tracks around the boundary regions of the TPC sectors which was well described by
the simulated data. It was required that the dE=dxmeasurement be compatible with that
of an electron by demanding that the pull �e

dE=dx be greater than �2. This signi�cantly
reduced the background from hadrons and muons, especially at low momentum, with a
very low loss of signal.

The background was reduced further with a logical OR of two independent sets of
selection criteria based on the HPC and the TPC dE=dx respectively. This ensured a
high identi�cation e�ciency over the full momentum range.

� For particles with p0 > 0:05�pbeam the associated HPC energy had to be compatible
with the momentum p0: it was required that the pull �E=p be greater than �2. This
cut had an overall e�ciency of 88%.

� It was required that the TPC dE=dx signal lie more than three standard deviations
above that expected for a pion: ��

dE=dx > 3. This had an e�ciency which varied from

99.5% for the lowest momentum particles to 10% for momenta of about 20 GeV/c.
This criterion was applied only to charged particles with p0 < 0:5 � pbeam, and had
an overall e�ciency of 36%.

In order to reduce the residual background from hadronic � decays it was required that
the particle have no muon chamber hits and no associated energy in the HCAL beyond
the �rst layer. Furthermore there could be no neutral HPC shower with an energy greater
than 4 GeV in a cone of half angle 18� about the track. Neutral showers within 1� in
polar angle of the track and hence compatible with a bremsstrahlung photon were not
included in this cut.

The identi�cation criteria were studied using test samples of real data. The e�ciency
in the high momentum region was obtained from a sample of e+e� ! e+e� events and in
the low momentum region from a sample of e+e� ! (e+e�)e+e� events. For intermediate
momenta the redundancy between the dE=dx and HPC criteria was exploited to give a
precise determination of each of the two. Since the simulation showed that the two
criteria were instrumentally uncorrelated, the overall e�ciency was computed from the
two independent measurements. An identi�cation e�ciency of 94% within the angular
and momentum acceptance, excluding the loss due to the cut on the number of TPC
wires for dE=dx, was derived. As shown in Fig. 6a, the e�ciency was constant within
2% over the full electron energy range. Using the redundancy of the dE=dx and HPC
identi�cation requirements in a similar manner, the background from other � decays,
primarily the � ! �� channel, was found to be (2:2 � 0:5)%

Most e+e� ! e+e� events were rejected already with the event acollinearity cut �acol >
0:5�. Remaining Bhabha contamination was reduced using cuts on the hemisphere op-
posite the identi�ed decay. These cuts were dependent on the value of pel, de�ned in
Section 4.5, of the identi�ed electron. If pel was less than 0:7 � pbeam for the identi�ed
electron, the total energy in a cone of half-angle 30� about the track had to be less than
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0:8 � Ebeam; for pel > 0:7 � pbeam both the cone energy and the momentum of the high-
est momentum track in the opposite hemisphere had to be less than 0:7 � pbeam. The
corresponding e�ciency is also shown in Fig. 6a. The step at 0:7 � pbeam is due to the
above selection criteria, and shows a relative e�ciency loss of (3:5 � 0:8)% in the high
momentum region.

Background from e+e� ! (e+e�)e+e� events was reduced by asking that, in events
with only one charged particle in each hemisphere and where both had momentum less
than 0:2� pbeam, the dE=dx for the opposite hemisphere track be inconsistent with that
of an electron. This gave a relative loss of (4:0� 0:6)% for pel < 0:2 � pbeam.

The selection e�ciency within the angular acceptance for � ! e��� decays after the
Bhabha rejection cuts was 87%, with a background of (2:1 � 0:7)% from Bhabha events
and (0:3� 0:1)% from e+e� ! (e+e�)e+e� events. The background from other � decays
was (2:2 � 0:5)%. The selected sample consisted of 5417 candidate decays. The pel
spectrum summed over all bins in cos� is shown in Fig. 6b, with the simulated data
spectrum for the �tted value of hP� i superimposed. To reduce the e�ect of the Bhabha
background, the polarisation was �tted only over the region pel < 0:9�pbeam. The Bhabha
background in this region was (0:5� 0:2)%.

The polarisation P� was �tted in each of the six bins of cos� as described in Section 2.
The results are shown in Table 1. A �t of Eq. 3 to P� as a function of cos� gave a mean
� polarisation of

hP� i = �0:148 � 0:077;

and a Z0 polarisation of
P
Z
= �0:209 � 0:111;

where the errors are statistical only.
The contributions to the systematic error in hP� i included that due to the identi�-

cation e�ciency (0.025), estimated from cross-checking of dE=dx and HPC cuts. The
uncertainty from backgrounds, estimated by varying them within their errors, was, for
the Bhabha background, 0.020, for the e+e� ! (e+e�)e+e� background, 0.005, and back-
ground from other � decays 0.020. The 0.6% uncertainty in the electron momentum scale
gave an uncertainty of 0.050, and the �nite simulated data statistics an error of 0.035,
resulting in a total systematic error of 0.072.

6.2 � ! ����

In � ! ���� decays the � polarisation was measured using the reconstructed momen-
tum spectrum for the candidate decays, which were identi�ed using techniques described
in Section 4.3.

In order to identify such a decay it was required that there be only one charged
particle track in a hemisphere and that it be able to penetrate to the outside of the
DELPHI magnet iron. Thus the charged particle reconstructed momentum had to be
greater than 0:067 � pbeam and lie in the polar angle region 0:035< j cos�j< 0:732. To
identify the particle positively as a muon it was required that it have an associated hit in
the muon chambers or deposited energy in the outer layer of the HCAL. Rejection of �
decays containing a high energy hadron whose showers penetrated deep into the HCAL
was performed by demanding that the average energy deposited per layer Ehlay, de�ned
in Section 4.3, be less than 3 GeV. Decays containing a hadron associated to a large
hadronic shower in the HPC were rejected by the cut Eass < 3 GeV, which was very
e�cient for muons. By demanding that the neutral electromagnetic energy in a cone of
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Bin cos� range e��� ���� ��

1 [�0:732,�0:488] �0:063 � 0:171 �0:166 � 0:159 �0:191 � 0:091

2 [�0:488,�0:244] +0:118 � 0:169 �0:040 � 0:166 �0:104 � 0:084

3 [�0:244, 0:000] +0:044 � 0:217 +0:109 � 0:182 �0:008 � 0:095

4 [ 0:000,+0:244] �0:583 � 0:226 +0:219 � 0:181 �0:281 � 0:093

5 [+0:244,+0:488] �0:180 � 0:174 �0:275 � 0:175 �0:295 � 0:082

6 [+0:488,+0:732] �0:315 � 0:173 +0:009 � 0:146 �0:295 � 0:087

hP� i systematic error 0.063 0.028 0.036

Bin cos� range �� a1� inclusive
1 [�0:732,�0:488] �0:099 � 0:079 +0:137 � 0:141 �0:115 � 0:051

2 [�0:488,�0:244] �0:037 � 0:081 �0:110 � 0:145 +0:061 � 0:055

3 [�0:244, 0:000] +0:080 � 0:079 �0:136 � 0:141 �0:105 � 0:055

4 [ 0:000,+0:244] +0:123 � 0:077 �0:100 � 0:202 �0:165 � 0:057

5 [+0:244,+0:488] �0:349 � 0:083 �0:420 � 0:162 �0:268 � 0:048

6 [+0:488,+0:732] �0:141 � 0:079 �0:363 � 0:177 �0:273 � 0:045

hP� i systematic error 0.027 0.051 0.012

Table 1: � polarisation values in bins of cos� for the e���, ����, ��, ��, a1� and inclusive
analyses. Errors are statistical only. Also shown is the systematic error, excluding that
due to simulated data statistics, for the hP� i result for each channel, taken as fully
correlated from bin to bin. The systematic uncertainty due to simulated data statistics
in each bin is about 30% of the statistical error.

half-angle 30� about the track be less than 1 GeV, both the contamination from � ! ��
events and that from e+e� ! �+��
 events were reduced.

The detection e�ciency was measured with data and simulated test samples of � !
���� events selected with tighter requirements in the muon chambers only and covering the
whole momentum spectrum, and with samples of both data and simulated e+e� ! �+��

events selected with kinematical cuts. The e�ciency of the muon identi�cation in the
angular and momentum acceptance was 95%, and its momentum dependence is shown in
Fig. 7a. The misidenti�cation e�ciency of the HCAL and MUB criteria for background
� decays was checked by a comparison of real and simulated data samples of � ! h�n�0,
(n>0), events.

Contamination from cosmic ray events was reduced by requiring that at least one of
the highest momentum charged particles in either hemisphere have an impact parameter
in the r� plane of less than 0.3 cm. In events with a single charged particle in both
hemispheres it was further required that the di�erence in z of the point of closest approach
of the two tracks to the interaction region be less than 2 cm.

Background from �+�� events remaining after the event acollinearity cut �acol > 0:5�

was reduced by demanding that prad, de�ned in Section 5, be less than 1:2 � pbeam.
Where the highest momentum particle in the other hemisphere had muon chamber hits
or energy deposition in the outer layers of the HCAL it was required that the maximum
momentum of any charged particle in the event be less than 0:7 � pbeam. Any event in
which a charged particle passed within 1� in � of a TPC sector boundary and in which any
charged particle had a momentum greater than 0:6 � pbeam was rejected. This removed
some �+�� events with poor momentum reconstruction and poor extrapolation of one of
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the tracks to the muon chambers. The resulting momentum dependence of the e�ciency
is shown in Fig. 7a.

The number of candidate � decays remaining after these cuts was 6617. The overall
e�ciency to identify a � ! ���� decay inside the angular and momentum acceptance was
88%. The background was composed of (3:4 � 0:3)% from other � decays, (0:5 � 0:1)%
from �+�� events, (0:6� 0:1)% from e+e� ! (e+e�)�+�� events and (0:4� 0:1)% from
cosmic rays.

The polarisation P� was �tted in each of the six bins of cos� as described in Section 2.
The results are shown in Table 1. A �t of Eq. 3 to P� as a function of cos� gave a mean
� polarisation of

hP� i = �0:033 � 0:068;

and a Z0 polarisation of
P
Z
= +0:024 � 0:099;

where the errors are statistical only. The momentum spectrum summed over all bins in
cos� is shown in Fig. 7b, with the simulated data spectrum for the �tted value of hP� i
superimposed. The step at 0:7 � pbeam stems from the e�ect on the � ! ���� events of
the criteria for �+�� rejection and is well controlled with data test samples.

Systematic errors in hP� i included the following contributions: the uncertainty in the
muon identi�cation e�ciency coming from the statistics of the data samples used in its
determination (0.017); the uncertainty in the background contamination of hadronic �
decays due to the �nite statistics of the data sample used in its determination (0.003);
contamination from e+e� ! �+�� events (0.012), e+e� ! (e+e�)�+�� events (0.005)
and cosmic rays (0.001); the e�ect of the �+�� rejection cuts on the selection e�ciency
in the high momentum region (0.007); the momentum resolution uncertainty and mo-
mentum scale (0.017); the �nite simulated data statistics (0.030). This resulted in a total
systematic uncertainty of 0.041.

6.3 � ! �(K)�

A typical �� or K� decay is characterised by a single isolated charged particle which
deposits energy deep in the HPC or in the HCAL. The separation of pions from electrons
and muons requires the use of almost all components of the DELPHI detector. An
important background arises from � ! �� ! ��0� decays where the �0 is not detected,
due to threshold e�ects or dead regions in the calorimeter.

For e�cient suppression of muons it was required that the isolated charged particle
have a momentum exceeding 0:05 � pbeam and lie in the polar angular region 0:035 <
j cos�j < 0:707. In the region near the transition from the barrel to the end-cap part of the
detector the muon chamber and HCAL coverages were incomplete. Regions without muon
chambers and with a reduced HCAL coverage were excluded from this study, reducing
the e�ciency in the polar angular region j cos�j > 0:616 by about a factor two.

The separation of pions from muons relied on the observed signal in the HCAL and
muon chambers. Whereas muons penetrate the HCAL as minimum ionizing particles
and leave signal in the muon chambers, most pions interact early in the HCAL without
reaching the muon chambers. A fraction of pions, however, interact late and are therefore
likely to be confused with muons. To reduce this e�ect, the mean energy per layer de-
posited in the HCAL, Ehlay, was used to group the charged particle tracks into candidate
and non-candidate minimum ionizing particles. In the candidate region, Ehlay < 3 GeV,
the ratio of pions to muons was low. As the pions in this region tended to have low
momentum and did not penetrate deep into the HCAL, a muon veto was applied by



14

excluding all particles which were observed in the muon chambers or the outer layer of
the HCAL. For Ehlay � 3 GeV the ratio of pions to muons was high and a muon veto
was applied by excluding particles only if they were observed in the outer layers of the
muon chambers.

For electron rejection it was required that the electromagnetic energy deposited by
the charged particle in the �rst four HPC layers did not exceed 350 MeV, and that the
dE=dx did not exceed the expected signal of a pion by more than two standard deviations:
��
dE=dx < 2. Within 0:5� of an azimuthal boundary between HPC modules, where the

rejection power of the HPC criterion was poorer, the dE=dx requirement was tightened
by asking that ��

dE=dx be less than one.
A further reduction of the background from electrons and muons was ensured by

requiring that the charged particle was either observed in the HCAL or deposited at least
500 MeV in the last �ve layers of the HPC.

Hadronic � decays containing �0's were rejected by insisting that there be no neutral
electromagnetic showers in a cone of half angle 18� about the charged pion. These showers
had to satisfy the following criteria: the shower had to be separated by at least 1� from
the impact point of the charged particle on the HPC surface, had to start within the �rst
four and extend over at least three HPC layers; a minimum energy of 0.8 and 0.5 GeV
was required for the 1991 and 1992 data respectively; showers between 1� and 2� from
the charged particle impact point had to have a minimum energy of 1.5 GeV.

The identi�cation criteria were studied as far as possible using real data test sam-
ples. The e�ciencies of the muon and electron rejection criteria were investigated using
a sample of charged hadrons from � decays to �� and a1� tagged by the presence of a �0

in the HPC. The misidenti�cation probabilities were obtained from samples of electrons
and muons tagged by kinematic constraints or by the use of independent detector com-
ponents. No suitable test sample was available to study the criteria aimed at rejecting �
decays containing �0's. Their study thus relied on consistency checks between real and
simulated data where the stabilities of the measured � polarisation and of the branching
fraction result were checked against variations in the photon de�nition criteria. The over-
all identi�cation e�ciency within the angular and momentum acceptance was estimated
to be 65%. The e�ciency as a function of momentum, obtained from the simulated data
with corrections for observed di�erences in the real data, is shown in Fig. 8a.

The background from e+e� ! e+e�(
) and e+e� ! �+��(
) events was reduced
by requirements on the hemisphere opposite to the identi�ed candidate decay. It was
asked that the highest momentum charged particle in that hemisphere lie in the polar
angle region 0:035 < j cos�j < 0:732. Requirements were applied dependent on whether
this particle was identi�ed as a muon or electron candidate, using loose criteria. These
requirementswere di�erent if the momentumof the pion candidate was less than or greater
than 0:7� pbeam. If it was greater, the track momentum in the opposite hemisphere had
to be less than 0:75�pbeam. For electron candidates the electromagnetic energy deposited
in the hemisphere had to be less than 0:75 � Ebeam, while for muon candidates the sum
of these two quantities had to be less than 0:75 � pbeam. If it was below, the total
electromagnetic energy in the opposite hemisphere had to be less than 0:75 � Ebeam for
electron candidates; otherwise the momentum had to be less than 0:85 � pbeam. These
criteria, with an overall e�ciency of 93% excluding the �ducial requirement, created a
relative drop in the e�ciency of (6:5� 0:8)% for momenta exceeding 0:7 � pbeam.

A total of 2956 candidate decays were selected. The estimated background from other
� decays was (11:9� 2:7)%, including contributions of 7.2% from the �� mode and 2.8%
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from �K0
L� �nal states of the K

�(892)� mode. The background of Z0 decays into electron
or muon pairs was (0:5� 0:2)%. Other backgrounds were negligible.

From a �t of Eq. 3 to the obtained values of P� in the six bins of cos�, as given in
Table 1, a mean � polarisation of

hP� i = �0:199 � 0:036

and a polarisation of the Z0

P
Z
= �0:115 � 0:057

were obtained. The uncertainties are statistical only. The momentum spectrum of all
selected candidates is shown in Fig. 8b with the spectrum of the simulated data for the
�tted value of hP� i superimposed.

The uncertainty in hP� i due to the momentum scale was negligible for this channel.
The systematic error in hP� i included contributions from the identi�cation e�ciency
and the background estimates. For the identi�cation e�ciency, contributions of 0.015
and 0.019, respectively, from the anti-electron and anti-muon requirements, were caused
primarily by the limited statistics of the test samples used for their study. At high
momenta the statistics of the pion test sample was severely limited. The uncertainty
arising from the separation of the �� decay mode from hadronic modes with accompanying
neutral hadrons was estimated through variations of the photon de�nition criteria and
through a simultaneous variation by 30% of the background rates of �n�0� and �K0

L�.
From this study a contribution of 0.026 was estimated. The uncertainty arising from the
remaining background of e+e� ! e+e�(
), �+��(
) events and from the e�ect on the
signal of the rejection criteria aimed against this background was 0.011. The uncertainty
due to radiative corrections to the � decay process [16] contributed an error of 0.001.
Combining these contributions in quadrature with the statistical uncertainty of 0.018
from the limited amount of simulated data, a total systematic uncertainty of 0.041 was
obtained.

6.4 � ! ��

The � decay to �� was selected by requesting an isolated charged particle in the polar
angle region j cos�j< 0:732 with an accompanying �0 candidate. The charged particle
had to be incompatible with the electron hypothesis using cuts on �E=p and �dE=dx similar
to those outlined in Section 6.1.

Candidate �0's were subdivided in four di�erent classes:

1. two showers of energy E1 and E2 with

2:5 GeV < E1 + E2 < 10 GeV;

and an angle greater than 1� between the photons and the charged track. The
reconstructed two-photon invariant mass had to lie in the range 0:04 GeV/c2 to
0:25 GeV/c2.

2. one shower with energy greater than 5 GeV and more than 1� from the charged
track.

3. two showers with
E1 + E2 > 10 GeV:

In this case the second shower was generally either a hadronic interaction of the
charged pion or a secondary associated with the main shower. Only the highest
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energy shower was used in the calculation of the � invariant mass and an additional
cut was applied to reduce contamination:

E1

E1 + E2

> 0:85:

4. two neutrals, including at least one photon which had converted before the TPC,
with a reconstructed invariant mass in the range 0:04 GeV/c2 to 0:25 GeV/c2. Pho-
tons which converted into e+e� pairs in the material before the start of the TPC
were reconstructed with an e�ciency of (73 � 1)% in �� events using the tracks
reconstructed in the TPC.

The ��0 invariant mass distribution is shown in Fig. 9. To reduce background it
was required that the reconstructed � invariant mass lie in the range 0:48 GeV/c2 to
1:20 GeV/c2. The sample remaining after the cuts contained 5903 � decays. The selection
e�ciency inside the angular acceptance was 45%. The remaining background from other
� decays was 15:6% consisting of: ��0�0� (10:7�0:3)%; �n�0�, (n>2) (2:0�0:2)%; K�0�
(1:8�0:2)%; �� (1:1�0:1)%. Contamination from e+e� ! e+e�(
) and e+e� ! �+��(
)
events was (0:6� 0:2)%.

The polarisation was estimated using the variable � described in Eq. 9. This variable
was a function of the decay angle of the � in the � rest frame, of the �� in the � rest
frame and the hadronic invariant mass. The dependence of the e�ciency on �, estimated
from simulation, is displayed in Fig. 10a.

The polarisation P� was �tted in each of the six bins of cos� as described in Section 2.
The results are shown in Table 1. A �t of Eq. 3 to P� as a function of cos� gave a mean
� polarisation of

hP� i = �0:070 � 0:033;

and a Z0 polarisation of
P
Z
= �0:085 � 0:050;

where the errors are statistical only. The � spectrum summed over all bins in cos�
is shown in Fig. 10b, with the simulated data spectrum for the �tted value of hP� i
superimposed.

The systematic uncertainty in hP� i due to the �nite statistics of the simulated data was
0.017. An uncertainty of 0.015 due to the energy cuts for the candidate �0's in classes 1, 2
and 3 was estimated by varying the cut limits over wide ranges. An uncertainty of 0.001
due to the backgrounds from other � decays was estimated by varying the values of the �
branching ratios within their errors. Uncertainty of the HPC energy resolution and scale
contributed an error of 0.013. Small discrepancies between data and simulation for high
energy neutral showers in class 3 events where the HPC pattern recognition reconstructed
a false low energy secondary shower nearby gave an uncertainty of 0.007. The uncertainty
due to the �0 mass cuts was estimated by varying the lower and upper cuts on the �0 mass
to be 0.006. Similarly, by varying the cuts on the � mass by 0:15 GeV/c2 the uncertainty
due to the acceptance for � particles was estimated to be 0.015. By following the same
procedure as in Section 6.3 the uncertainty due to radiative corrections was estimated
to be 0.001. The uncertainty in the momentum scale had a negligible e�ect. The total
systematic uncertainty was 0.032.

6.5 � ! a1� ! �
�
�
+
�
�
�

The decay � ! 3���� is characterised by a topology containing three charged particles
with no neutral electromagnetic energy present in that hemisphere.
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The �rst requirement in the selection of such events was that the hemisphere contain
three charged particles with an absolute value of the sum of their charges equal to unity.
The vector sum of their momenta ~P 3�

vis had to lie in the polar angle region j cos�j<0:732
and have a magnitude greater than 10 GeV/c. As the three particles should originate
from a � decay it was required that the invariant mass of the 3� system be less than
2 GeV/c2.

An important background source was one-prong � decays with accompanying photons
which converted in the material of the detector to produce a e+e� pair. Most conversions
take place after the microvertex detector which, together with the beam-pipe, accounts
for about 2% of a radiation length of material. Most e+e� tracks are thus not expected
to produce a signal in the microvertex detector. It was demanded that at least two of
the three tracks have at least one associated hit in the microvertex detector. To suppress
photon conversion background further, a pair �nding algorithm was used to reconstruct
the interaction point of the photon. If either of the two possible combinations of oppositely
charged particles had a di�erence in polar angle between the two particles of less than
0:3� and a reconstructed vertex more than 2 cm in the r� plane from the interaction
region the decay was rejected. No attempt was made to identify e+e� pairs from Dalitz
decays.

Events with three prongs accompanied by photons were rejected. These photons had
to satisfy the requirements described in Section 4.2. A photon was assigned to the 3�
hemisphere if the angle between the photon and the 3� resultant momentum direction
was less than 30�.

A � ! 3�n
� (n>0) decay can also fake a � ! 3���� event if the photons overlap
with the charged particles and are associated to them. To reject these events and suppress
photon conversions further, an additional cut was applied, E3�

5 =P
3�
vis < 0:2, where E3�

5 is
the sum of the energy deposited in the �rst �ve layers of the HPC and associated to the
tracks.

To reduce non-resonant background, it was required that at least one of the two
possible �+�� combinations have an invariant mass in the range 0:6 GeV/c2 < m�+�� <
1:2 GeV/c2. This cut was asymmetric with respect to the � peak because the background
should peak in the low mass region, as was the case for the distribution of like sign charged
combinations.

These cuts produced a sample of 1830 candidate a1� events. The e�ciency within the
polar angle acceptance was 40%. The background from other � decays was estimated
to be (5:9 � 1:8)%, while other backgrounds were negligible. The 3� invariant mass
distribution is shown in Fig. 11. A �t to the mass and width of the a1, in the K�uhn and
Santamaria model [17], yielded the values ma1 = 1270 � 15 MeV/c2 and �a1 = 604 � 50
MeV/c2, in agreement with other studies of � decays [18,19].

The P� measurement was performed with a method based on moments of various decay
distributions, as advocated by K�uhn and Mirkes [6], whose notation is followed below.

The � ! 3���� decay rate can be written as

d��!����� /
X

X

�LXWXd
d cos �hd cos �dQ
2ds1ds2; (14)

where �h is the angle in the � rest frame between the � 
ight direction and the direction
of emission of the hadronic system, � is the angle in the hadronic rest frame between the
normal to the 3� decay plane and the direction of the hadrons in the laboratory system,
and 
 corresponds to a rotation around the normal to the decay plane and determines the
orientation of the pions within their production plane. The hadronic structure functions
WX contain the dynamics of the 3� decay and depend in general on the invariant masses
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s1, s2 of the two �+�� combinations and on Q2, the invariant mass of the 3� system.
The lepton factors �LX are functions of the angles �h, � and 
. They also depend on P� .

The hadronic structure functions WX do not factorize in expression (14). Hence, for a
given set of cos �h, 
, cos�, s1, s2, and Q2, theWX(s1; s2; Q2) must be calculated in order
to perform a �t to the polarisation. In general, the result will depend on the particular
model assumed for the hadronic current.

The values of P� are derived from a combined �t to the cos �h distribution and the
one-dimensional distributions of the following set of moments as a function of cos �h:

h(3 cos2 � � 1)=2i; hcos 2
i; hS12 sin 2
i; hS12 cos �i;

where S12 = (s1 � s2)=js1 � s2j is the sign of the expression (s1 � s2). Fits to each of
the distributions have been performed, always �nding consistent values, thus allowing
cross-checks of the �tting procedure. The polarisation P� was �tted in each of the six
bins of cos� as described in Section 2. The results are shown in Table 1. A �t of Eq. 3
to P� as a function of cos� gave a mean � polarisation of

hP� i = �0:184 � 0:069;

and a Z0 polarisation of
P
Z
= �0:264 � 0:103;

where the errors are statistical only. The data for the two most sensitive moments,
summed over all cos� bins, are shown in Fig. 12.

The method used for measuring P� relates the various components of the hadronic
current. Thus, particular care should be taken in understanding possible biases due to
the model dependence of the hadronic structure functions WX . The e�ects of changing
the Breit-Wigner parameters, of using di�erent theoretical models [17,20,21] and of the
possible presence of a scalar contribution have been investigated. From a detailed anal-
ysis [4], an estimate for the uncertainty in hP� i arising from the theoretical modelling of
a1 decays of 0.015 was obtained. The uncertainty in hP� i due to the selection e�ciency
for 3� was estimated to be 0.030 by varying the selection cuts. The cuts in m�+�� were
estimated to contribute an error of 0.020 by varying their values by 40 MeV/c2. The
uncertainty due to the acceptance in cos �h was estimated to be 0.010 and that due to
description of the energy thresholds in the HPC to be 0.010. The uncertainty from the
momentum scale and resolution contributed an error of 0.030. The uncertainty arising
from the simulated data statistics was 0.030. The total systematic uncertainty was 0.059.

7 Inclusive � ! one-prong hadronic decay

The highest sensitivity to the � polarisation is obtained in the decays to �� and ��.
The identi�cation of these channels requires, however, stringent cuts in order to avoid
background contamination, mostly due to hadronic decays with more �0's.

An inclusive measurement was made of the polarisation for decays to a single charged
hadron with or without accompanying �0's. This increased the selection e�ciency, at the
expense of a somewhat lower sensitivity per event to the polarisation. A charged particle
originating directly from the decay of a � was selected by requesting that it have associated
VD hits. It had to lie in the polar angle range j cos�j< 0:732. Additional tracks were
permitted provided that these did not have associated VD hits. This ensured that the
hemisphere contained only one charged particle arising directly from the decay of the � ,
while keeping a high e�ciency for retaining events with a photon conversion. Background
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from 3-prong and 5-prong � decays was negligible. Furthermore, the extrapolation of the
� decay track to the HPC had to lie more than 1� away from any azimuthal boundary
region of the HPC as the HPC response to electrons near these regions was degraded,
rendering electron rejection more di�cult.

The analysis was performed as a function of the hadronic invariant mass,mh, computed
from the charged particle track and all neutral electromagnetic showers in a cone of half
angle 30� about the track. It was assumed that the charged particle had the mass of
a pion and that the particles causing the neutral showers had no mass. The data were
separated into three regions of hadronic mass, below 0:3 GeV/c2, from 0.3 to 0:9 GeV/c2

and above 0:9 GeV/c2 but below 1:8 GeV/c2 � m� . These regions correspond to the
dominating decay being ��, �� and a1� respectively.

The �rst stage of electron rejection was performed using the dE=dx of the TPC. It
was required that ��

dE=dx be less than 2. This cut was particularly important in the low
momentum region. Additional cuts described below, dependent on the hadronic invariant
mass, were performed to reduce the backgrounds further.

� Decays with low hadronic mass were more heavily contaminated by muons and
electrons. In the region mh < 0:3 GeV/c2, the hadron identi�cation criteria were
tighter. To reject electrons, it was required that the associated electromagnetic
energy deposited in the �rst 4 layers of the HPC be less than 1 GeV, or that there
be associated energy in the HCAL beyond its �rst layer. The momentum of the
single charged particle had to be greater than 0:067 � pbeam to ensure that it had
su�cient momentum to reach the muon chambers, thus enabling e�cient rejection
of muon background. Muons were rejected by requiring that Ehlay be greater than
4 GeV or, if Ehlay was zero or between 0.6 and 4 GeV, there be no hit in the inner
layer of the muon chambers. The region 0 < Ehlay < 0:6 GeV contained few pions
and was rejected.

� In the two higher mass bins, the background from muons was small enough not to
require additional suppression. For mh > 0:3 GeV/c2, in order to reject electrons it
was required that the electromagnetic energy deposited in the �rst 4 layers of the
HPC be less than 5 GeV, or that there be associated energy in the HCAL beyond
its �rst layer.

In order to reduce the contamination from �+�� and e+e� events further it was re-
quired that the event acollinearity be greater than 0:5�, that there be no particle in the
opposite hemisphere with momentum greater than 0:8 � pbeam and that Erad, as de�ned
in Section 5, be less than Ebeam.

The sample remaining after the cuts contained 15092 � decays, selected with an e�-
ciency of 78% within the angular and momentum acceptances. The background consisted
of (4:0�0:4)% from other � decays and (0:4�0:2)% from non-� sources. The distribution
of the hadronic mass is presented in Fig. 13. The background a�ects mostly the region
of low hadronic mass. Table 2 shows the percentages for the three signal channels, and
the backgrounds, in each of the three invariant mass ranges, taken from simulation. The
e�ciencies for the �� and �� channels are higher than for the exclusive analyses where
more stringent cuts were made to remove the �� and a1� decays respectively. Also shown
are the di�erent backgrounds to the three mass regions.

The polarisation was estimated using a 2-dimensional �t to the variables cos �h, de�ned
in Section 2, and cos h, closely related to the emission angle of the charged pion in the
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Mass range Signal channels Backgrounds
[GeV/c2] �� �� a1� e��� ���� non-�
mh < 0:3 83:8� 0:5 5:9� 0:2 1:1� 0:2 1:1 � 0:1 5:7� 0:6 0:5 � 0:3
0:3 < mh < 0:9 12:1� 0:2 55:9 � 0:3 20:8 � 0:4 2:1 � 0:2 1:2� 0:1 0:3 � 0:2
0:9 < mh < 1:8 4:1� 0:2 38:2 � 0:3 78:1 � 0:4 0:2 � 0:1 1:1� 0:1 0:3 � 0:2

Table 2: Columns 2, 3 and 4 contain percentage of the events in each range of measured
mass, for each of the three main decay modes used in the inclusive hadronic analysis.
Other columns show background percentages in each mass range.

hadronic rest frame, as described in Eq. 10. Its precise form is

cos h =
Ech �Eneu

Ech + Eneu

; (15)

where Ech is the energy, calculated using the measured momentum, of the charged particle
in the decay and Eneu is the neutral energy in a cone of half-angle of 30� about the charged
particle. In the low mass region a one dimensional �t to cos �h only was performed as
cos h has no real signi�cance in this region.

Fits of P� in the six bins of cos� were performed as described in Section 2 for the
three invariant mass regions. The results are shown in Table 3.

cos� P�

bin mh < 0:3 0:3 < mh < 0:9 0:9 < mh < 1:8 Combined �2=n:d:f:

1 �0:143 � 0:085 �0:111 � 0:076 �0:081 � 0:142 �0:115 � 0:053 0.2/2
2 �0:013 � 0:086 +0:065 � 0:086 +0:191 � 0:166 +0:061 � 0:057 1.3/2
3 �0:221 � 0:093 �0:045 � 0:087 �0:012 � 0:142 �0:105 � 0:057 2.4/2
4 �0:292 � 0:086 +0:008 � 0:090 �0:277 � 0:140 �0:165 � 0:059 6.5/2
5 �0:331 � 0:082 �0:240 � 0:073 �0:277 � 0:147 �0:268 � 0:051 0.7/2
6 �0:338 � 0:077 �0:216 � 0:071 �0:256 � 0:141 �0:273 � 0:048 1.6/2

Table 3: For the inclusive hadronic analysis, P� in bins of cos� for each of the invariant
mass ranges. The uncertainties include simulated data statistics. Mass units are GeV/c2.
The last column gives the �2 and number of degrees of freedom of the combined result.

The combination of the three mass regions over the six bins in cos� gives a �2 of 14.5
for 12 degrees of freedom, showing good compatibility. Thus �ts of the polarisation to
all three mass ranges combined were made in bins of cos�. These are shown in Tables 1
and 3. A �t of Eq. 3 to P� as a function of cos� gave for all three mh bins combined a
mean � polarisation of

hP� i = �0:150 � 0:021;

and a Z0 polarisation of
P
Z
= �0:144 � 0:032;

where the errors are statistical only. The distributions of cos �h and cos h, summed over
all cos� bins, are displayed in Fig. 14, with the simulated data distributions for the �tted
value of hP� i superimposed.

The momentum dependent e�ciency for hadrons surviving the muon rejection cuts
was estimated from a test sample of pions selected using dE=dx and HPC information.
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In this manner uncertainties in the polarisation due to the muon rejection cuts and the
cut on HCAL energy beyond the �rst layer were estimated. In an analogous manner test
samples of electrons and muons were used to estimate the uncertainty due to background
from other � decays.

The loss of neutral showers in the HPC due to threshold e�ects and dead space was
responsible for an additional uncertainty. The migration of events between the medium
and low mass regions was varied by 20% to give an estimate of the e�ects of lost �0's in
�� decays or extra interactions of pions in the detector. This gave anti-correlated changes
in the lowest and central invariant mass ranges, and thus a partial cancellation in the
overall uncertainty. A similar procedure was carried out between the two highest mass
bins.

The branching fractions of the ��, �� and ��0�0� decay modes of the � were varied
by the uncertainties in the world average values in [19]. This contains corrections to the
uncertainties arising from inconsistencies between results from di�erent experiments.

The invariant mass region boundaries were varied by 0:1 GeV/c2 and the variation in
the polarisation taken as a systematic uncertainty coming from the choice of binning.

The neutral de�nition was tested by changing the requirements outlined in Section 4.2
to include all neutrals regardless of energy, shower extent and starting layer in the HPC.

The uncertainty due to radiative corrections in the � decay processes was estimated
in the manner described in Section 6.3.

A shower from a �0 or photon could accidentally be associated to the charged particle,
causing the variables used in the analysis to be mismeasured. This was studied by adding
the full energy associated to the charged track in the HPC into the neutral cone energy
in the de�nitions of cos �h and cos h. The change in the measured polarisation was
negligible, in the overall �t and in each mass bin.

The uncertainties, separated into their components for each invariant mass region, are
listed in Table 4, showing the cancellation of some systematics. The total systematic
uncertainty in the combined value of hP� i was 0.017.

Mass range [GeV/c2] Combined
Systematic source mh < 0:3 0:3 < mh < 0:9 mh > 0:9 �hP� i
Simulation statistics 0:018 0:018 0:035 0:012
Muon rejection 0:009 0:000 0:000 0:005
Neutral energy scale 0:000 0:008 0:008 0:005
Migrations +0:027 �0:030 �0:010 0:005
� branching ratios +0:003 �0:004 �0:011 0:004
Mass binning variation +0:015 �0:023 �0:020 0:004
Non-� background +0:008 �0:001 �0:001 0:003
HCAL energy cut +0:007 �0:002 �0:010 0:003
Neutral de�nition +0:010 �0:013 +0:025 0:003
� decay background +0:005 �0:001 0:000 0:002
Radiative corrections 0:001 0:001 0:000 0:001
Total 0.040 0.045 0.051 0.017

Table 4: Systematic errors in hP� i for the inclusive hadronic analysis split into the
di�erent mass ranges. The signs of the uncertainties in the second and third mass bins
show the direction of change relative to a positive change in the lowest mass region.
Absence of signs implies no correlation between mass bins.
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8 Combination of results

The results of the di�erent exclusive channels and inclusive one-prong hadronic analysis
in each of the six bins of cos� are shown in Table 1. The �tted values of hP� i and PZ for
each of the individual analyses are shown in Table 5.

Channel hP� i P
Z

� ! e��� �0:148 � 0:077 � 0:072 �0:209 � 0:111 � 0:006
� ! ���� �0:033 � 0:068 � 0:041 +0:024 � 0:099 � 0:003
� ! �(K)� �0:199 � 0:036 � 0:041 �0:115 � 0:057 � 0:004
� ! �� �0:070 � 0:033 � 0:032 �0:085 � 0:050 � 0:004
� ! a1� �0:184 � 0:069 � 0:059 �0:264 � 0:103 � 0:003
Inclusive �0:150 � 0:021 � 0:017 �0:144 � 0:032 � 0:003

Table 5: Values of hP� i and PZ from the �t of P� (cos�) for all channels. Uncertainties
are statistical followed by systematic. The systematic error in P

Z
contains a systematic

error of 0.003 common to all channels.

The correlation coe�cient of the statistical uncertainties was estimated to be 0.3 be-
tween the inclusive and �� channel and 0.4 between the inclusive and �� channel from the
overlap of events in the di�erent samples. A maximal correlation in the systematic errors
of the �� and inclusive hadronic analysis was assumed, while the correlation between
the uncertainties in the �� and inclusive hadronic analyses was low, arising principally
from the HPC energy threshold uncertainties. The �nal results were insensitive to the
correlation coe�cients under a variation of �0:1.

The results of the di�erent analyses were combined taking into account the correlations
in each of the six bins. The results are shown in Table 6 and in Fig. 15. The �2 per degree
of freedom is 39:2=30, indicating that the di�erent channels gave compatible results. The
statistical part of the error has been multiplied by a factor 1.02 to take account of the
anticorrelation of the �+ and �� helicities in an event.

Bin P� �2/n.d.f.
1 �0:100 � 0:043 3:2=5
2 �0:002 � 0:044 4:7=5
3 �0:042 � 0:046 6:0=5
4 �0:110 � 0:047 18:0=5
5 �0:287 � 0:042 1:8=5
6 �0:244 � 0:040 5:6=5

Table 6: � polarisation values in bins of cos� for the combination of all analyses. The
errors are statistical only. The �nal column shows the �2 for each bin of the combination.

The combined data were �tted to the functional form of the polarisation given in
Eq. 3. In contrast to the case for hP� i, PZ and its associated systematic uncertainty are
dependent on the correlations introduced between di�erent bins in cos�. By combining
the simulated data distributions for bins of cos� re
ected in cos� = 0, which had identical
acceptance e�ects, the uncertainty in P

Z
due to simulation statistics was greatly reduced.

Other systematic uncertainties in the polarisation for the di�erent channels a�ect P
Z
if
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they are forward-backward asymmetric in a di�erent way for di�erently charged decay
particles. An example is the track curvature in the TPC, which can be o�set by detector
e�ects di�erently for opposite hemispheres, causing di�erent charge-dependent losses in
sector boundaries of the TPC for positive and negative z. This, however, was estimated
to have negligible e�ect on P

Z
. An error in the calibration of the � measurement for

charged particles would lead to an o�set in the measurement of P
Z
. An uncertainty on P

Z

of 0:002 was estimated due to this e�ect. Similarly the choice of the decay product polar
angle rather than that of the � generates a smearing of the cos� distribution for which
the �tted value of P

Z
must be corrected. From simulated data it was estimated that this

o�set was less than 0:001 and so an uncertainty of 0.001 in P
Z
was taken. Misidenti�cation

of the � charge from its decay products was estimated to be less than 1%, leading to a
systematic uncertainty on P

Z
of 0:001.

Systematic uncertainties due to simulated data statistics were assumed to have the
maximum possible common error between bins re
ected about cos� = 0, and no corre-
lations between other pairs of bins. The other systematic errors in hP� i were taken as
being common to all cos� bins for each channel.

The weighted mean value of cos� was taken in each bin as the position of the point in
the �t. The uncertainty in P

Z
due to this procedure was estimated to be less than 0.001.

The �t gave the results

hP� i = �0:136 � 0:018 � 0:009 � 0:011;

P
Z
= �0:131 � 0:026 � 0:001 � 0:003:

The �rst error is statistical, the second is due to the simulated data statistics and the third
due to all other systematic uncertainties. The best �t function is plotted superimposed
on the data in Fig. 15. The �2 per degree of freedom is 9:7=4. The correlation between
the �tted values of hP� i and P

Z
was +0:03. A second �t assuming lepton universality

gave the result
hP� i = P

Z
= �0:134 � 0:014 � 0:006 � 0:006:

The �2 was 9.7 for 5 degrees of freedom, and the best �t function is displayed in Fig. 15.
Alternatively, hP� i and P

Z
can be derived by combining the results from the �t to

P� (cos�) obtained separately for each channel. This gave essentially identical results to
those shown above with a �2/n.d.f. of 5.6/5 for the combination of the hP� i results for
the di�erent channels and 6.6/5 for the combination of the P

Z
results.

The observed polarisations hP� i and PZ have to be corrected for QED e�ects and for
the centre-of-mass energies di�erent to MZ. These corrections were evaluated with the
program ZFITTER [22]. They have the forms hP� i

corr = �1hP� i
obs + �1 and P

corr
Z

=
�2P

obs
Z

+�2 where �1;2 and �1;2 are, respectively, multiplicative and additive corrections
to the observed polarisations. Their values for this analysis are �1 = �2 = 1:0206 and
�1 = �2=�0:0020, in the Minimal Standard Model for Mtop=150 GeV/c2 and MHiggs=
300 GeV/c2. The uncertainties arising from varying Mtop between 91 and 250 GeV/c2

had a negligible e�ect.
Application of these corrections resulted in the following values for the mean � polar-

isation and the Z0 polarisation:

hP� i = �0:141 � 0:018 � 0:009 � 0:011;

P
Z
= �0:136 � 0:027 � 0:001 � 0:003;

where the �rst error is statistical, the second is due to the �nite statistics of the simulated
data and the third due to all other systematic uncertainties. The corrected result from
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the �t assuming universality was

hP� i = P
Z
= �0:139 � 0:015 � 0:006 � 0:006:

The analysis [2] on 1990 data yielded the result for the mean � polarisation hP� i =
�0:24�0:07. This is compatible with the results of the current analysis. They have been
combined assuming fully correlated systematic errors, to yield a mean � polarisation

hP� i = �0:148 � 0:017(stat.)� 0:014(syst.);

and with the assumption of universality,

hP� i = P
Z
= �0:144 � 0:014(stat.)� 0:008(syst.):

9 Summary and Conclusions

The polarisation of the � and its polar angle dependence have been determined through
the study of exclusive decay channels and from an inclusive analysis. The di�erent mea-
surements were found to be consistent with each other. The polar angle dependence is
displayed in Fig. 15 and in Table 6. The data have been combined with the published
1990 results [2]. The results were

hP� i = �0:148 � 0:017(stat.)� 0:014(syst.);

P
Z
= �0:136 � 0:027(stat.)� 0:003(syst.):

These results yielded for the ratios of the e�ective weak couplings of the � and e respec-
tively

�v�=�a� = 0:074 � 0:011;

�ve=�ae = 0:068 � 0:014;

supporting the hypothesis of lepton universality.
The assumption of lepton universality yielded the result

hP� i = P
Z
= �0:144 � 0:015(stat.)� 0:008(syst.);

giving, for the ratio of e�ective leptonic couplings,

�vl=�al = 0:072 � 0:008;

and leading to the result
sin2 �lepte� = 0:2320 � 0:0021;

compatible with the values obtained from previous measurements of the � polarisation
at LEP [23] and from forward-backward charge asymmetries in Z0 decays [24].
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Figure 1: Distribution of the pull on dE=dx for the pion hypothesis, ��
dE=dx, for two

di�erent data sets in � decays. The clear histogram is for an electron test sample. The
hatched area shows a pion test sample.
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Figure 2: Distributions of the electron identi�cation variable �E=p for samples of electrons
(clear histogram) and for pions (hatched histogram). Only particles depositing more than
1 GeV in the HPC were included.
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Figure 3: Distribution in data of energy deposition in the �rst four layers of the HPC for
an electron test sample (clear histogram) and a pion test sample (hatched histogram).
The area in the hatched histogram is 0.58 as 42% of hadrons did not leave any energy
deposition in the �rst four layers of the HPC. The bump on the right hand side for the
hadron sample arises from hadrons which interact in the �rst four layers of the HPC or
in the RICH.
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Figure 4: Probabilities of reconstructing a single �0 in simulated data as n clusters in the
HPC as a function of �0 energy. Open circles are for n = 0, solid circles for n = 1, open
squares for n = 2 and solid squares for n > 2.
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Figure 5: Distribution of average energy per layer Ehlay in the hadron calorimeter for real
data test samples of pions (clear histogram) and of muons (hatched histogram).

DELPHI

0.8

0.85

0.9

0.95

1.0

1.05

0 0.25 0.5 0.75 1
pel/pbeam

ef
fic

ie
nc

y

τ → eνν
(a)

0

100

200

300

400

500

0 0.25 0.5 0.75 1
pel/pbeam

de
ca

ys
/0

.0
5

τ → eνν
(b)

Figure 6: a) The solid circles show the identi�cation e�ciency for � ! e��� decays as a
function of pel=pbeam. The open circles show the e�ciency after all cuts including rejection
of backgrounds other than from � decays. b) pel=pbeam spectrum for candidate � ! e���
decays. The dots are data and the solid line is simulated data for the �tted value of
hP� i. The hatched area is background and the dotted and dashed lines correspond to the
positive and the negative polarisation contributions respectively.
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Figure 7: a) The identi�cation e�ciency for � ! ���� decays and b) the spectrum of can-
didate � ! ���� decays, as a function of the reconstructed muon momentum normalised
to the beam momentum, with the same conventions as in Fig. 6.
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Figure 12: The two most sensitive moments in the polarisation �t of the � ! a1� channel
as a function of cos �h: a) h(3 cos2 �� 1)=2i and b) hcos 2
i. The dots show the data and
the solid line is simulated data with the �tted value of hP� i. The dotted and dashed lines
correspond to the positive and the negative polarisation distributions respectively.
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Figure 13: The observed invariant mass distribution for candidate events in the one-prong
hadron inclusive analysis, before cuts to remove electrons. The pole at m = m� is not
shown. The dots are data, the solid line is simulated data, and the hatched area is
background.
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Figure 14: For the one-prong hadron inclusive analysis, the projections of the
cos �h vs cos h 2-dimensional distributions for the three invariant mass regions: a)
mh < 0:3 GeV/c2; b) and c) 0:3 GeV/c2 < mh < 0:9 GeV/c2; d) and e)
0:9 GeV/c2 < mh < 1:8 GeV/c2; The dots are data and the solid line is simulated
data for the �tted value of hP� i. The hatched area is background and the dotted and
dashed lines are the positive and negative polarisation contributions respectively.
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Figure 15: Data points show measured P� as a function of cos�. The solid line represents
the �t result without the assumption of universality, while the dashed line is the �t with
universality assumed.


