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Non-ionizing energy loss introduces defects in the silicon lattice that modify the electronic properties
of the bulk material. See Section 2.1 for a detailed discussion. As a result, the sensor leakage current
increases and the electric field from an applied bias voltage is distorted. Electron–hole pairs from a mini-
mum ionizing particle traverse the modified electric field and can be trapped in the silicon lattice defects.
Measuring and modelling these effects is essential for informing detector operations, monitoring the
radiation environment near the detector, tuning offline simulation algorithms, and making performance
predictions for the future.

Sensor damage is characterized by the particle fluence � and the goal of this section is to present
measurements of a number of observables X and their response to �, dX/d�. Comparing the responses
of X across time is complicated by annealing effects and thermal histories across the detector systems
can vary significantly. An additional complication is that the particle composition and energy spectra
of the radiation backgrounds, discussed in Section 4, can vary substantially across different detector
layers. Radiation damage in silicon is typically scaled to the 1 MeV neutron equivalent fluence (�Si

eq),
but this assumes the NIEL hypothesis, see Section 2.1.1, which is not always respected. Additional
challenges with sensor measurements and their interpretation are discussed in Section 5.4. Below are the
observables that have been studied by one or more of the LHC experiments.
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5. Measurements of radiation damage on silicon sensors

1. Leakage current: the current measured across the sensor when applying a bias voltage independent
of ionization from charged particles. The leakage current contributes to the noise and is relevant
for module power consumption. This power will heat the module, which further increases the
leakage current. In extreme cases, this can lead to thermal runaway, whereby the sensors quickly
reach electrical breakdown.

2. Depletion voltage: the bias voltage such that nearly the entire sensor is depleted. After irradiation,
the electric field can have regions of low field, so this concept is less well defined. It is usually
measured by performing a high voltage scan and finding the point at which the collected charge,
cluster size, or hit efficiency saturate. Unlike the leakage current, measuring the depletion voltage
therefore usually requires active collisions in order to measure the collected charge. This is true
for all subsequent measurements as well.

3. Hit/Cluster efficiency: the probability of minimum ionizing particle producing a signal in the sen-
sor that is registered above threshold. Charge trapping shifts the deposited charge distribution to
lower values and thus reduces the efficiency. The hit efficiency is the probability in a single sensor
and the cluster efficiency is the probability for a particle going through a detector layer. Clusters
are composed of multiple hits. It is more likely that hits on the periphery of a cluster goes below
threshold than that the whole cluster is lost.

4. Collected charge: a direct measurement of the induced charge. Track reconstruction efficiency
is most affected by the cluster efficiency, but the track parameters can also be impacted by the
amount of collected charge. Furthermore, the charge itself is often used for particle identification,
making use of the fact that heavier/slower particles ionize more than lighter/faster particles.

5. Position resolution: one of the direct consequences of losing hits on the periphery of a cluster is
the degradation in the position resolution.

6. Lorentz angle: ionized electrons and holes drift in both the sensor electric field and the detector
magnetic field. The track incidence angle that corresponds to the minimum transverse cluster size
that results from the balance between these fields is called the Lorentz angle. The angle is largely
insensitive to charge trapping, but can be used to study deformations in the sensor electric field.

This chapter is organized as follows. Section 5.1 introduces, for each experiment, aspects of
the detector set-up and measurement methods particularly relevant for the measurements. Next, the
models used to interpret the data are summarized in Section 5.2. Then, in Section 5.3, we present the
measurements for the above observables. The chapter ends with discussion and outlook in Section 5.4.

5.1 Measurement considerations
5.1.1 ATLAS
Particle fluence cannot be measured directly. Instead, the luminosity is measured as explained in Sec-
tion 3.2 and Monte Carlo simulations are used to convert this to a 1 MeV neutron equivalent fluence
(�Si

eq). Another important input to many of the measurements and their interpretation is the sensor tem-
perature. Temperatures are measured per module and stored in a conditions database. While these
temperatures are measured as close as possible to the sensors, there is a potential offset. A summary of
the operating conditions for the ATLAS pixel detector during Run 2 can be found in Fig. 36. The high
voltage was slowly increased throughout the run in order to compensate for the raising depletion voltage
(see Section 5.3).

5.1.2 CMS
Similarly to ATLAS, the fluence is inferred from the measured luminosity using FLUKA simulations,
(CMS FLUKA study v3.23.1.0). Luminosity values are translated into charged and neutral particle
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Fig. 36: The operating conditions of the ATLAS pixel detector during the LHC Run 2. The red bars
indicate the high voltage setting, the green lines are the temperatures, and the blue bars represent the
charge thresholds and periods where these were recalibrated. ToT stands for time over threshold, which
is a digitized version of the deposited charge using either 4 (innermost layer) or 5 (outer layers) bits.

fluences at a given position in the CMS detector taking into account the proton–proton cross-section at
the respective beam energy.

The other main source of uncertainty for the radiation damage tracker modelling is the measure-
ment of the silicon sensor temperatures. In the pixel barrel, temperature measurements are taken along
the cooling pipes, with temperature sensors mounted on the carbon fibre support structure at the edges
of the barrel. The on-sensor temperature is estimated to be about 2–5 K higher than the temperatures
measured on the support structures from studies on a thermal mockup. More details on the mock-up
system and on the studies performed are discussed in Ref. [2]. The temperature in the CMS pixel detec-
tor is controlled by an evaporative CO2 cooling system. During 2017 and 2018, the operation point of
the cooling plant was set to �22 �C. The coolant temperature decreases along the cooling lines due to
a drop in the CO2 pressure. This feature of the cooling system results in a temperature gradient inside
the detector of up to 6 �C. This spread in temperature translates in a spread in leakage current values for
modules placed at the same distance from the beam line: measurements for modules placed on a same
layer differ up to a factor of 2. This effect was verified on the thermal mock-up as well, where a similar
spread in temperature and leakage current measurements was observed. The forward pixel detector has
on-module temperature sensors that provide measurements for each readout group (ROG).

Sensor temperature and leakage current measurements for the CMS strip detector are provided
with high granularity: one measurement per module. Measurements can be retrieved from the detector
control unit (DCU), an ASIC mounted on the front-end hybrid PCB. Figure 37 shows a map of the
sensor temperatures within the CMS strip detector as measured during 2017 data taking from the DCUs.
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5. Measurements of radiation damage on silicon sensors

The detector was operated at �15 �C during 2015–2017, and the temperature was lowered to �20 �C
at the beginning of 2018 in order not to reach the power supply current limits in detector regions with
degraded cooling contacts or passive cooling. During Run 3 several modules are expected to experience
thermal runaway. Reducing further the coolant temperature to �25 �C will allow us to decrease this
number by almost a factor of 2. Preliminary studies indicate that the detector will be able to provide
good performance throughout Run 3.

Fig. 37: Map of silicon temperature per module for the CMS strip detector, measured in 2017 at 68.4 fb�1

with coolant temperature at �15 �C. White spots arise from modules which are not read out, or for which
DCU readings are missing. Detector regions with missing direct cooling, or degraded cooling contacts
show visibly higher temperatures with respect to the average.

5.1.3 LHCb

The LHCb VELO operated throughout Run 1 and Run 2 of the LHC (2011–2018) without changes to the
sensor hardware. Due to its proximity to the proton beam, the sensors were exposed to a fluence of up
to approximately 6.5 ⇥ 1014 1MeV neq cm2. As expected, this extreme radiation environment caused
changes to the sensor material and performance via radiation damage effects.

To quantify the radiation damage effects, the estimated fluence accumulated by each sensor is
calculated. This can be done by measuring the leakage currents in the silicon sensors, as they are expected
to vary linearly with fluence [4]. The fluence is estimated from the simulation, known radiation damage
factors and luminosity. A single current is measured for each VELO sensor, corresponding to the current
drawn by the entire sensor. The difference of the measured currents amongst sensors is dominated by the
variation in sensor temperatures, and to a lesser degree, by their distance to the interaction region.

5.2 Radiation damage modelling
There are two types of microscopically motivated effective radiation damage models used to interpret the
measurements presented in subsequent sections. One set of models include annealing effects (Hamburg
and Sheffield models) and the other set of models make predictions for deformations in the electric field
inside the sensor. This second set of models are developed in the framework of technology computer
aided design (TCAD) simulations. At the moment, there is no one framework for modelling both an-
nealing and a non-trivial electric field inside the sensor bulk. Traditionally, annealing models are used to
interpret the leakage current and depletion voltage data while TCAD simulations are used for observables
that are related to track reconstruction. Integrating TCAD models into full detector systems is further
discussed in Chapter 7.
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5.2.1 Leakage current modelling
For a given instantaneous irradiation with fluence �, the leakage current changes as �Ileak = ↵ V �,
where V is the depleted volume of the sensor and ↵ is approximately independent of the damaging
particle energies and flavours. After some time t at a temperature T , the leakage current changes from
defect annealing, so ↵ = ↵(t, T ). Different models vary in their treatment of ↵, including nstates effective
defect states whose contribution to the leakage current evolves with time. In all models, the leakage
current starting from zero current is given by

Ileak = (�/Lint) ·

nX

i=1

Vi · Lint,i

2

4
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where Lint,i is the integrated luminosity, Vi is the depleted volume, ti is the duration, and Ti is the
temperature in time interval i. The three most common forms for the ↵j are as follows:
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where Eqs. 22 and 23 are called the Hamburg model [4] and Eq. 24 is called the Sheffield model [5]. Both
Eqs. 22 and 23 assume that the annealing over time t with fixed temperature T is given by ↵ exp(�t/⌧)+
↵0 �� log(t/t0); they differ in how to treat periods with varying temperature. The unspecified functions
in the above equations are 1/⌧(T ) = kI,0 exp(�Ei/kBT ) and ⇥(T ) = exp(�Ei/kB(1/T � 1/Tref)).
Typical parameters are given in Tables 9 and 10. These are the values used by both the ATLAS
and CMS pixel and strip detector groups [4, 6, 16]. Other values used in some measurements from
LHCb can be found in Ref. [7]. An example implementation of the code can be found at this link:
http://cern.ch/go/mDb9.

The resulting prediction is then valid for leakage currents measured at a value Tref. In order to
compare the data directly with this prediction, the data are corrected to correspond to the same constant
reference temperature. This is done by using the following scaling factor:
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where Eeff is the effective band-gap energy in silicon. The most commonly used value of Eeff is
1.21 eV [8], but some studies have suggested that a lower value (e.g., 1.12 eV [6]) may lead to a better
fit with collider data.
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5. Measurements of radiation damage on silicon sensors

Table 9: Leakage current model parame-
ters from Eq. 22 using Ref. [4].

Parameter Value Units
↵I (1.23 ± 0.06) ⇥ 10�17 A/cm
kI,0 1.2+5.3

�1.0 ⇥ 1013 Hz
EI 1.11 ± 0.05 eV
↵⇤

0 7.07 ⇥ 10�17 A/cm
� 3.29 ⇥ 10�18 A/cm
E⇤

I
1.30 ± 0.14 eV

t0 1 min.
Tref 21 �C

Table 10: Leakage current model param-
eters from Eq. 24 using Ref. [5] using
Tref = 20 �C. The value for ↵(Tref) is
(4.81 ± 0.13) ⇥ 10�17 A/cm.

k ⌧k Ak

(min)
1 (1.2 ± 0.2) ⇥ 106 0.42 ± 0.11
2 (4.1 ± 0.6) ⇥ 104 0.10 ± 0.01
3 (3.7 ± 0.3) ⇥ 103 0.23 ± 0.02
4 124 ± 2.5 0.21 ± 0.02
5 8 ± 5 0.04 ± 0.03

5.2.2 Full depletion voltage modelling
Aside from the Vi term in Eq. 21, modelling the leakage current is largely insensitive to the doping
concentration spatial distribution inside the sensor. In contrast, the full depletion voltage becomes poorly
defined when the electric field profile inside the sensor has a non-linear shape. For unirradiated sensors,
one can relate the full depletion voltage and the effective doping concentration:

Vdepl = |Neff| ·
ed2

2✏✏0
, (26)

where d is the sensor thickness, e is the unit charge, ✏ is the dielectric constant, and ✏0 is the vacuum
permittivity. There currently does not exist a model that can account for both the spatial inhomogeneity
of Neff and its annealing. For predicting the operational full depletion voltage, experiments typically
focus on the thermal effects. The most widely used model for this goal is the Hamburg model3:

Neff(t, T ) = Nnon-removable
D (0) + N removable

D (t) � N stable
A (t) � Nbeneficial

A
(t, T ) � N reverse

A
(t, T ) , (27)

where N (non)-removable
D (0) is the initial concentration of (non)-removable donors and the other terms are

defined below. The fraction of removable donors for the typical concentrations used for LHC silicon
sensors is predicted to be all of the initial doping concentration for charged-particle irradiation. Irradi-
ation by charged particles dominates the damage on the innermost layers of the LHC experiments. The
components of Eq. 27 are governed by coupled system of differential equations:

d
dt

N removable
D (t) = �c�(t)N removable

D (t) removal of donors for n-type during irradiation,

d
dt

N stable
A (t) = gC�(t) addition of stable acceptors during irradiation,

d
dt

Nbeneficial
A (t, T ) = gA�(t) � kA(T )Nbeneficial

A (t, T ) beneficial annealing,

d
dt

N reverse
N (t, T ) = gY�(t) � kY(T )N reverse

N (t, T ) reverse annealing – neutrals,

d
dt

N reverse
A (t, T ) = kY(T )N reverse

N (t, T ) reverse annealing – acceptors, (28)

3Both the leakage current and full depletion voltage models are typically referred to as ‘the’ Hamburg model [4], but the
physical parameters of the two models are not related.
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where �(t) is the irradiation rate in neq/cm2/s (� =
R

dt�(t)). The introduction rates have been mea-
sured by the ROSE collaboration [9] and typical values for the other parameters can be found in Ref. [4].
One challenge is that the ROSE collaboration measurements do not report uncertainties and also do not
include charged hadron damage for gA. Even though the damage is different for charged and neutral
hadrons, typically experiments pick one value when simulating Eq. 27. An example implementation of
the code can be found at this link: http://cern.ch/go/mDb9.

5.3 Results
5.3.1 Leakage current
5.3.1.1 ATLAS pixels
The ATLAS pixel system consists of four parts: the insertable B-layer (IBL), the outer barrel layers, and
the endcaps. The IBL was added to the ATLAS detector at the start of Run 2, but has already accumulated
more fluence than any other layer due to its close proximity to the interaction point (3.3 cm). Figure 38
presents the measured and simulated leakage current on the IBL as a function of the integrated luminosity
during Run 2. The simulations have been fit with an overall scale factor (�/Lint in Eq. 21). The IBL is
composed of four equally spaced module groups along the beam direction, z. The current is highest for
the innermost module group and decreases monotonically to the fourth group. The outermost module
group is composed of 3D sensors [10] which require a much lower bias voltage to be fully depleted.
The right plot of Fig. 38 is the ratio of the innermost module groups to the 3D module group. The ratio
is expected to be constant and proportional to the ratio of fluences. During 2016 (around 20 fb�1), the
innermost module groups were under-depleted, which is observed as a dip in the leakage current ratio.

Fig. 38: The leakage current as a function of the integrated luminosity in Run 2 for the ATLAS IBL [6].
The left plot shows the absolute current normalized to 0 �C and the right plot shows the current in
the innermost three module groups normalized to the outermost module group that is composed of 3D
sensors. The predictions in the left plot are after a �2 fit to the �/Lint scaling factor for each of the four
module groups (represented by different colours). The z ranges of each group are indicated in the plots.

Similar figures for the outer three pixel layers (B-layer, L1, and L2) are presented in Fig. 39.
Unlike the IBL, the outer layers have been active since the start of the LHC and so the current history
spans nearly 200 fb�1. The ratio between the various layers (right plot of Fig. 39) is nearly constant with
time, as expected when both layers are fully depleted.

The fitted �/Lint scale factors for the IBL and the outer pixel layers are shown in Fig. 40 as a
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5. Measurements of radiation damage on silicon sensors

Fig. 39: The leakage current as a function of the integrated luminosity in Run 2 for the outer pixel layers
of the ATLAS detector [11]. The top plot is the absolute current and the bottom plot shows the ratio
between the inner layers and the outer layer. The predictions in the left plot are after a �2 fit to the
overall �/Lint scaling factor per layer.
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different marker colours correspond to the four pixel layers. Extractions with other methods are presented
and will be discussed in subsequent sections.
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Fig. 41: A measurement of the leakage current on the ATLAS strip detector in the barrel (left) and disks
(right) [12].

function of z. The innermost layers have acquired the most fluence and so are at the top of the plot. A
large |z|-dependence in the IBL is observed in data that is not reproduced by the simulation. Furthermore,
the overall fluence is about 50% higher in the outer layers compared with the simulation while the average
fluence is approximately correct for the IBL. For reference, the IBL is at 3.3 cm while the B-layer is at
5.1 cm and the outer two layers are at 8.9 and 12.3 cm, respectively.

5.3.1.2 ATLAS strips

Leakage current measurements with the ATLAS strip detector are presented in Fig. 41. The current is
nearly independent of z in the barrel detector while a significant increase in fluence is observed in the
outermost disks. A comparison between the measured current in each barrel layer and predictions are
shown in Fig. 42. The Hamburg and Sheffield models agree well with each other and with the data
without a scale factor.

An increasing leakage current contributes to the module heating. As the leakage current itself
depends strongly on the module temperature, this leads to a feedback loop. If this feedback loop does
not converge from moderation with active or passive cooling, then thermal runaway can cause module
failures. A study of thermal runaway is presented in Fig. 43. So far there is no indication of thermal
runaway, but it may be necessary to operate the detector colder in Run 3.

Fig. 42: A comparison of the measured and predicted leakage current as a function of time in the ATLAS
strip detector [12] for the Hamburg model (left) and the Sheffield model (right). No scaling factor is
applied to the leakage current predictions.
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5. Measurements of radiation damage on silicon sensors

Fig. 43: A study of thermal runaway in the ATLAS strip detector [12]. The horizontal axis is the power
per area while the vertical axis is the sensor temperature. The data points are large markers and the
predictions are in small markers, extending to the expected conditions in 2023.

5.3.1.3 CMS pixels

The CMS pixel detector was replaced half-way through Run 2. Measurements and predictions of the
leakage current for the new four-layer pixel detector are presented in Fig. 44. The measurements are
taken for each LHC fill, 20 minutes into stable beam, excluding short or fills with small number of
bunches. They are taken for all sectors and averaged for each layer excluding not operated modules. The
averaged current corresponds to one module with a volume of 0.0285 ⇥ 6.48 ⇥ 1.62 cm3

⇡ 0.3 cm3. The
simulations for each layer are performed for z = 0 and r = 2.898, 6.757, 10.8725, and 15.9805 cm for
Layers 1 to 4, respectively. The simulated leakage currents are scaled to the temperatures at which the
measurements were taken using Eq. 25 [8]. Scale factors are applied to the simulation to match the data.
This scale factor is 1.0 for the innermost layer, 2.2 on the second layer, 2.0 on the third layer, and 1.8 on
the outermost layer. After applying these scaling factors, the simulation provides an excellent model of
the time dependence of the leakage current. The final fluences, derived using FLUKA, are 79, 18, 9 and
5 ⇥1013 neqcm�2 for Layers 1 to 4, respectively.

Unlike ATLAS, the HV channels in CMS are grouped together in z so it is not possible to de-
termine the z dependence of the leakage current during detector operations. Studies with the forward
pixel detector (Fig. 45) do not show a |z| dependence in either data or simulation which is approximately
consistent with the outer pixel layer results from ATLAS. While the comparison of the |z| dependence is
inconclusive, the larger-than-expected fluence on the outer barrel layers is observed by CMS as well as
ATLAS.

5.3.1.4 CMS strips

In the CMS strip detector leakage current, together with sensor temperature, is monitored at module
level using the DCU on the front-end hybrid PCB. The leakage current of each module in the CMS strip
detector in the middle of Run 2 is shown in Fig. 46. Inhomogeneities are due to degraded cooling in some
parts of the detector. Measured values of leakage current are corrected for temperature variations and
compared with Hamburg model predictions. The computed evolution is based on the global temperature
and luminosity history. It takes into account the increase of the temperature expected from the increase
in power dissipation with leakage current. Leakage current measured and predicted values are compared
for each layer as a function of time and luminosity (Fig. 47). The predictions agree with the data within
20% and there is only a slight difference between Run 1 and Run 2. Differences are compatible with the
uncertainties.
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Fig. 44: Comparison of the measured leakage current per sensor module (approximately 0.3 cm3 of
silicon) with simulation for the four layers of the CMS barrel pixel detector. For Layers 2 to 4 the
simulated values are scaled by a factor of about 2, as indicated on each of the three plots.

CMS has also investigated thermal runaway. A small number of modules already in Run 2 experi-
enced thermal runaway due to degraded cooling contacts and relatively large fluences. In the example in
Fig. 48 the currents from two HV channels connected to sets of modules from a double-sided layer are
shown. When both channels are switched on thermal runaway occurs until one of the two channels trips
due to reaching its current limit. One of the two HV channels can, however, continue to operate. The
occurrence of further thermal runaways was limited in the last year of Run 2 by decreasing the baseline
temperature between 15 and �20 �C.

5.3.1.5 LHCb vertex detector

Even though the LHCb detector has received about a factor of 10 fewer collisions than ATLAS or
CMS, the fluence on the VELO is comparable to the innermost pixel layers of ATLAS and CMS
(⇠ 1015 neq/cm2 after Run 2) due to the closer proximity to the collision point. Figure 49 shows the
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Fig. 45: A comparison of the measured and simulated leakage currents on the CMS forward pixels in
2017 and 2018 with a total of 120 fb�1. The plots are for the inner ring (average radius 7.8 cm) and for
the closest disk to the interaction (left) and the furthest disk from the interaction (right). No fluence-to-
luminosity scaling factors are applied to the simulation.

Leakage current monitoring

4

• Detector Control Unit readings on the front-end hybrid: supply voltages, leakage 
current, temperatures 

• Values are measured when LHC and CMS conditions are stable

C. Barth

Institut für Experimentelle Kernphysik

5 20.11.2017

On top of the striking correlation with temperature also the different 
sensor volumes and fluence levels play a role here

Leakage current distribution in strip tracker

• Observes inhomogeneities due to degraded cooling in some parts 

• In next slides, show the current corrected for a reference temperature of 0°C

Fig. 46: The leakage current per module for the CMS strip detector in the middle of Run 2 (after
61.4 fb�1). The middle rectangles show the barrel region and the disks are above and below. The currents
shown here are not corrected for variations in the module temperature.

measured and predicated currents from the beginning of Run 1 through the end of Run 2. The Hamburg
model provides an excellent model of the data across the entire VELO lifetime.

5.3.1.6 LHCb tracker turicensis

The current drawn by each HV channel in the LHCb tracker turicensis (TT) is monitored with a resolution
of 1.0 µA, and a maximum interval of 120 minutes allowed between consecutive readings. The current
for a given channel is defined as the maximum observed during a given LHC fill (typically several hours).
Figure 50 shows how the measured leakage currents vary along the beam direction in z. Figure 51
presents the measured and predicted leakage current using the Hamburg model. The simulation provides
an excellent model for the data across the entire TT lifetime.
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Fig. 47: The measured and predicated leakage current as a function of the integrated luminosity since
early Run 1 for TIB (left) and TOB (right). The predictions are not scaled to match the data.

Fig. 48: An example of thermal runaway in Run 2 in one power group of the CMS strip detector
Leakage Currents of VELO sensors

Gediminas Sarpis (University of Manchester On behalf of the LHCb collaboration)Radiation E�ects in the LHCb VELO Run 1+2 February 11, 2019 5 / 18

Fig. 49: The leakage current for the VELO sensors as a function of time scaled to 0 �C. The average
measured and Hamburg model predicated currents are also shown.
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mid-gap, where an electron is excited to the conduction band 
through the intermediate level created by the defects. Since the 
concentration of defects rises with the fluence, the leakage cur-
rent also increases. The sensor leakage current may be also 
caused by charge deposits on the surface or defects in the bulk 
of the detector. The former can arise in the production stage 
(from scratches, non-uniformities in the cut edges, etc.)  and 
disappear after the sensor is exposed to high particle fluence 
[3].  

The increase of leakage current in the bulk of the sensor rises 
linearly with the equivalent fluence. This dependency for the 
VELO sensors is shown in Fig. 4. The change in the leakage 
currents of all VELO sensors are found to evolve proportionally 
to the delivered luminosity, whereas it is relatively flat during 
the long breaks between data-taking periods. A typical increase 
is about 1.9 PA per 0.1 fb-1 of the delivered luminosity.  

Since the bulk generation current is mainly the result of ther-
mal excitation, it varies exponentially with temperature:  

𝐼ሺ𝑇ሻ ∝ 𝑇ଶ𝑒ݔ ൬
𝐸 

2݇𝑇
൰, (1) 

where 𝑇 stands for the absolute temperature, 𝐸 =1.21 eV is 
the silicon effective energy gap, and ݇ is the Boltzmann con-
stant. This feature is exploited during the measurements of the 
current as a function of the sensor temperature (IT scans). Such 
tests may be done only during LHC shutdowns, without colli-
sions. From the exponential behavior of the IT scans, (see Fig. 
5), the silicon effective gap can be determined. The first study 
showed a value of 𝐸 = 1.16 � 0.06 eV [3], which is statisti-
cally in agreement with the literature value 1.21 eV [5]. It is 
worth noting, that effective energy gap value decreases after ir-
radiation [6]. The study whether this tendency is also observed 
in the VELO sensors is ongoing.   
A steady increase in measured leakage currents for the VELO 
sensors is expected as a result of accumulated particle fluence. 
The mean leakage current measured for three selected inte-
grated luminosities of 0.8 fb-1, 3.1 fb-1 and 6.5 fb-1 respectively, 

scaled to 0�C is shown in Fig. 6. Apart from the increase in 
value one can also note a significant variation of the currents 
depending on a sensor location along the beam. This is a con-
sequence of the fact that the fluences seen by the sensors close 
to the luminous region are much higher than for the ones located 
further downstream. The difference in measured currents can be 
as high as 50%. The increase in value and spread between meas-
ured currents can also be seen in Fig. 5.  

Sensor currents are also studied as a function of voltage. Cur-
rent-voltage (IV) scans are taken with an automated procedure 
on a weekly basis, during periods between fills. The main aim 
is to monitor whether the sensor is fully depleted (the reverse-
bias current saturates at high bias voltages) and to look for a 
sudden rise preceding the breakdown. An example of IV scans 

taken during the Run II data-taking is presented in Fig. 7. The 
increase of currents due to radiation damage in the sensor bulk 
is clearly visible. 

 
Fig. 5.  Leakage currents measured across selected VELO sensors plotted as a 
function of their temperature. The results were obtained using IT scans taken in 
2011 and 2017 and correspond to the delivered luminosities of 0.8 fb-1 and 6.5 
fb-1 respectively. The lines represent results of the procedure where the model 
described in (1) was fitted to data points collected during respective IT scans.  

 
 
Fig. 7.  IV scans of selected VELO sensors taken during Run II. Black lines    
show the currents as a function of applied voltage for both type of sensors at 
the end of the year 2015 and delivered luminosity of 3.56 fb-1, whereas  blue 
and red lines correspond to the R-type and ĭ-type sensors respectively, meas-
ured at the end of the year 2016 (5.7 fb-1).   

 
Fig. 6.  The mean leakage currents measured across VELO sensors plotted 
as a function of their position along the beam line (z-axis in the LHCb coor-
GLQaWH V\VWHP). TKH cXUUHQWV aUH VcaOHG WR 0�C. Two sets of points (blue tri-
angles and green squares) represent data taken during Run I and correspond 
to the delivered luminosities of 0.8 fb-1 and 3.1 fb-1 respectively. The third 
one (red circles) represent data taken in Run II and correspond to the deliv-
ered luminosity of 6.5 fb-1. 
  

Fig. 50: The leakage current at various locations along the beam direction (z)
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Figure 4: Evolution of the leakage current for the di�erent HV channels connected to one-sensor
read-out sectors in TT as a function of (a) the delivered integrated luminosity measured and (b)
time. The red curves show channels in the detector layer TTaU, the blue one in TTbV. The
predicted evolution is shown in black while the grey band shows its uncertainty, computed from
the uncertainty on the model parameters, on the Fluka simulation and on the temperature
measurements. The uncertainty does not account for the range of fluence expected across the
sectors shown.

The change �Ileak in the leakage current is expected to be linear as a function of the
fluence, �, that the sensor has been exposed to, for a range between 1011 and 1015 1-MeV
n / cm2 [7]. So �Ileak can be described as

�Ileak = � · � · V, (2)

where � is the current-related damage rate and V the silicon volume. The coe�cient �
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Figure 4: Evolution of the leakage current for the di�erent HV channels connected to one-sensor
read-out sectors in TT as a function of (a) the delivered integrated luminosity measured and (b)
time. The red curves show channels in the detector layer TTaU, the blue one in TTbV. The
predicted evolution is shown in black while the grey band shows its uncertainty, computed from
the uncertainty on the model parameters, on the Fluka simulation and on the temperature
measurements. The uncertainty does not account for the range of fluence expected across the
sectors shown.

The change �Ileak in the leakage current is expected to be linear as a function of the
fluence, �, that the sensor has been exposed to, for a range between 1011 and 1015 1-MeV
n / cm2 [7]. So �Ileak can be described as

�Ileak = � · � · V, (2)

where � is the current-related damage rate and V the silicon volume. The coe�cient �
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Fig. 51: The measured and predicated leakage current as a function of time (left) and integrated luminos-
ity (right) for the innermost sensors in the second and third detection layers, indicated as U and V layers,
respectively [7]. Currents are normalized to 8 �C. The grey uncertainty band includes uncertainty on the
Hamburg model parameters, on the input FLUKA simulation, and on the temperature measurements.
The effective band gap energy is set to 1.21 eV.

5.3.2 Depletion voltage
The depletion voltage is often determined by performing a scan of the collected charge or hit/cluster
efficiency with applied high voltage. Unlike for leakage current, this requires that the depletion voltage
be measured during collisions (or integrate for a long time with cosmic runs).

5.3.2.1 ATLAS pixels
Depletion voltage measurements and predictions from the Hamburg model in the innermost two layers of
the ATLAS pixel detector are presented in Fig. 52. The IBL measurement includes the full Run 2 dataset
while the B-layer measurement includes data from early Run 1 up to the middle of Run 2. The first
measurements before space-charge-sign inversion were performed with cross-talk scans since the pixels
were isolated. These scans are particularly useful because no active collisions are required. However,
once the pixels are non-isolated following type inversion, this method is no longer available. Following
space-charge-sign inversion, the depletion voltage is determined from charge collection efficiency scans.
The measured charged versus high voltage is fit to a square root and linear function. The point where
these two functions intersect is defined as the depletion voltage.

The introduction rates were fit to the Run 1 and early Run 2 data [6]. In order to fit these data, the
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introduction rates gY and gC were increased for the IBL with respect to the ROSE Collaboration values.
While this fit provides a reasonable model of the Run 1 and early Run 2 data, it fails to describe the full
Run 2 IBL leakage current. Various ad hoc modifications to the Hamburg model were investigated, but
none resulted in global agreement with the data.
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Fig. 52: Measurements and Hamburg model predictions for the ATLAS IBL (left) and B-layer (right).
Circular points indicate measurements of the depletion voltage using the bias voltage scan method while
square points display earlier measurements using cross-talk scans. The uncertainty band results from the
fitted uncertainty in the introduction rates.

5.3.2.2 ATLAS strips

The ATLAS strip detector has a binary readout, so a charge collection scan cannot be used to determine
the depletion voltage. Instead, a hit efficiency scan can be used (also studied with the average cluster
size), as indicated in the left plot of Fig. 53. The increasing depletion voltage from the scans conducted in
April and September of 2018 indicate that the sensors have passed space-charge-sign inversion. However,
the efficiency starts to drop when going from high to low voltage at a much higher voltage (100 V) than
the expected full depletion voltage (about 50 V).

5.3.2.3 CMS pixels

The average cluster charge and size are used to determine the full depletion voltage for the CMS pixel
detector. Figure 54 presents measurements and Hamburg model predictions for the second half of Run 2
for the new pixel detector. For both measurement approaches, the full depletion voltage is estimated
from the kink in the respective curves. The two measurement approaches show similar trends with time,
but the actual measured full depletion voltage tends to be higher for the cluster charge determination
than for the cluster size method. The depletion voltage was measured frequently during 2018 (about
once/month) and the simulation under-predicts the outer layers and over-predicts the inner layer (similar
to the ATLAS IBL).

Analogously, the full depletion voltage for the CMS forward pixel detector is determined from
the average cluster charge. Figure 55 shows the evolution of the expected full depletion voltages for the
forward pixel tracker disks based on the full temperature and irradiation history, as simulated using the
Hamburg model. In this case the Hamburg model is fitted to 2018 data leaving gC parameter as a free
parameter. The gY parameter is fixed to 7 ⇥ 10�2 cm�1 and gA to 1.4 ⇥ 10�2 cm�1. The simulation
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Fig. 53: A scan of the hit efficiency versus the sensor high voltage (left) and the simulated full deple-
tion voltage using the Hamburg model for the four barrel layers [12]. Space-charge-sign inversion is
predicated to have occurred during 2016.

Simulation vs. Measurements

Simulation vs. Measurements – Full Depletion Voltage

Get Ne� from the simulation
Calculating full depletion Voltage:
Vdep = Ne�

qd2

2��0
Data from HV scan during operation:

Avg. cluster charge and size are
determined as a function of bias
voltage
The full depletion voltage is estimated
from the kink in the respective curves

For Layer 1 (� 1.8� 1014 neq/cm2)
double junction e�ects limit model
accuracy
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F. Feindt (University of Hamburg) CMS Pixel Radiation Damage Measurements February 14, 2019 12 / 20Fig. 54: Measurements and simulations of the full depletion voltage as a function of time since the start
of 2017, when the new pixel detector was installed for the barrel layers 1 (purple), 2 (blue), 3 (green), and
4 (orange). Both cluster charge and cluster size measurements are used to determine the full depletion
voltage.

well predicts the measurements in both the closer and farer disk from interaction point, except for the
end of the Run 2, where predictions overestimate measurements. Figure 56 presents the comparison of
the fit to the data following the Hamburg model performed assuming a linear or logarithmic dependence
of the effective doping concentration on the fluence. This study shows that for the end of Run 2, a
logarithmic trend better describes measurements. The fit method has been tested also on the barrel Layer
1 pixel detector, comparing the linear and logarithmic model, as presented in Fig. 57. For the Layer 1
the logarithmic model describes data much better, except for the period before type inversion.

5.3.2.4 CMS strips

As with the CMS pixel detector, both the cluster charge and width are used to determine the full depletion
voltage for the CMS strip detector. It was found that the cluster width has a better sensitivity to low
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Fig. 55: Measurements and simulations of the full depletion voltage as a function of time since the start
of 2017, when the new pixel detector was installed, for the inner ring (Ring 1) of two endcap disks (Disk 1
and Disk 3). Cluster charge measurements are used to determine the full depletion voltage. The resulting
prediction (magenta line) is compared to the Hamburg model using two sets of Hamburg parameters for
oxygenated Si (DOFZ): CB-oxy (blue line) and RD48-oxy (green line).
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Fig. 56: Comparison of the fit to the data following the Hamburg model, with a linear (magenta) and a
logarithmic (pink) dependence of the effective doping concentration on the fluence for the CMS forward
pixel detector.
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Fig. 57: Comparison of the fit to the data following the Hamburg model, with a linear (magenta) and
a logarithmic (blue) dependence of the effective doping concentration on the fluence for Layer 1 CMS
barrel pixel detector.

depletion voltages and is thus used for the baseline results presented in Figs. 58 and 60. The point of
full depletion itself is determined by fitting the trend of average cluster width versus bias voltage to two
linear curves. The point of intersection is the estimated bias voltage (Fig. 59). Scans are performed
approximately four times per year.
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5. Measurements of radiation damage on silicon sensors

A comparison between data and simulation for one module on the innermost strip layer is pre-
sented in Fig. 60 (left). At the end of Run 2, the sensors have just begun space-charge-sign inversion.
Overall, the agreement between the data and the prediction are excellent, agreeing within about 10%.
The experimental method loses sensitivity on the full depletion voltage at low values where many clus-
ters cannot be reconstructed and very few steps are below the full depletion voltage. Most of the sensors
start reaching doping inversion around the end of 2017. The evolution averaged over sensors of the
same layers are provided until the end of 2017. As presented in Fig. 60 (right), the evolution scales with
fluence and depends on the sensor thickness as the depletion voltage directly depends on the thickness.

Full depletion voltage prediction

11

• Description of the evolution of the effective doping concentration Neff following the Hamburg model 

• Similar package than for the leakage current predictions 

• Differences: 

‣ Initial values were obtained from measurements on the sensors in laboratory (CV curves) 

‣ Less precise temperature and fluence history used

Vdep =
q Neff d2

2✏
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d: sensor thickness

Fig. 58: The measured full depletion voltage for all CMS strip modules using CV curves prior to any
irradiation.

Fig. 59: Evolution of the cluster width as a function of the bias voltage. The saturation point is extracted
from linear fits of the two regimes of the curve indicated in green and blue. Their crossing point gives
the position of the full depletion voltage. See Ref. [3].
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• Prediction: break at ~30 fb-1 due to LS1 with extended period at room 
temperature due to opening of the CMS detector and cooling plant maintenance; 
annealing visible at 75 fb-1 and 130 fb-1 during winter shutdown periods.  

• Grey area: region at low values where the analysis looses sensitivity (S/N too low, 
no clusters reconstructed in the rising part of the cluster width curve)
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• Evolution until the end of 2017 with data from scans including all power supplies of the 
Silicon Strip Tracker taken twice per year 

• When drawn as a function of fluence, the curves of the different layers align relatively well 

• 2 groups of curves corresponding to the 2 types of thickness
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Fig. 60: Left: the measurement and prediction of the full depletion voltage in the CMS strip detector
for a single module. The break in the simulation at about 30 fb�1 is due to an extended period at room
temperature due to the opening of the CMS detector and cooling plant maintenance. Additional breaks
at 75 and 130 fb�1 occur during winter shutdown periods. The grey area denotes regions where the
signal-to-noise is too low so that no clusters are reconstructed in the rising part of the average cluster
width curve. Right: the measured full depletion voltage including all power supplies of the CMS strip
detector, with scans taken twice per year. The two sets of curves correspond to the two groups of sensors
with different thicknesses (320 µm and 500 µm).

5.3.2.5 LHCb vertex detector

Since 2015, there have been 16 charge collection efficiency scans with 13 voltage steps each. These
scans are performed during the normal data taking by varying the bias voltage on only every fifth sen-
sor. Most sensors are in their standard operating voltage and thus the normal tracking algorithms can
be executed, excluding the sensors with a varied bias voltage. The actual charge collection efficiency
is estimated by fitting the distribution of analogue-to-digital counts to a convolution of a Landau and
Gaussian. The effective depletion voltage is defined as the voltage at which the most probable value
of the fitted probability density reaches 80% of its maximum value. Figure 61 shows the evolution of
the effective depletion voltage as a function of time since the start of Run 1. The VELO was kept cold
during all of the shutdown, which is why the depletion voltage is predicated to be constant. The sensors
were purposefully heated near the end of Run 2 by changing the temperature from �30 to �25 �C for
three days (during a technical stop). This engineered beneficial annealing reduced the effective depletion
voltage by about 70 V, as indicated in Fig. 62. Decreasing the depletion voltage with purposeful heating
is a potentially powerful technique, but also requires high-fidelity simulation tools.

5.3.2.6 LHCb tracker turicensis

The full depletion voltage for the LHCb TT detector is determined from charge collection efficiency
scans. Such scans are performed two to four times per year, including just before the winter shutdown
and at the beginning of the LHC operations in the spring. The whole scan takes 2–3 hours, with eleven
different bias voltage steps. The actual charge used for the extraction is determined as the most probable
value from a fit of two Gaussian distributions and two Landau distributions all convolved with each
other and fit to the analogue-to-digital-conversion values. The second Landau is used to account for
e+e� pairs from photon conversions that deposit twice as much charge as a single minimum ionizing
particle. Integrating these most probable values over different time samplings results in an estimate of
the total charge. The actual depletion voltage is determined using a fifth-order spline with a constant
plateau. Figure 63 reports the predicted and measured full depletion voltage (defined as the voltage
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Fig. 61: The predicated full depletion voltage as a function of time since the beginning of Run 1 until
the end of Run 2. Annotated arrows indicate LHC events, including periods of data taking and the long
shutdown between Runs 1 and 2.
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Fig. 62: The full depletion voltage as a function of fluence. Measurements are coloured based on their
proximity to the interaction point. The impact of annealing is shown in the dashed line.

corresponding to 94% of the plateau value). Measurements and predictions as a function of fluence
are presented in Fig. 64. At the time of the reported measurement, the sensors had not yet undergone
space-charge-sign inversion.

Additional observables have been studied to probe the detector response to non-ionizing energy
loss. modelling these observables is more complicated than for the leakage current and full depletion
voltage because they require a simulation of the electric field profile inside the sensor bulk. While all
of the silicon systems in ATLAS, CMS, and LHCb have measured the leakage current and depletion
voltage, the catalogue of additional measurements is not as complete. Therefore, many of the following
sections show measurement highlights from only one or two experiments.

5.3.3 Hit/cluster efficiency
The charge and hit efficiencies are often studied only during bias voltage scans, but can also be monitored
during normal data taking conditions. Figure 65 shows the measured hit efficiency in the innermost layer
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Figure 9: Measured e�ective depletion voltage (red points) in the area of two TT sensors: one just
above the beam pipe (a) and one further away (b), whose position is indicated in Figure 11(a).
The black point and error bars corresponds to the CCE scan used to calibrate the ratio r. The
statistical contribution to the total uncertainty is indicated by the solid error bars. The predicted
evolution of the depletion voltage, based on the initial depletion voltage measured after sensor
production, the running conditions and the Hamburg model, is shown as a solid black line. The
grey bands show the uncertainty on the predicted evolution of Vdepl, while the black dashed lines
account for the ±2.5 V uncertainty on the measurement of the initial depletion voltage V 0

depl in
CV scans.

The values of the model parameters are listed in Table 3. Their values were measured in
dedicated irradiation campaigns and can be found in literature [7]. The parameters �a and
�r have a temperature dependence described by the Arrhenius relation, cf. Eq. 4, with
parameters Eaa and ka,0 and Ear and kr,0, respectively, and the ambient temperature Ta is
taken from sensors placed inside the detector boxes.

Figure 9 shows the measured depletion voltages for a one-sensor and for a two-sensors
TT readout sectors, highlighted in Figure 11(a), and their predicted evolution based on
the Hamburg model described above. This calculation uses the fluence estimated from the
Fluka simulations3, the actual running conditions and the temperature measurements in
the detector boxes.

For the readout sectors closest to the LHC beam pipe, dedicated measurements only
including tracks traversing the sensors within 75 mm from the beam axis are performed.
Fig. 10 shows the measured values of Vdepl of the di�erent TT read-out sectors in the
di�erent CCE scans as a function of the 1- MeV-neutron equivalent fluence estimated from
the Fluka simulations and the integrated luminosity collected in LHCb. It also shows
the expected evolution of Vdepl based on the stable damage contribution nc.

Fig. 11(b) shows the absolute change of Vdepl in the innermost part of the detector
between July 2011 and September 2017.

Good agreement between the measurements and the predicted evolution of Vdepl is

3Fluence is calculated by integrating the radiation map over the sensor area.
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Fig. 63: The full depletion voltage in the LHCb tracker turicensis as a function of time [7]. The left plot
is for sensors closer to the beam pipe (left) and further away from the beam pipe (right). The uncertainty
band on the Hamburg model prediction corresponds to uncertainty in the model parameters while the
black dashed band represents the uncertainty in the initial depletion voltage.

]-2 [cm
1 MeV-n,eq
φ

1110 1210 1310 1410

0 de
pl

V
 / 

de
pl

V
TT

 se
ct

or
s 

0

0.5

1

1.5

  LHCb ST
 = 251 V)0

deplVHamburg Model (

(a)

]-2 [cm
1 MeV-n,eq
φ

1110 1210 1310 1410

0 de
pl

V
 / 

de
pl

V
TT

 se
ct

or
s 

0

0.5

1

1.5

  LHCb ST
 = 212 V)0

deplVHamburg Model (

(b)

Figure 10: Measured evolution of Vdepl as a function of the 1-MeV neutron equivalent fluence
obtained from the running conditions and Fluka for a TT sector in the area close to the beam
pipe (a) and for all of the read-out sectors in the TT (b). The innermost sectors are subdivided
in concentrical annular rings with increasing distance from the beam axis. The error bars of the
data points display the sum of the statistical and systematic uncertainty. The solid black curve
shows the predictions based on the stable damage part of the Hamburg model, the grey shaded
region its uncertainty due to the parameter uncertainty of the model. The initial depletion
voltage V 0

depl for the Hamburg model prediction in (b) is averaged among all sectors, and the

dashed black lines in show the standard deviation of the distribution of the initial V 0
depl values.

observed. From the measurements it can be concluded that a type inversion in the silicon
sensors of the TT is not expected until the end of the current LHCb data taking period
(2019).

4 Conclusion

The evolution of the radiation damage in the LHCb Tracker Turicensis has been monitored
using measurements of leakage currents and e�ective depletion voltages. The latter are
performed with data collected in dedicated charge collection e�ciency scans. The obtained
results show good agreement with predictions based on phenomenological models. At the
end of 2017, the innermost sensors, which experience the highest fluence, have not yet
reached the point of type inversion, and no modifications to the operation procedure of
the detector are expected in its last year of operation. The detector will be replaced as
part of the LHCb upgrade [18] during the long shutdown LS2 of the LHC.

13

Fig. 64: The measured and predicted depletion voltage as a function of fluence in the LHCb tracker
turicensis [7]. The black solid curve shows the predictions from the stable damage part of the Hamburg
model and the band represents the model parameter uncertainty. This prediction is averaged over all
sensors and the dashed line shows the standard deviation of the distribution of the initial full depletion
voltages.

of the ATLAS strip detector in 2018. A 1% drop in the efficiency was recovered when the high voltage
was adjusted from 150 V to 250 V after about 45 fb�1.

The LHCb VELO community has also extensively studied the efficiency. One surprise, shown in
Fig. 65 is that there are regions of low efficiency in the regions furthest away from the collisions (lowest
fluence) that form after irradiation. This loss in efficiency has been connected with the second metal
layer effect (see Ref. [13] for details). LHCb also took advantage of a unique opportunity at the end of
Run 2. Since the VELO operation ended in Run 2 (replaced with a new detector for Run 3), potentially
destructive high voltage scans were performed to determine how much the cluster finding efficiency
could be recovered as well as probe for thermal runaway. The design voltage of the power supplies is
only 500 V, but scans were conducted up to 700 V. The results of this study are shown in the right plot of
Fig. 66. There is a drop in the efficiency for the innermost part of the detector that is recovered when the
high voltage is increased. Going from 500 to 700 V actually increases the efficiency by about 2%.

79



5. Measurements of radiation damage on silicon sensors

Fig. 65: The measured hit efficiency on the innermost barrel layer of the CMS strip detector in 2018 just
before and after the high voltage was increased.

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TNS.2018.2824618, IEEE
Transactions on Nuclear Science

the fluence accumulated by the inner part of the sensors would 
be above 5ൈ1014 1MeV neq/cm2 by that time.  
The change of the bias voltage was done according to the CCE 
scans and prediction of the evolution of EDV based on the 
Hamburg model [8]. It assumes that the effective doping con-
centration varies with annealing time, temperature, and the 
equivalent fluence. The parametrization of both the beneficial 
and reverse annealing has been adjusted to the VELO opera-
tional temperature. The fluence was calculated based on simu-
lation and the LHCb luminosity measurement. In Fig. 10 the 
prediction of the EDV increase up to the year 2018 are pre-
sented. The VELO was designed to withstand 8 fb-1 of inte-
grated luminosity at the center-of-mass energy √𝑠=14 TeV [1]. 
The Hamburg model prediction, and simulation of fluence ex-
pected for the actual LHC parameters, shows that the opera-
tional bias voltage will have to be increased to 450 V, which 
still is below the hardware limit.  

VI. CLUSTER FINDING EFFICIENCY 
 The CCE scans described in the previous section can also be 
used to monitor the efficiency of finding and reconstructing the 
charge clusters. A cluster is understood as the one or several 
neighboring strips with charge above a particular threshold. The 

Cluster Finding Efficiency (CFE) is defined as a fraction of the 
tracks that left charge clusters in the test sensors in the position 
that is predicted by the interception of the hits from adjacent 
sensors [3]. These measurements are performed during the data-
taking period, with full operational condition; i.e., nominal bias 
voltage. While analyzing the CCE scans, one can search for 
charge clusters in the selected strips; therefore, this data can 
also be used to study the CFE in different regions of the sensor. 
 Before irradiation, the CCE was greater than 99%; but soon 
afterwards, it turned out that it dropped to as far as 94%. It was 
surprising that the largest changes occurred in the outer regions 
of those sensors that are most-distant from the collision point 
(and the only R types). This degradation was observed over the 
whole data-taking period; it finally dropped to 90% in the outer 
sensor regions. A map of the CFE taken after the Run I data 
period was over is shown in Fig.11.  
 The detailed study showed that the decrease of the CCE was 
caused by the so-called second metal layer effect [3]. In the 
VELO sensors, the signal induced in a strip by a passing particle 
is transferred to the amplifier by a routing line (RL). In the case 
of R-type sensors, the RLs are perpendicular to the strips (see 
Fig. 12). The strips in the outer sensor region are more than 
three times wider than in the inner part, while the routing line¶s 
width remains constant. Also, the strip pitch in the outer region 
is twice as big as in the inner one. So, the released charge is 
shared between the adjacent strip and the RL. When the dis-
tance to the RL is shorter than to the strip, more charge is in-
duced in the RL (causing a loss of signal charge in the strip). 
The CFE as a function of distance to the RL for different places 
of the released charges is presented in Fig. 13. The most-serious 

 
 
Fig. 13.  Cluster Finding Efficiency as function of distance to RL. Different 
colors mark increasing distances to nearest strip.  

 
 
Fig. 10. Hamburg model prediction of change in EDV of VELO.  Lines corre-
spond to different sensors.  

 
 
Fig. 11.  CFE map of one of the downstream VELO R-type sensors. Position of 
straight dark red lines agrees with routing lines, and radial colored regions repre-
sent decrease of Cluster Finding Efficiency. 

 
.  
 
Fig. 12.  a)  Layout of Second Metal Layer in R-type VELO sensor [3]. b)  
Location of RL and strip. Red dot represents position of traversing particle, d 
is distance to the nearest strip, whereas RL dist ± to RL 

Preliminary Comparison Between Di�erent Voltages of HI
Data

Figure: CFE vs Radius for di�erent voltages
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Fig. 66: Left: the cluster finding efficiency map as a function of location inside one of the VELO sensors.
The position of the straight dark lines agree with the position of routing lines. Right: the cluster finding
efficiency during the final high voltage scan at the end of Run 2 as a function of radius inside the LHCb
VELO sensors.

5.3.4 Collected charge
While the impact of charge trapping on the hit efficiency is O(1%) over Run 2, the impact on the collected
charge can be much larger, O(10%). Figure 67 presents a measurement of the measured charge and
cluster size throughout Run 2 for the innermost layer of the ATLAS pixel detector. Jumps in the pixel
cluster properties are due to changes in the operational conditions, most notably the high voltage. During
periods of constant conditions, the charge and cluster size decreases with integrated luminosity. About
30% of the charge is now lost after the full Run 2.

5.3.5 Lorentz angle
The Lorentz angle depends strongly on temperature, but is also sensitive to deformations in the electric
field within a sensor. One benefit of the Lorentz angle over other quantities like the charge collection
efficiency is that the Lorentz angle is largely insensitive to charge trapping and instead directly probes the
bulk electric field. Figure 68 shows the measured Lorentz angle for the ATLAS IBL detector through-
out Run 2. During periods of constant temperature, the Lorentz angle is observed to be approximately
proportional to the fluence. The fitted values of the response @✓L/@� are presented in Table 11. When
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Fig. 67: The measured charge, longitudinal cluster size (z), and transverse cluster size (�) as a function
of the delivered integrated luminosity in Run 2 for the ATLAS IBL.
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Fig. 68: The measured Lorentz angle during Run 2 in the ATLAS IBL

keeping the voltage constant, lower temperatures yield to smaller slopes. When keeping the temperature
constant, higher voltages yield to smaller slopes.

5.3.6 Position resolution
The single cluster position resolution is sensitive to degraded charge information from charge trapping,
mostly on the periphery of clusters due to lost hits. One challenge with in situ measurements of the single
cluster position resolution is that they suffer from a large extrapolation/interpolation resolution that can
mask subtle time-dependent effects. An alternative approach deployed by ATLAS for the IBL detector
makes uses of overlapping modules [14,15]. In particular, the position resolution can be determined from
a single layer for particles that traverse two modules on the same layer. Figure 69 presents a measurement
of the corresponding resolution throughout most of Run 2 for the IBL detector. The slight worsening of
the spatial resolution observed over the three years is correlated with the reduction of charge collection
efficiency as a result of radiation damage. This may have important implications for flavour tagging
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Table 11: Summary of the values for the intercepts and slopes obtained from linear fits to the Lorentz
angle as a function of the fluence for fixed temperature T and high voltage V .

Temperature Voltage ✓L(�eq = 0) (@✓L/@�eq)T,V

(Mrad) (Mrad·cm2)
15 �C 80 V 223.5 ± 1.0 (30.6 ± 3.0) ·10�14

5 �C 80 V 240.9 ± 0.7 (13.6 ± 0.6) ·10�14

150 V 174.6 ± 3.6 (9.6 ± 1.6) ·10�14

�20 �C 350 V 95.5 ± 1.3 (3.5 ± 0.3) ·10�14

400 V 78.3 ± 2.8 (3.2 ± 0.4) ·10�14
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Fig. 69: The measured position resolution on the ATLAS IBL as a function of integrated luminosity
during Run 2 [14, 15].

and other downstream track reconstruction tasks that depend on a precise position measurement on the
innermost layer.

5.4 Discussion and outlook
Measurements of silicon detector response to non-ionizing energy loss is essential for every facet of
data collection, analysis, and future planning. The previous sections have shown that there is an exten-
sive measurement program from ATLAS, CMS, and LHCb, with a variety of important and unforeseen
results. However, there are also many challenges associated with performing and interpreting these re-
sults. While many of these challenges are not often discussed in public documentation, they are critically
important for improving methods and planning for the future. This is not exhaustive.

1. Leakage current: on the measurement side, it is not 100% clear how to define the leakage current.
In theory, the current should raise, plateau, and then raise again as the high voltage is increased
from zero up through breakdown. The current at the plateau region is the theoretical definition of
the leakage current. The left plot of Fig. 70 shows a typical IV scan. While the current does level
off beyond some voltage, there is no region where it is flat. This results in (an often unaccounted
for) uncertainty in the reported current. Furthermore, the current depends strongly on temperature,
as shown in the right plot of Fig. 70. This leads to a challenge because the temperature on the
sensors is often not known precisely. In many cases, the temperature is measured far from the
sensors and inferred from simulations or auxiliary measurements. This affects both the leakage
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mid-gap, where an electron is excited to the conduction band 
through the intermediate level created by the defects. Since the 
concentration of defects rises with the fluence, the leakage cur-
rent also increases. The sensor leakage current may be also 
caused by charge deposits on the surface or defects in the bulk 
of the detector. The former can arise in the production stage 
(from scratches, non-uniformities in the cut edges, etc.)  and 
disappear after the sensor is exposed to high particle fluence 
[3].  

The increase of leakage current in the bulk of the sensor rises 
linearly with the equivalent fluence. This dependency for the 
VELO sensors is shown in Fig. 4. The change in the leakage 
currents of all VELO sensors are found to evolve proportionally 
to the delivered luminosity, whereas it is relatively flat during 
the long breaks between data-taking periods. A typical increase 
is about 1.9 PA per 0.1 fb-1 of the delivered luminosity.  

Since the bulk generation current is mainly the result of ther-
mal excitation, it varies exponentially with temperature:  

𝐼ሺ𝑇ሻ ∝ 𝑇ଶ𝑒ݔ ൬
𝐸 

2݇𝑇
൰, (1) 

where 𝑇 stands for the absolute temperature, 𝐸 =1.21 eV is 
the silicon effective energy gap, and ݇ is the Boltzmann con-
stant. This feature is exploited during the measurements of the 
current as a function of the sensor temperature (IT scans). Such 
tests may be done only during LHC shutdowns, without colli-
sions. From the exponential behavior of the IT scans, (see Fig. 
5), the silicon effective gap can be determined. The first study 
showed a value of 𝐸 = 1.16 � 0.06 eV [3], which is statisti-
cally in agreement with the literature value 1.21 eV [5]. It is 
worth noting, that effective energy gap value decreases after ir-
radiation [6]. The study whether this tendency is also observed 
in the VELO sensors is ongoing.   
A steady increase in measured leakage currents for the VELO 
sensors is expected as a result of accumulated particle fluence. 
The mean leakage current measured for three selected inte-
grated luminosities of 0.8 fb-1, 3.1 fb-1 and 6.5 fb-1 respectively, 

scaled to 0�C is shown in Fig. 6. Apart from the increase in 
value one can also note a significant variation of the currents 
depending on a sensor location along the beam. This is a con-
sequence of the fact that the fluences seen by the sensors close 
to the luminous region are much higher than for the ones located 
further downstream. The difference in measured currents can be 
as high as 50%. The increase in value and spread between meas-
ured currents can also be seen in Fig. 5.  

Sensor currents are also studied as a function of voltage. Cur-
rent-voltage (IV) scans are taken with an automated procedure 
on a weekly basis, during periods between fills. The main aim 
is to monitor whether the sensor is fully depleted (the reverse-
bias current saturates at high bias voltages) and to look for a 
sudden rise preceding the breakdown. An example of IV scans 

taken during the Run II data-taking is presented in Fig. 7. The 
increase of currents due to radiation damage in the sensor bulk 
is clearly visible. 

 
Fig. 5.  Leakage currents measured across selected VELO sensors plotted as a 
function of their temperature. The results were obtained using IT scans taken in 
2011 and 2017 and correspond to the delivered luminosities of 0.8 fb-1 and 6.5 
fb-1 respectively. The lines represent results of the procedure where the model 
described in (1) was fitted to data points collected during respective IT scans.  

 
 
Fig. 7.  IV scans of selected VELO sensors taken during Run II. Black lines    
show the currents as a function of applied voltage for both type of sensors at 
the end of the year 2015 and delivered luminosity of 3.56 fb-1, whereas  blue 
and red lines correspond to the R-type and ĭ-type sensors respectively, meas-
ured at the end of the year 2016 (5.7 fb-1).   

 
Fig. 6.  The mean leakage currents measured across VELO sensors plotted 
as a function of their position along the beam line (z-axis in the LHCb coor-
GLQaWH V\VWHP). TKH cXUUHQWV aUH VcaOHG WR 0�C. Two sets of points (blue tri-
angles and green squares) represent data taken during Run I and correspond 
to the delivered luminosities of 0.8 fb-1 and 3.1 fb-1 respectively. The third 
one (red circles) represent data taken in Run II and correspond to the deliv-
ered luminosity of 6.5 fb-1. 
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mid-gap, where an electron is excited to the conduction band 
through the intermediate level created by the defects. Since the 
concentration of defects rises with the fluence, the leakage cur-
rent also increases. The sensor leakage current may be also 
caused by charge deposits on the surface or defects in the bulk 
of the detector. The former can arise in the production stage 
(from scratches, non-uniformities in the cut edges, etc.)  and 
disappear after the sensor is exposed to high particle fluence 
[3].  

The increase of leakage current in the bulk of the sensor rises 
linearly with the equivalent fluence. This dependency for the 
VELO sensors is shown in Fig. 4. The change in the leakage 
currents of all VELO sensors are found to evolve proportionally 
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the long breaks between data-taking periods. A typical increase 
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stant. This feature is exploited during the measurements of the 
current as a function of the sensor temperature (IT scans). Such 
tests may be done only during LHC shutdowns, without colli-
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taken during the Run II data-taking is presented in Fig. 7. The 
increase of currents due to radiation damage in the sensor bulk 
is clearly visible. 

 
Fig. 5.  Leakage currents measured across selected VELO sensors plotted as a 
function of their temperature. The results were obtained using IT scans taken in 
2011 and 2017 and correspond to the delivered luminosities of 0.8 fb-1 and 6.5 
fb-1 respectively. The lines represent results of the procedure where the model 
described in (1) was fitted to data points collected during respective IT scans.  

 
 
Fig. 7.  IV scans of selected VELO sensors taken during Run II. Black lines    
show the currents as a function of applied voltage for both type of sensors at 
the end of the year 2015 and delivered luminosity of 3.56 fb-1, whereas  blue 
and red lines correspond to the R-type and ĭ-type sensors respectively, meas-
ured at the end of the year 2016 (5.7 fb-1).   

 
Fig. 6.  The mean leakage currents measured across VELO sensors plotted 
as a function of their position along the beam line (z-axis in the LHCb coor-
GLQaWH V\VWHP). TKH cXUUHQWV aUH VcaOHG WR 0�C. Two sets of points (blue tri-
angles and green squares) represent data taken during Run I and correspond 
to the delivered luminosities of 0.8 fb-1 and 3.1 fb-1 respectively. The third 
one (red circles) represent data taken in Run II and correspond to the deliv-
ered luminosity of 6.5 fb-1. 
  

Fig. 70: Example current–voltage (IV) (left) and current–temperature (IT) (right) scans for the LHCb
VELO detector [13].

current estimates and their interpretation because both require the measured temperature as input.
A further complication is that the effective bandgap energy Eeff from Eq. 25 seems to anneal and
may behave differently for charged/neutral hadron irradiation. For the interpretation, the ↵j values
in Eq. 21 have a significant unaccounted uncertainty related to damage factors used to converge
between proton or pion fluxes and 1 MeV neq. There is also ambiguity in how to model periods of
non-constant temperature. Despite these challenges, the time dependence of the leakage current
modelling appears to be accurate across experiments and across detector layers.

2. Depletion voltage: as with the leakage current, there is a large ambiguity in the definition of the
full depletion voltage. For scans of the collected charge or cluster size, the actual values do not
saturate, so an ad hoc definition must be used (often fitting two lines and taking the kink position).
As the previous sections have highlighted, each experiment and detector subsystem has a different
definition. In fact, the full depletion voltage is not even well defined at high fluence when the
electric field can have regions of low field within the bulk. As most measurements of the depletion
voltage require active collision conditions, they are performed infrequently to not interfere with
data collection for physics analysis. This makes it difficult to constrain and tune simulation models.
On the simulation side, there is currently no model that includes both annealing and non-trivial
depth-dependent doping concentrations. This could be one reason why both ATLAS and CMS
see significant deviations between model and measurement towards the end of Run 2. Fortunately,
the simulations over-estimate the measurements and thus are conservative. Additional challenges
with the predictions arise from the fact that the introduction rates are not well known for charged
and neutral hadrons. There is a strong need for the community to develop an improved model for
depletion voltage in Run 3 and beyond. The notion of full depletion may not be well-defined, but
each detector needs to pick a bias voltage for safe and effective operations.

3. The other observables introduced in previous sections have similar challenges, with further com-
plications on the interpretation because a full detector simulation is required.

Despite the challenges with the interpretation of the data presented in the chapter, there are a vari-
ety of important messages from the extensive measurement campaign from all of the LHC experiments.
In particular:

– the silicon leakage current predictions are in general in good agreement with measurements at
the LHC experiments. However, the simulated 1 MeV neutron equivalent fluence seems to under-
estimate the pixel data in the region 5–15 cm from the interaction point. The reason for this is
not yet understood. Nonetheless, the uncertainties associated with the model predictions are now
much better constrained and understood, giving increasing confidence of predictions at the LHC
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upgrades. See also Section 4.5;
– the Hamburg model for annealing agrees with the time dependence of the leakage current data to

within about 10% (ignoring the overall offset described in the previous bullet), although there are
indications that it may no longer be precise enough at the end of the LHC. The depletion voltage
data are harder to model and work will be required to make this a precise predictive tool for the
future;

– despite the extensive radiation damage, track reconstruction remains relatively robust and the cur-
rent impact on physics analysis is relatively minimal. As the probability of a charge to be trapped
becomes O(1), radiation damage effects will be a non-negligible challenge for our tracking detec-
tors;

– as various detectors have been or are being upgraded, there is a unique opportunity to stress test the
detectors in order to take valuable diagnostic data. This was demonstrated by the LHCb experiment
in their final high-voltage scan of the VELO detector before it was decommissioned.

To summarize, this section has reported various measurements of the silicon sensor response to
non-ionizing radiation from collisions in the LHC. A variety of probes have resulted in a detailed diag-
nostic information that can be used for modifying models, guiding operation and upgrades, as well as
improving the quality of offline reconstruction. Expanding and enhancing this measurement program
into Run 3 and the HL-LHC will be critical for preserving and possibly enhancing physics analysis as
radiation damage becomes even more prominent. Addressing the challenges outlined in this section
will involve community collaboration and sharing of ideas, which has already begun as a result of the
workshop series that inspired this report.
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