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1 Introduction

The computation of e+e− cross sections in perturbative QED leads to the emergence of
logarithms of the ratio m2/E2, where m is the electron mass and E a scale of the order
of the hardness of the process, such as the collider energy. Owing to the smallness of
the electron mass, these logarithms are numerically very large in virtually all situations of
phenomenological interest, in particular at the future colliders presently under considera-
tion. This is problematic, since it implies that the perturbative series is not well behaved,
with coefficients that grow with the power of α. It is therefore mandatory to re-sum such
logarithms in order to obtain meaningful physical predictions. While there are different
sources of large logarithms, possibly dependent on the observables one considers, for some
classes of them, associated with soft and/or collinear radiation off initial- and final-state
particles, general resummation techniques exist, such as YFS [1, 2], parton shower [3–6],
and factorisation formulae [7, 8] (the latter sometimes improperly referred to as structure
function approach).

Factorisation formulae are fully analogous to their QCD counterparts and, as in that
case, resum large logarithms of collinear initial- and final-state origin by means of parton
distribution functions (PDFs) and fragmentation functions, respectively. At variance with
what happens in QCD, these quantities are computable in perturbation theory. As far as
the PDFs are concerned, which are the focus of this paper, results of leading-logarithmic
(LL) accuracy [9–11] have recently been extended to the next-to-leading logarithmic (NLL)
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accuracy [12, 13].1 Among other things, this extension has a strong phenomenological
motivation, in view of the precision targets relevant to future colliders.

At the NLL and beyond, PDFs depend on the choice of the factorisation scheme. In
essence, this is the choice of the finite part in the subtraction of the remaining (after the
cancellations stemming from the definition of IRC-safe observables) initial-state collinear
singularities, the residue of whose poles in 1/ε̄ is an Altarelli-Parisi kernel. Such a finite part
enters both the short-distance cross sections and the PDFs so that, when both are expanded
in α at the same order, it cancels exactly. However, since in practical applications the
PDFs must not be expanded (because otherwise they lose the capability of resumming the
logarithms), a dependence on the scheme choice is present, although beyond the accuracy
of the computation.

While the factorisation-scheme dependence is suppressed by powers of α w.r.t. terms
which are under formal control, one may wonder whether numerically this suppression is
effective, i.e. whether the coefficients that multiply these αk factors can grow pathologically
large. Naively, the MS result of ref. [13] would seem to imply that this is the case. In the
z → 1 region, which gives the dominant contribution to the cross section, the electron and
photon densities (inside an electron) read as follow:2

Γe−(z, µ) z→1−→ e−γEξ1eξ̂1

Γ(1 + ξ1) ξ1(1− z)−1+ξ1 (1.1)

×
{

1 + α(µ0)
π

[(
log µ2

0
m2 − 1

)(
A(ξ1) + 3

4

)
− 2B(ξ1) + 7

4

+
(

log µ2
0

m2 − 1− 2A(ξ1)
)

log(1− z)− log2(1− z)
]}

,

Γγ(z, µ) z→1−→ t α(µ0)2

α(µ)
3

2πξ1
log(1− z)− t α(µ0)3

α(µ)
1

2π2ξ1
log3(1− z) , (1.2)

whereas their LL counterparts do not feature any of the log(1− z) terms that appear on the
r.h.s. of eqs. (1.1) and (1.2). However, this is indeed naive. Firstly, the PDFs are unphysical
objects: the actual impact of these logarithms must be assessed after the convolution with
the cross sections. Secondly, the leading behaviour of the electron PDF is in any case given
by the prefactor (i.e. the first z-dependent term on the r.h.s. of eq. (1.1)), that appears at
the LL as well and that has an integrable singularity much stronger than logarithmic.

However, the question of the impact of the residual scheme dependence on physical
observables remains relevant. Since such a dependence is not parametrical, the best way
to assess it is that of comparing results obtained in different factorisation schemes; while
not completely conclusive, this allows one to see in practice at which level of accuracy the
scheme dependence may constitute a phenomenological problem.

1For an approach that uses the language of renormalisation group equations, see e.g. refs. [14, 15].
2While the definitions of all of the quantities that enter eqs. (1.1) and (1.2) will be given later (see

eqs. (2.5), (4.7), (4.8), (A.22), and (A.23)), this is unimportant in this generic discussion, where the only
relevant matter is the functional form in z. The latter is apparent, knowing that typical parameters values
are ξ1 ' 0.05, ξ̂1 ' 0.04, A(ξ1) ' 19.8, B(ξ1) ' −1.5, and t ' 0.025.
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In this paper we shall compute the NLL-accurate electron PDFs by adopting a fac-
torisation scheme alternative to the MS employed in ref. [13]; in particular, we shall use
a definition whose physical motivation is the same as the one that underpins the so-called
DIS scheme in QCD [16]. At variance with ref. [13], where analytical results have been
presented for both the z → 1 region (to all orders in α) and the small- and intermediate-z
region (up to O(α3)), in this paper we shall limit ourselves to studying analytically the
z → 1 regime since, as is shown in eqs. (1.1) and (1.2), this is where the dominant effects are
expected to appear; a comprehensive phenomenological study, that includes the numerical
implementation of the results presented here, will be given elsewhere [17].

This paper is organised as follows. In section 2 we introduce the operator that will be
used to solve the PDF evolution equations, and do so in a generic factorisation scheme.
The scheme that is actually employed is called ∆, and is defined in section 3. In section 4
we derive the asymptotic z → 1 form of the non-singlet PDF in the ∆ scheme by solving
its evolution equation in two different ways, namely by retaining running-α effects to all
orders (section 4.1), or by truncating them at the first non-trivial order in α (section 4.2).
The comparison between these two results is discussed in section 4.3. In section 5 we apply
the same strategy as in section 4.1 to the singlet-photon sector. Finally, in section 6 we
present our conclusions. Some Mellin-transform results that are used throughout the paper
are collected in appendix A.

2 Evolution operator

In this section we write the evolution equations for the PDFs [18–21] in the same way as it
has been done in ref. [13], namely by introducing a PDF evolution operator, and by defining
it so as it works in a generic factorisation scheme. In the interest of a shorter notation,
throughout this paper eq. (x.y) of ref. [13] will be denoted by eq. (II.x.y). The procedure
we follow here has significant overlaps with standard works in QCD (e.g. refs. [22, 23]);
however, a peculiarity of the QED case warrants a compact re-derivation.

The evolution equations for a given particle type3 are written in Mellin space as in
eq. (II.4.6):

∂ΓN (µ)
∂ logµ2 = α(µ)

2π PN (µ) ΓN (µ) =
∞∑
k=0

(
α(µ)
2π

)k+1
P[k]
N ΓN (µ) . (2.1)

Here, we have denoted by ΓN a column vector that collects all of the relevant PDFs:

ΓN =


Γα1,N

Γα2,N
...

Γαn,N

 , (2.2)

3That is, an electron, a photon, and so forth; in this paper we shall consider explicitly only the case of
an electron, but the treatment presented here is general. The reader is encouraged to check section 2 of
ref. [12] for the definitions of particles and partons used in the present context.
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with Γαi the PDF of parton αi inside the particle of interest. Conventionally, we shall label
the partons so that α1 coincides with the identity of the particle (thus, for an electron
particle, α1 = e−). The PDFs are regarded as evolved from the values they assume at
a given (small) scale µ0 (initial conditions) by means of an evolution operator (an n × n
matrix), thus:

ΓN (µ) = EN (µ, µ0) Γ0,N (µ0) , EN (µ0, µ0) = I . (2.3)

Equation (2.1) is then fully equivalent to:

∂EN (µ, µ0)
∂ logµ2 =

∞∑
k=0

(
α(µ)
2π

)k+1
P[k]
N EN (µ, µ0)

= α(µ)
2π

[
P[0]
N + α(µ)

2π P[1]
N

]
EN (µ, µ0) +O(α2) . (2.4)

More conveniently, in order to take the running of α into account in an easier manner, one
uses the variable t of eq. (II.4.10) instead of the scale µ:

t = 1
2πb0

log α(µ)
α(µ0) , (2.5)

to re-express eq. (2.4) as follows:

∂EN (t)
∂t

= b0α
2(µ)

β(α(µ))

∞∑
k=0

(
α(µ)
2π

)k
P[k]
N EN (t)

=
[
P[0]
N + α(µ)

2π

(
P[1]
N −

2πb1
b0

P[0]
N

)]
EN (t) +O(α2) . (2.6)

In order to simplify the upcoming discussion, we consider the convolution of the PDFs
with the short-distance cross sections for only one of the two incoming partons; it should
be clear that this entails no loss of generality. Collecting the subtracted partonic cross
section again into a column vector

Ŝ =


σ̂α1
...

σ̂αn

 , (2.7)

each element of which thus corresponds to a partonic channel, the particle-level cross section
in Mellin space reads as follows:

σN (µ) = ŜT
N (µ) ΓN+1(µ) = ŜT

N (µ)EN+1(µ, µ0) Γ0,N+1(µ0) . (2.8)

The RGE invariance of the cross section is therefore:

∂σN (µ)
∂ logµ2 = 0 +O(αb+k+1) , (2.9)

where b is the power of α that factors out at the Born level, and k is the accuracy of the
computation (k = 0 being the LO, k = 1 the NLO, and so forth — in practice, in what
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follows we shall understand the factor αb, and restrict ourselves to the NLO case k = 1,
thus writing O(α2) to denote terms beyond NLO accuracy).

So far, we have implicitly assumed to work in the MS factorisation scheme; this is in
keeping with what has been done in ref. [13], and applies in particular to the RGEs of
the evolution operator. In order to employ a different scheme, we start from the partonic
cross sections. In the FKS formalism [24, 25]4 the arbitrariness of the definition of the
factorisation scheme is parametrised in terms of a set of generalised functions Kij(z) that
enter the so-called (n+ 1)-body degenerate cross sections, whose contributions to an NLO
partonic cross section can be written as follows in the Mellin space (see e.g. eqs. (3.21)–
(3.23) of ref. [26]):

σ̂
(K)
αi,N

= . . .− α(µ)
2π

n∑
j=1

Kαjαi,N+1σ̂
[0]
αj ,N

. (2.10)

Here, we have included an index “K” to make it explicit the fact that, in general, we work in
a factorisation scheme different from MS; we point out that these formulae still encompass
the MS case, which corresponds to choosing Kij(z) ≡ 0. By collecting the Kij(z) functions
into an n× n matrix:

K =


Kα1α1 . . . Kα1αn

... . . . ...
Kαnα1 . . . Kαnαn

 , (2.11)

the matrix form of eq. (2.10) reads:

Ŝ
(K)
N (µ) = ŜN (µ)− α(µ)

2π KT
N+1 Ŝ

[0]
N (µ) =

(
I − α(µ)

2π KT
N+1

)
ŜN (µ) +O(α2) . (2.12)

As the rightmost side explicitly indicates, the two forms of Ŝ(K)
N that appear in eq. (2.12)

are strictly equivalent at the NLO.
The elementary nature of the asymptotic states in QED renders it possible to compute

perturbatively the initial conditions for PDF evolution. The NLO results of ref. [12] for
such initial conditions are given in a generic factorisation scheme, and feature the same
functions Kij(z) that appear above (for the electron particle, see in particular eqs. (4.121)
and (4.189) there). The scheme-dependence of the PDF initial conditions is a beyond-LO
effect, and therefore at the LO we can write (by keeping in mind the conventions established
in eq. (2.2)):

Γ[0]
0,N ≡ Γ(K)[0]

0,N =


1
0
...
0

 . (2.13)

4Needless to say, the result presented here do not depend on the subtraction formalism adopted. However,
it is useful, in order to be definite, to make a specific choice.
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It is then easy to see that the NLO results of ref. [12] can be written as follows:

Γ(K)
0,N (µ0) = Γ0,N (µ0) + α(µ0)

2π KN Γ[0]
0,N (2.14)

=
(
I + α(µ0)

2π KN

)
Γ0,N (µ0) +O(α2) , (2.15)

where the rightmost side follows from the same considerations as those employed in
eq. (2.12). We point out that, owing to eq. (2.13), at the NLO only the first column
of the K matrix gives a non-null contribution; in other words, only the Kαiαj elements
with αj equal to the particle identity (i.e. α1) are relevant. This is in keeping with the
elementary nature of that particle, so that at the NLO it is the branchings α1 → αi +X

that are sufficient to control the factorisation scheme. Thus, at this level of precision, the
choice of the Kαiαj elements with αj 6= α1 is essentially arbitrary, since they are associ-
ated with NNLO contributions. Note that this is not true for the partonic short distance
cross sections, where those functions may contribute at the NLO as well; this is however
irrelevant as far as PDF evolution is concerned, which is our goal here.

In a generic scheme, we write the analogue of eq. (2.3) with a minimal change of
notation, namely:

Γ(K)
N (µ) = E(K)

N (µ, µ0) Γ(K)
0,N (µ0) , E(K)

N (µ0, µ0) = I , (2.16)

from which the analogue of eq. (2.8) follows:

σ
(K)
N (µ) = Ŝ

(K)T
N (µ)E(K)

N+1(µ, µ0) Γ(K)
0,N+1(µ0) . (2.17)

The factorisation-scheme independence of any physical observable is then equivalent to
requiring that:

σN = σ
(K)
N +O(α2) . (2.18)

For the l.h.s. of this equation we shall use eq. (2.8). Conversely, for its r.h.s. we can replace
eqs. (2.12) and (2.15) into eq. (2.16):

σ
(K)
N = ŜT

N

(
I − α(µ)

2π KN+1

)
E(K)
N+1

(
I + α(µ0)

2π KN+1

)
Γ0,N+1 . (2.19)

Thus, by replacing eqs. (2.8) and (2.19) into eq. (2.18), and by canceling the factors that
appear on both sides (i.e. the partonic cross sections and the PDF initial conditions), we
arrive at:

EN =
(
I − α(µ)

2π KN

)
E(K)
N

(
I + α(µ0)

2π KN

)
. (2.20)

In keeping with the fact that it stems from eq. (2.18), eq. (2.20) is understood to hold
up to O(α2) terms. In fact, at µ = µ0 we obtain, from the initial conditions in eqs. (2.3)
and (2.16):

I = I −
(
α(µ0)

2π

)2
K2
N . (2.21)

Although this is within the accuracy at which we are working, it also suggests that the
identity of eq. (2.20) can be conveniently modified by observing that, for perturbation
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theory to work, there must exist a non-zero measure set in the space of the Mellin variable
where the following inverse operator exists and is well defined:(

I + α(µ)
2π KN

)−1
= I +

∞∑
k=1

(−)k
(
α(µ)
2π

)k
Kk
N . (2.22)

Since the first two terms in the series on the r.h.s. of eq. (2.22) coincide with the terms
within the leftmost brackets in eq. (2.20), it follows that at O(α2) we can also write:

EN =
(
I + α(µ)

2π KN

)−1
E(K)
N

(
I + α(µ0)

2π KN

)
, (2.23)

which we shall consider as valid to all orders in α (note that the analogue of eq. (2.21)
in this case would read I = I). The sought evolution equation for the E(K)

N operator can
be obtained by deriving both sides of eq. (2.23) w.r.t. the variable t, and by exploiting
eq. (2.6). In order to do that, we observe that eq. (2.22) implies:

∂

∂t

(
I + α(µ)

2π KN

)−1
= −b0α(µ)KN

(
I + α(µ)

2π KN

)−2
, (2.24)

from whence:

∂E(K)
N (t)
∂t

= b0α(µ)KN

(
I + α(µ)

2π KN

)−1
E(K)
N (t) (2.25)

+ b0α
2(µ)

β(α(µ))

∞∑
k=0

(
α(µ)
2π

)k

×
(
I + α(µ)

2π KN

)
P[k]
N

(
I + α(µ)

2π KN

)−1
E(K)
N (t) .

This result generalises the MS one in the first line of eq. (2.6) and, as it should, coincides
with it when K = 0. An O(α2)-accurate expansion then leads to:

∂E(K)
N (t)
∂t

=
[
P[0]
N + α(µ)

2π

(
P[1]
N −

2πb1
b0

P[0]
N

)]
E(K)
N (t)x

+ α(µ)
2π

([
KN ,P

[0]
N

]
+ 2πb0KN

)
E(K)
N (t) , (2.26)

which generalises the second line of eq. (2.6) and coincides with it when K = 0. As
consistency demands, eq. (2.26) can also be obtained directly from eq. (2.20), by deriving
w.r.t. the variable t the two sides of that equation.

The solution of the RGE for the evolution operator that stems from eq. (2.26) is the
analogue of what is usually done in QCD (see e.g. refs. [22, 27]), whereas to the best of our
knowledge the QCD counterpart of eq. (2.25) has never been considered. We shall show
in the following that this is justified: while the difference between these two equations is
of NNLO in both QCD and in QED, in the latter case it leads to dramatically different
behaviours in the z → 1 region; this does not happen in QCD.
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3 A DIS-like factorisation scheme

The RGEs for the evolution operator, eqs. (2.25) and (2.26), are valid in any factorisation
scheme; here, we shall make a definite choice for one such scheme.

The electron PDF initial conditions at the NLO [12], namely:

Γ[0]
i (z, µ0) = δie−δ(1− z) , (3.1)

Γ[1]
e− (z, µ0) =

[
1 + z2

1− z

(
log µ2

0
m2 − 2 log(1− z)− 1

)]
+

+Kee(z) , (3.2)

Γ[1]
γ (z, µ0) = 1 + (1− z)2

z

(
log µ2

0
m2 − 2 log z − 1

)
+Kγe(z) , (3.3)

Γ[1]
e+ (z, µ0) = 0 , (3.4)

show that it is straightforward to choose theKij(z) functions so that the O(α) contributions
at µ0 = m vanish, thus making the NLO initial conditions to coincide with their LO
counterparts. This condition is reminiscent of the definition of the DIS scheme in QCD [16];
in fact, in view of the stricter similarity between the case of the electron PDFs in QED
and that of the b-quark perturbative fragmentation function in QCD [28], we shall call
the scheme thus defined as ∆ scheme, for consistency with the notation of ref. [27]. From
eqs. (3.2) and (3.3) we thus define:

K(∆)
ee (z) =

[
1 + z2

1− z
(
2 log(1− z) + 1

)]
+
, (3.5)

K(∆)
γe (z) = 1 + (1− z)2

z

(
2 log z + 1

)
. (3.6)

We point out that eqs. (3.5) and (3.6), in addition to fulfilling the requirement above,
are also consistent with the momentum-conservation condition for the branchings of an
electron (see eq. (5.5) of ref. [12]).

The factorisation-scheme matrix K of eq. (2.11) is then defined as follows:5

K(∆) =


K

(∆)
ee (z) 0 0

K
(∆)
γe (z) 0 0

0 0 0

 . (3.7)

As was discussed in section 2, the matrix elements of K whose column index is not equal
to the identity of the particle of interest (the electron here) give in any case beyond-NLO
effects. By setting them equal to zero as in eq. (3.7) we take into account the trivial role
of the positron at this order, and impose conditions that are identical to what one had
to enforce if one were to define a DIS-like scheme for the photon particle, per eqs. (5.42)
and (5.47) of ref. [12].

We shall employ eq. (3.7) when solving the RGE for the evolution operator. For
the latter, we shall use both eq. (2.25) and eq. (2.26), and distinguish the solutions thus
obtained by referring to the former as ∆1, and to the latter as ∆2.

5Similarly to what was done in refs. [12, 13], in practical applications we limit ourselves to considering
the electron, the photon, and the positron; at z → 1, the positron does not play any significant role.
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4 Non-singlet large-z solutions

As is customary, solving the RGE of the evolution operator is easier if one uses the non-
singlet (NS), singlet (S), and photon PDFs, since the non-singlet decouples and thus one
works in a one-dimensional flavour space in that case, which leads to scalar (as opposed to
matrix) equations. The reader can find all of the relevant definitions for the evolution in
terms of NS, S, and γ in section 3 of ref. [13].

4.1 ∆1 result

According to the definition given at the end of section 3, the ∆1 solution is that obtained
by solving eq. (2.25) in the ∆ scheme. For the NS case, the only relevant scheme-changing
function is that of eq. (3.5). A direct computation leads to the following Mellin-space
result:

K
(∆)
ee,N ≡ K

(∆)
N

∞= 2
(

log2 N̄ − log N̄ + C
)
, (4.1)

with:
C = π2

6 − 1 (4.2)

and
N̄ = N eγE . (4.3)

In eq. (4.1) we have introduced the symbol ∞= in order to understand that terms which are
subleading6 in N in the N → ∞ limit are discarded. The same symbol will be employed
in the case of the inverse Mellin transform, to discard terms subleading when z → 1.

Equation eq. (4.1) is then employed in the solution of eq. (2.25), for which we adopt a
notation more in keeping with the scalar nature of the NS case, by means of the following
formal replacements:

E(K)
N −→ E

(∆1)
N , P[k]

N −→ P
[k]
N , KN −→ K

(∆)
N . (4.4)

By using eq. (2.5), it is straightforward to see that eq. (2.25) in the NS case has the
following solution (note that with eq. (4.1) the inverse operator of eq. (2.22) exists not
only in the asymptotic region N → ∞, which would be sufficient, but everywhere in the
range of interest, N ∈ [1,∞). This is convenient for the matching of the analytical large-z
solution with its numerical counterpart, relevant to smaller z’s):

logE(∆1)
N = logEN + log

 1 + α(µ)
2π K

(∆)
N

1 + α(µ0)
2π K

(∆)
N

 , (4.5)

where the first term on the r.h.s. is the MS solution of eq. (II.5.50)

logEN
∞= −ξ1 log N̄ + ξ̂1 , (4.6)

6How much subleading depends on the context: while for the NS solution all terms suppressed by
powers of 1/N are discarded, the 1/N ones (i.e. the first subleading) will need to be kept in the S-γ sector,
as detailed in section 5.
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with the ξ1 and ξ̂1 parameters defined in eq. (II.5.51) and eq. (II.5.53):

ξ1 = 2t− α(µ)
4π2b0

(
1− e−2πb0t

)(20
9 nF + 4πb1

b0

)
, (4.7)

ξ̂1 = 3
2 t+ α(µ)

4π2b0

(
1− e−2πb0t

)(
λ1 −

3πb1
b0

)
. (4.8)

Here, b0 and b1 are the coefficients of the QED β function:

∂α(µ)
∂ logµ2 = β(α) = b0α

2 + b1α
3 + . . . , (4.9)

b0 = nF
3π , b1 = nF

4π2 , (4.10)

and we have defined:
λ1 = 3

8 −
π2

2 + 6ζ3 −
nF
18 (3 + 4π2) . (4.11)

With eqs. (2.16) and (3.2), and by bearing in mind that the term in the latter equation
that multiplies the log(µ2

0/m
2) factor is the lowest-order Altarelli-Parisi kernel in the NS

sector, we obtain the initial condition in the ∆ scheme in the Mellin space:

Γ(∆)
0,N = 1 + α(µ0)

2π L0P
[0]
N , (4.12)

where we have introduced the shorthand notation:

L0 = log µ2
0

m2 , (4.13)

and the sought large-N solution for the NS PDF:

Γ(∆1)
N

∞=
(

1 + α(µ0)
2π L0P

[0]
N

)
e−γEξ1eξ̂1N−ξ1

1 + α(µ)
2π K

(∆)
N

1 + α(µ0)
2π K

(∆)
N

. (4.14)

For consistency with eq. (4.1), we shall use

P
[0]
N
∞= 2

(
− log N̄ + 3

4

)
(4.15)

in this section. We are interested in determining the z-space form of the NS PDF in
eq. (4.14), which implies computing its inverse Mellin transform. In order to proceed, we
re-express its rightmost term as a series in α, thus:

Γ(∆1)
N

∞=
(

1 + α(µ0)
2π L0P

[0]
N

)
e−γEξ1eξ̂1N−ξ1

×

1 + α(µ)− α(µ0)
π

∞∑
j=1

(−)j−1
(
α(µ0)
π

)j−1(K(∆)
N

2

)j . (4.16)

With eq. (4.1), we see that the scheme-changing terms in eq. (4.16) are the following
polynomials: (

K
(∆)
N

2

)j
∞=
(

log2 N̄ − log N̄ + C
)j

=
2j∑
k=0

Lj,k log2j−k N̄ , (4.17)
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where, after some algebra:7

Lj,k = (−)k
bk/2c∑
q=0

(−)q
(q − k)q

q!

(
j

k − q

)
C q , (4.18)

which is expressed in terms of the Pochhammer symbol:

(x)n = Γ(x+ n)
Γ(x) = x(1 + x) . . . (n− 1 + x) . (4.19)

By using the algebraic identities above, eq. (4.16) can be recast as follows:

Γ(∆1)
N

∞= e−γEξ1eξ̂1N−ξ1

[(
1 + 3α(µ0)

4π L0

)
S1 −

α(µ0)
π

L0S2

]
, (4.20)

where:

S1 =1 + α(µ)− α(µ0)
π

∞∑
j=1

(−)j−1
(
α(µ0)
π

)j−1 2j∑
k=0

Lj,k log2j−k N̄ , (4.21)

S2 =S1 log N̄ . (4.22)

By using the result of eq. (A.18), we can express the inverse Mellin transforms relevant to
eq. (4.20) as follows:

M−1

N−ξ1
2j∑
k=0

Lj,k log2j−k N̄

 ∞= ξ1(1− z)−1+ξ1

Γ(1 + ξ1) (4.23)

×
2j∑
p=0

[ p∑
k=0

(−)p
(

2j − k
p− k

)
Lj,k dp−k(ξ1)

]
log2j−p(1− z) ,

M−1

N−ξ1 log N̄
2j∑
k=0

Lj,k log2j−k N̄

 ∞= ξ1(1− z)−1+ξ1

Γ(1 + ξ1) (4.24)

×
2j+1∑
p=0

[ p∑
k=0

(−)p−1
(

2j + 1− k
p− k

)
Lj,k dp−k(ξ1)

]
log2j+1−p(1− z) .

In eqs. (4.23) and (4.24) the index p labels the subleading-ness of the corresponding
log(1− z) term: the larger p, the more subleading the associated contribution. The idea
is that of computing the inverse Mellin transforms of N−ξ1S1 and N−ξ1S2 by employing
eqs. (4.23) and (4.24) after having exchanged the order of the summations over j and p.
Thus:

M−1
[
N−ξ1S1

] ∞= ξ1(1− z)−1+ξ1

Γ(1 + ξ1)

∞∑
p=0
S1,p(z) , (4.25)

M−1
[
N−ξ1S2

] ∞= ξ1(1− z)−1+ξ1

Γ(1 + ξ1)

∞∑
p=0
S2,p(z) , (4.26)

7It is understood that if the lower entry of a binomial coefficient is larger than the upper one that
coefficient is set equal to zero.
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with:

S1,p(z) = δp0
α(µ)
α(µ0) + α(µ)− α(µ0)

π

Ŝ1,p(z)
D(z)p+1 , (4.27)

S2,p(z) = α(µ)
α(µ0)

(
− δp0 log(1− z) + δp1d1(ξ1)

)
+ α(µ)− α(µ0)

π

Ŝ2,p(z)
D(z)p+1 , (4.28)

where, from eqs. (4.23) and (4.24):

Ŝ1,p(z)
D(z)p+1 = − πδp0

α(µ0) + (−)p
∞∑

j=dp/2e
(1− δj0) (−)j−1

(
α(µ0)
π

)j−1
(4.29)

×
p∑

k=0

(
2j − k
p− k

)
Lj,k dp−k(ξ1) log2j−p(1− z) ,

Ŝ2,p(z)
D(z)p+1 = π

α(µ0)
(
δp0 log(1− z)− δp1d1(ξ1)

)
(4.30)

− (−)p
∞∑

j=d(p−1)/2e
(1− δj0) (−)j−1

(
α(µ0)
π

)j−1

×
p∑

k=0

(
2j + 1− k
p− k

)
Lj,k dp−k(ξ1) log2j+1−p(1− z) .

We have defined:8

D(z) = 1 + α(µ0)
π

log2(1− z) , (4.31)

and the Si,p functions are such that:

Ŝ1,p(z)
D(z)p+1

z→1−→ log−2−p(1− z) −→ 0 , (4.32)

Ŝ2,p(z)
D(z)p+1

z→1−→ log−1−p(1− z) −→ 0 , (4.33)

which show again the role of the index p in determining the subleading-ness of a given
contribution. In practice, this implies keeping only the first few terms in the sums over
p in eqs. (4.25) and (4.26), for which one can compute explicitly the Si,p functions, by
carrying out the summations over j that enter their definitions. The results for the lowest

8Note that eqs. (4.29) and (4.30) define the functions Ŝi,p(z), in a way motivated by the fact that
the factors D(z)−p−1 are seen to emerge from the summations on the r.h.s.’s. Furthermore, the terms
proportional to δp0 and δp1 are such that the functions S1,0(z), S2,0(z), and S2,1(z) in eqs. (4.27) and (4.28)
include the contributions stemming from the first terms on the r.h.s. of eqs. (4.21) and (4.22), respectively.
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p values are:

Ŝ1,0(z) = − π

α(µ0) , (4.34)

Ŝ1,1(z) =
(
1− 2d1(ξ1)

)
log(1− z) , (4.35)

Ŝ1,2(z) = α(µ0)
π

(C − 1 + 3d1(ξ1)− 3d2(ξ1)) log2(1− z)

+ C − d1(ξ1) + d2(ξ1) , (4.36)

Ŝ2,0(z) = π

α(µ0) log(1− z) , (4.37)

Ŝ2,1(z) = −
(
1− d1(ξ1)

)
log2(1− z)− π

α(µ0) d1(ξ1) , (4.38)

Ŝ2,2(z) = −α(µ0)
π

(C − 1 + 2d1(ξ1)− d2(ξ1)) log3(1− z)

−
(
C − 2d1(ξ1) + 3d2(ξ1)

)
log(1− z) . (4.39)

In view of a numerical implementation, we also have computed these contributions up to
p = 5, which are too long to be reported here; the extension to yet larger p values poses
no problem, but it is not particularly useful in view of eqs. (4.32) and (4.33).

In summary, the NLL-accurate large-z expression of the NS PDF in the ∆ scheme
obtained by solving eq. (2.25) for the RGE of the evolution operator is:

Γ(∆1)
NS (z, µ) z→1−→ e−γEξ1eξ̂1

Γ(1 + ξ1) ξ1(1− z)−1+ξ1 (4.40)

×

(1 + 3α(µ0)
4π L0

) ∞∑
p=0
S1,p(z)− α(µ0)

π
L0

∞∑
p=0
S2,p(z)

 .
This implies that the strict asymptotic form of eq. (4.40), where all terms that vanish at
z → 1 are ignored, reads as follows (by taking eq. (A.22) into account):

Γ(∆1)
NS (z, µ) z→1−→ e−γEξ1eξ̂1

Γ(1 + ξ1) ξ1(1− z)−1+ξ1

×
[
α(µ)
α(µ0) + α(µ)

π
L0

(
A(ξ1) + log(1− z) + 3

4

)]
. (4.41)

The comparison of eq. (4.41) with the solution9 of eq. (1.1) shows that all log(1− z) terms
that appear in the latter10 (bar for that multiplied by L0; note that usually one sets L0 = 0)
are features of the MS scheme, and disappear if the ∆ scheme is employed. We also point
out that eq. (4.41) could have been directly obtained from eq. (4.14), by taking the strict
N →∞ limit of the scheme-dependent contribution to the evolution operator:

1 + α(µ)
2π K

(∆)
N

1 + α(µ0)
2π K

(∆)
N

−→ α(µ)
α(µ0) , (4.42)

and by employing eq. (A.18) with q = 0, 1.
9At the NLO, the z → 1 expressions of the electron and the non-singlet PDFs coincide.

10In addition to those one would obtain by expanding the (1− z)−1+ξ1 prefactor. Except for checks on
its perturbative behaviour [13], such an expansion must never be carried out.
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4.2 ∆2 result

In this section we shall again obtain the asymptotic form of the NS PDF in the ∆ scheme;
at variance with the procedure of section 4.1, here this will be done by employing eq. (2.26)
rather than eq. (2.25). This leads to the following solution for the evolution operator, which
is the analogue of eq. (4.5):

logE(∆2)
N

∞= −ξ1 log N̄ + ξ̂1 + ∆α K
(∆)
N

2
∞= −ξ1 log N̄ + ξ̂1 + ∆α

(
log2 N̄ − log N̄ + C

)
, (4.43)

where we have used eqs. (4.1) and (4.6), and defined:

∆α = α(µ)− α(µ0)
π

. (4.44)

Equation (4.43) suggests to introduce the following parameters:

ξ2 = ξ1 + ∆α , (4.45)
ξ̂2 = ξ̂1 + C ∆α , (4.46)

so that:
logE(∆2)

N
∞= −ξ2 log N̄ + ξ̂2 + ∆α log2 N̄ . (4.47)

With the initial condition in the ∆ scheme, eq. (4.12), we therefore arrive at the analogue
of eq. (4.14), namely:

Γ(∆2)
N

∞=
(

1 + α(µ0)
2π L0P

[0]
N

)
e−γEξ2eξ̂2N−ξ2 exp

[
∆α log2 N̄

]
. (4.48)

The computation of the inverse Mellin transform of eq. (4.48) proceeds similarly to what
was done in section 4.1. One first expands the rightmost exponent in eq. (4.48), thus
obtaining the analogue of eq. (4.16):

Γ(∆2)
N

∞=
(

1 + α(µ0)
2π L0P

[0]
N

)
e−γEξ2eξ̂2N−ξ2

∞∑
j=0

∆αj

j! log2j N̄ . (4.49)

From eq. (4.49) we arrive at the analogue of eq. (4.20):

Γ(∆2)
N

∞= e−γEξ2eξ̂2N−ξ2

[(
1 + 3α(µ0)

4π L0

)
T1 −

α(µ0)
π

L0T2

]
, (4.50)

where:

T1 =
∞∑
j=0

∆αj

j! log2j N̄ , (4.51)

T2 =T1 log N̄ . (4.52)

– 14 –



J
H
E
P
0
7
(
2
0
2
1
)
1
8
0

In the computation of the inverse Mellin transform of eq. (4.50) one can exploit eqs. (4.23)
and (4.24). In this way, we arrive at the analogues of eqs. (4.25) and (4.26), namely:

M−1
[
N−ξ2T1

] ∞= ξ2(1− z)−1+ξ2

Γ(1 + ξ2) e∆α log2(1−z)
∞∑
p=0
T1,p(z) , (4.53)

M−1
[
N−ξ2T2

] ∞= ξ2(1− z)−1+ξ2

Γ(1 + ξ2) e∆α log2(1−z)
∞∑
p=0
T2,p(z) . (4.54)

The summands on the r.h.s. of eqs. (4.53) and (4.54) have remarkably compact expressions;
by construction:11

e∆α log2(1−z)T1,p(z) = dp(ξ2) (−)p
∞∑

j=dp/2e

∆αj

j!

(
2j
p

)
log2j−p(1− z) , (4.55)

e∆α log2(1−z)T2,p(z) = −dp(ξ2) (−)p
∞∑

j=d(p−1)/2e

∆αj

j!

(
2j + 1
p

)
log2j+1−p(1− z) . (4.56)

The key feature of eqs. (4.53) and (4.54) is the fastly-growing exponential prefactor. Fur-
thermore, contrary to what happens in eqs. (4.25) and (4.26), terms with increasingly large
values of p’s are not progressively more suppressed at z → 1 (although they are increas-
ingly suppressed by powers of ∆α). This implies that, at variance with the case of the
∆1 solution of section 4.1, the series of p on the r.h.s. of eqs. (4.53) and (4.54) must be
summed in order to obtain a sensible result; fortunately, this can be done. By using the
explicit expressions on the r.h.s. of eqs. (4.55) and (4.56), after some algebra one arrives at
the following results:

∞∑
p=0
T1,p(z) =

∞∑
k=0

∆αk

k! T1;k(z) , (4.57)

∞∑
p=0
T2,p(z) =

∞∑
k=0

∆αk

k! T2;k(z) +
∞∑
p=0

δ1,mod(p,2)
∆αbp/2c

bp/2c! dp(ξ2) , (4.58)

where the functions Ti;k(z) are:

T1;k(z) =
∞∑
p=0

Θ(k ≤ bp/2c) dp(ξ2) (−2∆α log(1− z))p−2k

(p− 2k)! , (4.59)

T2;k(z) = −
∞∑
p=0

Θ(k ≤ bp/2c) dp(ξ2) p+ 1
p+ 1− 2k

× log(1− z) (−2∆α log(1− z))p−2k

(p− 2k)! . (4.60)

11The definitions of the Ti,p(z) functions in eqs. (4.55) and (4.56) stem from the fact that the exponential
factors on the l.h.s. of those equations emerge naturally from the summations on the r.h.s..
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At this point, one can exploit the explicit results for the dp coefficients, given in terms of
their generating functional (eq. (A.21)). This leads to:

T1;k(z) = 1
Gd(ξ2, 0)

∞∑
p=2k

∂pGd(ξ2, δ)
∂δp

∣∣∣∣
δ=0

(−2∆α log(1− z))p−2k

(p− 2k)! , (4.61)

T2;k(z) = − 1
Gd(ξ2, 0)

∞∑
p=2k

∂pGd(ξ2, δ)
∂δp

∣∣∣∣
δ=0

p+ 1
p+ 1− 2k

× log(1− z) (−2∆α log(1− z))p−2k

(p− 2k)! , (4.62)

with the function Gd given in eq. (A.20). The emergence of Taylor series on the r.h.s. of
eqs. (4.61) and (4.62) is manifest. By assuming the uniform convergence of such series, we
can re-write those results are follows:

T1;k(z) = 1
Gd(ξ2, 0)

∂2kGd(ξ2, δ)
∂δ2k

∣∣∣∣∣
δ=−2∆α log(1−z)

, (4.63)

T2;k(z) = 1
2∆α

1
Gd(ξ2, 0)

∂2k [δ Gd(ξ2, δ)]
∂δ2k

∣∣∣∣∣
δ=−2∆α log(1−z)

− k

∆α d2k−1(ξ2) . (4.64)

By replacing these results into eqs. (4.57) and (4.58), respectively, we obtain:12

∞∑
p=0
T1,p(z) = 1

Gd(ξ2, 0)

∞∑
k=0

∆αk

k!
∂2kGd(ξ2, δ)

∂δ2k

∣∣∣∣∣
δ=−2∆α log(1−z)

, (4.65)

∞∑
p=0
T2,p(z) = 1

2∆α
1

Gd(ξ2, 0)

∞∑
k=0

∆αk

k!
∂2k [δ Gd(ξ2, δ)]

∂δ2k

∣∣∣∣∣
δ=−2∆α log(1−z)

. (4.66)

Both sides of eqs. (4.65) and (4.66) contain summations of an infinite number of terms.
However, at variance with what happens on the l.h.s.’s, the summands on the r.h.s.’s have a
clear hierarchy, being suppressed by increasingly large powers of ∆α; such a hierarchy is not
spoiled by the presence of log(1− z) terms, which have been resummed in the procedure
carried out above.

By putting everything back together, we finally arrive at the analogue of eq. (4.40):

Γ(∆2)
NS (z, µ) z→1−→ e−γEξ2eξ̂2

Γ(1 + ξ2) ξ2(1− z)−1+ξ2 e
∆α log2(1−z)

Gd(ξ2, 0)

∞∑
k=0

∆αk

k! (4.67)

×
[(

1 + 3α(µ0)
4π L0

)
∂2kGd(ξ2, δ)

∂δ2k − α(µ0)
2π∆αL0

∂2k [δ Gd(ξ2, δ)]
∂δ2k

]∣∣∣∣∣
δ=−2∆α log(1−z)

.

As was the case for the sums over p in eq. (4.40), one can limit oneself to considering only
the first few terms in the sum over k in eq. (4.67) to obtain a reliable numerical prediction.

12Note that the lowest-order term in eq. (4.66) is of O(∆α0).
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4.3 Comments

The comparison between the ∆1 and ∆2 solutions given in eqs. (4.40) and (4.67) shows
dramatic differences in the z → 1 region. While the former has a fairly smooth behaviour
(on top of the integrable-singular prefactor, which is present also at the LL), the latter
features a non-integrable singularity (induced by the exponential factor e∆α log2(1−z)) with
alternating signs (induced by the function Gd). It is remarkable that these issues of the ∆2
solution stem entirely from the running of α; at fixed α, one has ∆α = 0, which eliminates
the problem.

Ultimately, the difference between the evolution operators relevant to the ∆1 and ∆2
solutions, eqs. (4.5) and (4.47), would be innocuous, were it not for the fact that the scheme-
changing kernel, which is exponentiated, is driven by a soft-collinear double logarithm,
which is the origin of the log2 N̄ term that is dominant in the Mellin space, and that badly
spoils the series expansion in α of the evolution equations at N →∞; only by keeping all
terms in such a series one is able to avoid this problem. Lest this fact be misunderstood:
we are talking here about the logarithmic behaviour of the PDFs (which is what is relevant
in physical applications). The fixed-order expansions of the PDFs (that is not relevant to
physics, but useful in QED as a check of the correctness of the computations) give the
expected results: namely, that eqs. (4.40) and (4.67) differ by O(α2) terms (i.e. of NNLO),
and that their O(αt0) coefficient coincides with the initial condition (in the z → 1 limit)
in the ∆ scheme.

We point out that the problem with the ∆2 solution cannot be studied numerically
in QED in a direct manner. By setting α(µ) = 1/128 and α(µ0) = 1/137, the factor
e∆α log2(1−z) is equal to one for z = 1− 10−x, with x ' 34, and no numerical integrator
will generate values of z so close to one. However, the integration of e+e− cross sections
requires in any case a change of variables that allows one to efficiently probe the z → 1
region (which, owing to the presence of the LL-like integrable-singular prefactor, is rele-
vant to any kind of electron PDF), and this can only be done by knowing the analytical
behaviour of the PDF in this region, hence the problem with the ∆2 solution.

The QCD case. The evolution operator in QCD obeys formally the same equations as
the QED one, with the obvious formal exchange α → αS, and the crucial difference that
the sign in front of the b0 term on the second line on the r.h.s. of eq. (2.26) is negative
rather than positive.13 A simple algebra, that takes into account the fact that the evolution
variables t are defined in different ways in QCD and QED, shows that in QCD one arrives
at a solution which has the same functional form as that of section 4.2, with ∆α→ ∆αS.
Needless to say, this applies to heavy-quark perturbative fragmentation functions,14 and
not to PDFs, since this is the only case where the initial conditions are the same as their
QED counterparts. On top of that, the z → 1 region is known to receive significant
contributions from non-perturbative physics, which has no analogue in QED. Finally, and

13Likewise, the sign in front of the first terms on the r.h.s. of eq. (2.25) must be changed. However, to
the best of our knowledge the analogue of the ∆1 solution has not been considered in QCD.

14In addition to the space- to time-like exchange, final-state evolution involves matrix kernels that are
the transposed of those relevant to the initial state. This does not affect this discussion.
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most crucially, while in QED ∆α > 0, in QCD ∆αS < 0, which implies that heavy-quark
perturbative fragmentation functions are asymptotically strongly suppressed, rather than
enhanced as for PDFs in QED. In conclusion, the QCD case poses no problems, and the
only potentially unpleasant fact is that the strong suppression at z → 1 of the NLL solution
has no LL counterpart. This has no phenomenological consequences.

5 Singlet-photon large-z solutions

In this section, we study the large-z behaviour of the singlet and photon NLL PDFs. Given
the results of section 4, we shall limit ourselves to working in the ∆1 framework.

The procedure we shall adopt follows closely that of appendix B of ref. [13]. Because
of this, we shall only sketch it, and refer as much as possible to the equations of that
paper. While those equations complement the technical information given here, they are
not necessary for a general understanding of the strategy used to arrive at the sought
solutions. Such a strategy can be summarised as follows:

1. Write the evolution kernels in terms of a double series in α and 1/N .

2. Find the leading-N solution in the form of a Magnus expansion [29, 30], which sim-
plifies significantly owing to the kernels being diagonal at this order in N .

3. Treat the 1/N contributions as perturbations to the leading-N evolution.

4. The solution is finally achieved in a standard way except for the fact that it requires,
in order for the inverse Mellin transforms to be computed analytically, a linearisation
of the dependence of α on the variable t.

We start by recalling that by keeping only the divergent and constant terms of the Mellin
transforms for N → ∞ one fails to obtain a good approximation of the actual z → 1
behaviour of the photon PDF. In MS, this is seen to stem from the fact that the electron-
PDF LO initial condition is a Dirac delta that, combined with the relevant off-diagonal
term in the Altarelli-Parisi kernel, gives a contribution of the same order as that due
to the diagonal kernel element, times the photon-PDF initial condition. This argument
is independent of the factorisation scheme, but one needs to verify whether in a different
scheme, such as ∆, contributions not present in an MS computation will significantly modify
its conclusions. In view of this, the factorisation-scheme matrix that we shall employ will
have the following form:

K(∆)
N =

(
K

(∆)
S,N 0

K
(∆)
γ,N 0

)
, (5.1)

which is eq. (3.7) written in the two-dimensional singlet-photon sector, and where the
functions K(∆)

S,N and K
(∆)
γ,N are the Mellin transforms of eqs. (3.5) and (3.6), computed in
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the large-N limit by including the leading terms suppressed by powers of 1/N , namely:

K
(∆)
S,N ≡ K

(∆)
N

∞= 2
(
log2 N̄ − log N̄ + C

)
+ 2
N

(
log N̄ − 3

2

)
(5.2)

≡ K [1,0]
S,N + 1

N
K

[1,1]
S,N , (5.3)

K
(∆)
γ,N ≡ K

(∆)
γe,N

∞= 1
N
. (5.4)

Clearly, eq. (5.2) extends eq. (4.1) by adding to it the relevant subleading terms. As was
the case for the non-singlet scheme-changing kernel, the matrix of eq. (5.1) is such that the
inverse operator of eq. (2.22) exists everywhere.

The evolution equation for the evolution operator, eq. (2.25), is re-written by intro-
ducing an evolution kernel as was done in eq. (II.B.8), namely:

∂E(∆1)
N (t)
∂t

= MN (t)E(∆1)
N (t) , MN (t) = M(A)

N (t) + M(B)
N (t) , (5.5)

with:

M(A)
N (t) = b0α(µ)K(∆)

N

(
I + α(µ)

2π K(∆)
N

)−1
, (5.6)

M(B)
N (t) =

(
I + α(µ)

2π K(∆)
N

)[
P[0]

S,N + α(µ)
2π

(
P[1]

S,N −
2πb1
b0

P[0]
S,N

)]

×
(
I + α(µ)

2π K(∆)
N

)−1
, (5.7)

and where the Altarelli-Parisi kernels have been written as in eq. (II.B.1) and eq. (II.B.2):

PS,N = P[0]
S,N + α(µ)

2π P[1]
S,N +O(α2) (5.8)

≡
(
P[0,0]

S,N + 1
N

P[0,1]
S,N +O

(
N−2

))
+ α(µ)

2π

(
P[1,0]

S,N + 1
N

P[1,1]
S,N +O

(
N−2

))
+O(α2) . (5.9)

By construction, in MS (i.e. with K = 0), MN (t) coincides with that of eq. (II.B.7).
The forms in eqs. (5.6) and (5.7) stem from the observation that, as far as the scheme-
changing terms are concerned, an expansion in α must not be carried out. Conversely, the
contributions directly related to the Altarelli-Parisi kernels can be safely expanded.

In keeping with eq. (5.9), we introduce the leading and the first subleading terms of
the kernels defined in eqs. (5.6) and (5.7):

M(A)
N = M(A,0)

N + 1
N

M(A,1)
N +O

(
N−2

)
, (5.10)

M(B)
N = M(B,0)

N + 1
N

M(B,1)
N +O

(
N−2

)
. (5.11)

The pure leading-N evolution will therefore be controlled solely by the kernel:

M(0)
N = M(A,0)

N + M(B,0)
N , (5.12)
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while both eq. (5.12) and the following kernel:

M(1)
N = M(A,1)

N + M(B,1)
N (5.13)

will be relevant to computing the subleading corrections to the evolution. With a direct
calculation we obtain:

M(A,0)
N =

 α(µ)b0K
[1,0]
S,N

1+α(µ)
2π K

[1,0]
S,N

0

0 0

 , (5.14)

M(B,0)
N = P[0,0]

S,N + α(µ)
2π

(
P[1,0]

S,N −
2πb1
b0

P[0,0]
S,N

)
, (5.15)

with eq. (5.15) coinciding with eq. (II.B.12). Note that eq. (5.15) is non trivial, because
it is equivalent to saying that, at this order in N , the left and right multiplications by
the scheme-changing matrices in eq. (5.7) do not give any extra contributions w.r.t. the
MS result (indeed, this conclusion is not valid starting from the first subleading order in
N). Furthermore, owing to the presence of inverse matrices in the evolution kernels, one
may suspect that terms suppressed by higher powers of 1/N in the Altarelli-Parisi and
scheme-changing kernels (which have been neglected here) could result, at the level of the
evolution kernels, in contributions of the same orders as those kept (i.e., 1/N); we have
explicitly verified that this is not the case. Following ref. [13], the solution for the leading-N
evolution operator, which obeys:

∂E(∆1,0)
N (t)
∂t

= M(0)
N (t)E(∆1,0)

N (t) , (5.16)

can be represented by means of the Magnus expansion [29, 30] (see eq. (II.B.8)). Since
both of the matrices in eqs. (5.14) and (5.15) are diagonal, so is their sum, and therefore
only the first Ω term of the Magnus series is non-zero. Furthermore, the exponent of a
diagonal matrix is the matrix whose elements are the exponents of the elements of that
matrix. This implies that we can write the sought solution as follows:

E(∆1,0)
N (t) =

(
E

(A,0)
ΣΣ,N 0
0 1

)(
E

(B,0)
ΣΣ,N 0
0 E

(B,0)
γγ,N

)
, (5.17)

where:

E
(A,0)
ΣΣ,N =

1 + α(µ)
2π K

[1,0]
S,N

1 + α(µ0)
2π K

[1,0]
S,N

, (5.18)

E
(B,0)
ΣΣ,N = exp

[
−ξ1 log N̄ + ξ̂1

]
, (5.19)

E
(B,0)
γγ,N = exp

[
−2nF

3 t− α(µ)− α(µ0)
4π2b0

nF

(
1− 4πb1

3b0

)]
(5.20)

with eqs. (5.19) and (5.20) coinciding with eq. (II.B.14) and eq. (II.B.15), respectively.
As it happens in MS, at the leading N the singlet and photon solutions factorise. From
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eqs. (5.18) and (5.19) we see that the former is identical to the one derived in section 4.1,
i.e. eq. (4.40). As far as the latter is concerned, eq. (5.20) allows one to make use of
eq. (II.5.72), that is:

M−1[E(B,0)
γγ,N

] ∞= α(µ0)
α(µ) δ(1− z) . (5.21)

Therefore, at this order in N the photon PDFs is:

Γ(∆1)
γ (z, µ) z→1−→ α(µ0)

α(µ) Γ(∆1)
γ (z, µ0) . (5.22)

From eqs. (3.3) and (3.6) we thus obtain:

Γ(∆1)
γ (z, µ) z→1−→ 1

2π
α2(µ0)
α(µ)

1 + (1− z)2

z
L0 , (5.23)

which is the analogue of eq. (II.5.73). As is the case for the latter equation, eq. (5.23)
tends to a constant at z → 1; but, at variance with what happens in MS, the leading-N
result of the photon PDF in the ∆1 scheme is identically equal to zero when µ0 = m.

We now turn to considering the first subleading contribution, that stems from the
second terms on the r.h.s. of eqs. (5.10) and (5.11), and is treated as a perturbation to the
leading-N solution. By proceeding as was done in ref. [13], the evolution operator that in-
cludes both the leading and the first subleading contributions is, according to eq. (II.B.30),

E(∆1)
N (t) = E(∆1,0,L)

N (t)
(
I +

∫ t

0
dt1M̂

(1,L)
N (t1)

)
, (5.24)

where, from eq. (II.B.19) and eq. (II.B.21):

M̂(1,L)
N (t) = 1

N

(
E(∆1,0,L)
N (t)

)−1 [
M(A,1)
N (t) + M(B,1)

N (t)
]
E(∆1,0,L)
N (t) . (5.25)

Here, the linearised version of the leading-N evolution operator has been employed, which
stems from eq. (5.17) and reads as follows:

E(∆1,0,L)
N (t) =

(
E

(A,0)
ΣΣ,N 0
0 1

)(
E

(B,0,L)
ΣΣ,N 0

0 E
(B,0,L)
γγ,N

)
, (5.26)

with:

E
(B,0,L)
ΣΣ,N = exp

[(
−ξ1,0 log N̄ + ξ̂1,0

)
t
]
, (5.27)

E
(B,0,L)
γγ,N = exp

[
−
(2nF

3 + χ1,0

)
t

]
, (5.28)

with eqs. (5.27) and (5.28) coinciding with eq. (II.B.23) and eq. (II.B.24), respectively,
and where according to eq. (II.B.25) the linearised expressions of the parameters ξ1 and
ξ̂1 of eqs. (4.7) and (4.8) have been employed:

ξ1 = ξ1,0 t+O(t2) , ξ̂1 = ξ̂1,0 t+O(t2) . (5.29)
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By means of an explicit computation one obtains:

ξ1,0 = 2
[
1− α(µ0)

π

(5
9nF + πb1

b0

)]
, (5.30)

ξ̂1,0 = 3
2

[
1 + α(µ0)

π

(
λ1
3 −

πb1
b0

)]
. (5.31)

Note that the leftmost matrix on the r.h.s. of eq. (5.26) is not affected by the linearisation
procedure (it is already linear in α(µ)). The matrices M(A,1)

N and M(B,1)
N that appear in

eq. (5.25) are computed directly from their definitions in eqs. (5.6), (5.7), (5.10), and (5.11).
By using the same notation as in eq. (5.9) to distinguish the O(α0) andO(α) contributions:

M(A,1)
N = α(µ)

2π M(A,[1,1])
N , (5.32)

M(B,1)
N = M(B,[0,1])

N + α(µ)
2π M(B,[1,1])

N , (5.33)

we have obtained:

M(A,[1,1])
N =


2πb0K

[1,1]
S,N(

1+α(µ)
2π K

[1,0]
S,N

)2 0

2πb0
1+α(µ)

2π K
[1,0]
S,N

0

 , (5.34)

M(B,[0,1])
N =

 −1 2nF
1

1+α(µ)
2π K

[1,0]
S,N

0

 , (5.35)

M(B,[1,1])
N =

M(B,[1,1])
11,N M(B,[1,1])

12,N

M(B,[1,1])
21,N 0

 , (5.36)

where:

M(B,[1,1])
11,N

∞= −4 log N̄ + 27 + 22nF
9 + 2πb1

b0
, (5.37)

M(B,[1,1])
12,N

∞= 2nF

(
3 log2 N̄ − 2 log N̄ + 3 + π2

6 − 2πb1
b0

)
, (5.38)

M(B,[1,1])
21,N

∞= 1
1 + α(µ)

2π K
[1,0]
S,N

[
− log2 N̄ + 9 + 4nF

3 log N̄

− 52nF + 3(27 + π2)
18 − 2πb1

b0

]
. (5.39)

From eq. (5.2) we see that the (1, 1) element in eq. (5.34) is suppressed by an extra power
of log N̄ w.r.t. to (2, 1) element; thus, it will be discarded henceforth.

Given the matrix elements above, one can compute the evolution operator of eq. (5.24).
As in the MS case, we are interested here only in the photon PDF (since for the singlet the
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leading-N solution stemming from eqs. (5.18) and (5.19) is sufficient to give a good descrip-
tion of the actual large-z behaviour), and therefore we shall only consider eq. (II.B.31):

Γ(∆1)
γ (z) ∞= M−1

[(
E(∆1)
N (t)

)
γΣ ΓS,0,N

]
+M−1

[(
E(∆1)
N (t)

)
γγ

Γγ,0,N
]
. (5.40)

The initial conditions are still parametrised as in eq. (II.B.32) and eq. (II.B.33), that is:

ΓS,0,N = 1 + α(µ0)
2π

(
F0 + F1 log N̄ + F2 log2 N̄

)
+O

(
N−1

)
, (5.41)

Γγ,0,N = O
(
N−1

)
, (5.42)

but in the ∆ scheme we have (eq. (4.12)):

F0 = 3
2L0 , (5.43)

F1 = −2L0 , (5.44)
F2 = 0 , (5.45)

to be compared with eq. (II.B.34)–eq. (II.B.36). By taking this into account, eq. (5.40)
has the same functional form as eq. (II.B.74), namely:

Γ(∆1)
γ (z) z→1−→ exp

[
−
(2nF

3 + χ1,0

)
t

] 5∑
j=1

Γ(∆1)
γ,j (z) . (5.46)

The j = 5 contribution to eq. (5.46) stems from the second term on the r.h.s. of eq. (5.40).
From eq. (5.23) we have, analogously to eq. (II.B.73):

Γ(∆1)
γ,5 (z) = α(µ0)

2π
1 + (1− z)2

z
L0 . (5.47)

We recall that the form of eq. (5.46) is suited to taking the fixed-α limit. In general, the
prefactor of that equation is equal to α(µ0)/α(µ) (see eq. (II.B.79)), whence eq. (5.47) times
that prefactor coincides with eq. (5.23), as it should. As far as the j ≤ 4 contributions to
eq. (5.46) are concerned, they all stem from the first term on the r.h.s. of eq. (5.40). They
are formally similar to their MS counterparts, eq. (II.B.38), but are significantly different
from them in practice. They read as follows:

Γ(∆1)
γ,j (z) ∞= M−1

[
1
N
N̄−κj

∑3
i=0 x

(j)
i logi N̄∑3

i=0 y
(j)
i logi N̄

]
, j = 1, 2, 3, 4 . (5.48)

Thus, the largest power of log N̄ in both the numerator and the denominator of eq. (5.48)
is equal to 3 (while it is equal to 4 and to 1, respectively, in MS). This is true when α 6= 0.
In the α→ 0 limit, i.e. at the LL, the x(j)

i and y(j)
i coefficients are such that the numerator

of eq. (5.48) is N -independent, while the denominator is of O(log N̄). Explicitly, one finds
that at α→ 0 eq. (5.46) coincides with eq. (II.B.88), i.e. with the MS result; this is indeed
what must happen, since at the LL any scheme dependence disappears. At the NLL, the
behaviour of the numerator and denominator of eq. (5.48) implies that the photon PDF is
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at most a constant at z → 1. We can easily compute such a constant; terms that vanish as
some inverse power of log(1− z) would require a lengthy calculation (much more so than in
the case of MS), and this does not appear to be worth the effort. We obtain what follows:

Γ(∆1)
γ (z, µ) z→1−→ 1

2π
α2(µ0)
α(µ)

1 + (1− z)2

z
L0 + 1

2πξ1,0

α2(µ0)
α(µ) L0

− α(µ)
2πξ1,0

e−γEξ1,0teξ̂1,0t

Γ (1 + ξ1,0t)
(1− z)ξ1,0t L0 (5.49)

' 1
2π

α2(µ0)
α(µ)

1 + (1− z)2

z
L0 + 1

2πξ1

t α2(µ0)
α(µ) L0

− t α(µ)
2πξ1

e−γEξ1eξ̂1

Γ (1 + ξ1) (1− z)ξ1 L0 . (5.50)

Eq. (5.50) is obtained from eq. (5.49) by undoing, at the purely parametric level, the
linearisation introduced to deal with the subleading-N evolution operator; this stems from
eq. (5.29). While the undoing of the linearisation is not justified mathematically, it seems
to be fairly harmless, and if so eq. (5.50) should be considered as our best prediction for
the large-z photon PDF.

The first term on the r.h.s. of eq. (5.50) stems from the leading-N contribution, whereas
the second and third terms stem from the subleading contribution. In the strict z → 1
limit, where all terms that vanish need to be ignored, the first and the second terms are
equal to non-zero constants of the same order, while the third term vanishes. Thus, by
neglecting higher-order terms (in α) originating from the expansion of ξ1, we have:

Γ(∆1)
γ (z, µ) z→1−→ 1

2π
α2(µ0)
α(µ) L0 + 1

4π
α2(µ0)
α(µ) L0 + 0 = 3

4π
α2(µ0)
α(µ) L0 . (5.51)

This has to be compared with its analogue in MS, eq. (1.2), which is divergent at z → 1,
and is so that such a divergence is entirely driven by the subleading-N solution of the
evolution equation. While this does not happen in the ∆ scheme, also in this case it is true
that subleading-N contributions cannot be neglected for the computation of the photon
PDF to be reliable in the z → 1 region.

Finally, note that eq. (5.50) vanishes identically when L0 = 0. This is a consequence of
the fact that, in the ∆ scheme, when L0 = 0 all initial conditions are equal to zero, except
for the O(α0) one of the electron (which is equal to δ(1 − z)). In turn, this implies that
the largest power of log N̄ in the numerator of eq. (5.48) is equal to 2, while that in the
denominator is equal to 3. Therefore, at L0 = 0 the photon PDF is in general non-zero for
a generic z, but vanishes at least as fast as log−1(1− z) at z → 1.

6 Conclusions

In this paper, we have studied analytically the behaviour of the NLL-accurate electron and
photon PDFs of the electron in the z → 1 region, by considering a DIS-like factorisation
scheme, called ∆. This region gives the dominant contribution to e+e− cross sections, and
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is therefore important, in view of the precision targets for theoretical calculations to be
achieved in the context of the physics programs of future lepton colliders, that the sys-
tematics associated with the factorisation-scheme dependence be carefully assessed. This
can be done by comparing predictions for any given process obtained with PDFs evolved
with different factorisation schemes, such as those derived here and their MS analogues,
previously computed at the NLL accuracy in ref. [13].

The main results of this work are given in eqs. (4.40) and (4.67) (for both the singlet and
the non-singlet), and eq. (5.50) (for the photon). We have shown that, while the definition
of the ∆ scheme aims to obtain NLL-accurate PDFs which are as close as possible to their
LL counterparts, this happens only if suitably-defined initial conditions are evolved by
including the effects of the running of α to all orders. A truncation of running-α effects
to some order in α in the evolution equation causes the electron PDF to develop a non-
integrable singularity at z = 1. This is a result which is peculiar to QED, and its QCD
analogue (the fragmentation function of a heavy quark) has no comparable issue.

When the running of α is properly taken into account, the NLL PDFs in the ∆ scheme
have the same z → 1 functional forms as their LL analogues. This is not the case for the
MS scheme, whose PDFs feature additional log(1− z) terms w.r.t. those possibly present
at the LL. While this is a positive characteristics from a theoretical viewpoint, in view of
the fact that PDFs are non-physical quantities its phenomenological implications can be
assessed only after computing observable cross sections.
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A Some useful formulae for inverse Mellin transforms

We are interested in computing the following inverse Mellin transform:

M−1
[
N−ξ logq N̄

]
(A.1)

for any positive real number ξ and positive integer q. In order to do so, we introduce an
arbitrary real parameter β, so that:

eβ log N̄ =
∞∑
q=0

βq

q! logq N̄ . (A.2)

Therefore, by assuming uniform convergence:

M−1
[
N−ξ logq N̄

]
= ∂q

∂βq
M−1

[
N−ξeβ log N̄

]∣∣∣
β=0

. (A.3)

Since
M
[
(1− z)−1+ρ

] ∞= Γ(ρ)N−ρ (A.4)
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for any positive ρ, then:

M−1
[
N−ξeβ log N̄

] ∞= eγEβ

Γ(ξ − β) (1− z)−1+ξ−β (A.5)

= exp
[
γEβ − (1− ξ + β) log(1− z)− log Γ(ξ − β)

]
. (A.6)

The expression in eq. (A.6) is well suited to the computation of the derivatives of interest.
In fact, one can apply the Faà di Bruno formula for composite derivatives, namely:

dqf(g(β))
dβq

=
q∑
i=1

f (i)(g(β))Bq,i
(
g(1)(β), g(2)(β), . . . g(q−i+1)(β)

)
, (A.7)

valid for any two functions f and g. In our case, from eq. (A.6) we have:

f(z) = ez , (A.8)
g(β) = γEβ − (1− ξ + β) log(1− z)− log Γ(ξ − β) . (A.9)

In eq. (A.7), by Bq,i we have denoted the incomplete exponential Bell polynomials. In fact,
given eq. (A.8), all of the derivatives of the function f in eq. (A.7) are identical to the
function itself, and can therefore be factored out from the summation. In this way, the
complete exponential Bell polynomials:

Bq(x1, . . . xq) =
q∑
i=1

Bq,i
(
x1, . . . xq−i+1

)
(A.10)

emerge naturally in eq. (A.7). By putting all this together, we therefore obtain:

M−1
[
N−ξ logq N̄

] ∞= (1− z)−1+ξ

Γ(ξ) Bq
(
Φq(ξ)

)
, (A.11)

where we have introduced the q-dimensional vector Φq, whose components, according to
eq. (A.7), are:

Φ[i]
q (ξ) = dig(β)

dβi

∣∣∣∣∣
β=0

. (A.12)

With the explicit form of eq. (A.9), this leads to:

Φq(ξ) = Ψq(ξ) +
(
− log(1− z) ,~0q−1

)
, (A.13)

Ψq(ξ) =
(
γE + ψ0(ξ),−ψ1(ξ), . . . , (−)q−1ψq−1(ξ)

)
, (A.14)

where ψk(ξ) are the polygamma functions:

ψk(ξ) = dk+1

dξk+1 log Γ(ξ) . (A.15)

We can now exploit the following sum rule of the complete exponential Bell polynomials:

Bq(x1 + y1, . . . xq + yq) =
q∑
i=0

(
q

i

)
Bq−i(x1, . . . xq−i)Bi(y1, . . . yi) , (A.16)
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and the identity:
Bi(y1, 0, . . . 0) = yi1 . (A.17)

This leads to an explicit expression for the inverse Mellin transform of eq. (A.1), namely:15

M−1
[
N−ξ logq N̄

] ∞= ξ(1− z)−1+ξ

Γ(1 + ξ)

q∑
i=0

(−)q−i
(
q

i

)
di(ξ) logq−i(1− z) , (A.18)

where:
dk(ξ) = Bk

(
Ψk(ξ)

)
. (A.19)

The derivation above, and the role that the Bell polynomials play in the Faà di Bruno
formula, suggest an alternative form for the coefficients dk. Indeed, one can verify by
employing that formula that the quantity:

Gd(ξ, δ) = e−γE(ξ−δ)

Γ(ξ − δ) (A.20)

can be used as the generating functional of the dk coefficients, namely:

dk(ξ) = 1
Gd(ξ, 0)

∂kGd(ξ, δ)
∂δk

∣∣∣∣∣
δ=0

. (A.21)

The results of eqs. (A.19) and (A.21) coincide. We mention the fact that the functions
A(ξ) and B(ξ), introduced in ref. [13] and that appear in eq. (1.1), are such that:

d1(ξ) = −A(ξ) , (A.22)

d2(ξ) = 2B(ξ)− π2

6 . (A.23)

The form of eq. (A.19) allows one to find relationships among the dk coefficients. Explicitly,
by using the following recursion relation for the complete Bell polynomials:

Bk(x1, . . . xk) =
k∑
i=1

(
k − 1
i− 1

)
xiBk−i(x1, . . . xk−i) , (A.24)

we obtain:

dk(ξ) =
k∑
i=1

(
k − 1
i− 1

)
Ψ[i]
k (ξ) dk−i(ξ) . (A.25)

In fact, eq. (A.25) can be used to compute the dk coefficients with increasing values of k,
starting from k = 0 and using the fact that:

B0(x) = 1 =⇒ d0(ξ) = 1 . (A.26)

Furthermore, the expression of the dk(ξ) coefficients in terms of the Bell polynomials allows
one to compute the ξ → 0 behaviour of such coefficients, which is directly relevant to the

15For results of similar kind as that of eq. (A.18), see e.g. refs. [31–33].
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electron PDFs (where ξ = ξ1, and ξ1 ' 0.05 for scales of O(100 GeV)). This is done as
follows. Consider:

S =
∞∑
k=0

dk(ξ)
tk

k! ≡
∞∑
k=0

Bk
(
Ψk(ξ)

) tk
k! = exp

 ∞∑
j=1

Ψ[j]
∞(ξ) t

j

j!

 , (A.27)

where the rightmost equality follows from the fact that the complete exponential Bell
polynomials satisfy the generating-functional relation:

exp

 ∞∑
j=1

xj
tj

j!

 =
∞∑
k=0

Bk(x1, . . . xk)
tk

k! . (A.28)

By construction:

dk(ξ) = ∂kS

∂tk

∣∣∣∣∣
t=0

. (A.29)

We can now use the following representation of the polygamma functions:

ψk(ξ) = −γEδk0 −
(−)kk!
ξk+1 +

∞∑
i=1

(
δk0
i
− (−)kk!

(i+ ξ)k+1

)
, (A.30)

to write their small-ξ behaviour as follows:

ψk(ξ) = −γEδk0 −
(−)kk!
ξk+1 +

∞∑
i=1

(
δk0
i
− (−)kk!

ik+1

)
(A.31)

+ ξ (−)k(k + 1)!
∞∑
i=1

1
ik+2 −

ξ2

2 (−)k(k + 2)!
∞∑
i=1

1
ik+3 +O(ξ3) .

The series on the r.h.s. of this equation can easily be summed, leading to:

ψk(ξ) = −(−)kk!
ξk+1 − γEδk0 − (−)kk! ζk+1 (1− δk0) (A.32)

+ ξ (−)k(k + 1)! ζk+2 −
ξ2

2 (−)k(k + 2)! ζk+3 +O(ξ3) .

We can use this expression for evaluating the arguments of the Bell polynomials in
eq. (A.27); according to eq. (A.14):

Ψ[j]
∞(ξ) = γEδj1 + (−)j−1ψj−1(ξ) . (A.33)

With this, we obtain:

∞∑
j=1

Ψ[j]
∞(ξ) t

j

j! = log
(

1− t

ξ

)
+ γEt− log Γ(1− t) (A.34)

−
(
γE + ψ0(1− t)

)
ξ +

(
π2

12 −
1
2ψ1(1− t)

)
ξ2 +O(ξ3) .
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Therefore:

S = ξ − t
ξΓ(1− t) (A.35)

× exp
[
γEt−

(
γE + ψ0(1− t)

)
ξ +

(
π2

12 −
1
2ψ1(1− t)

)
ξ2 +O(ξ3)

]
.

In the computation of the derivatives of interest, eq. (A.29), it is a simple matter of algebra
to see that:

dk(ξ) = −k
ξ

∂k−1

∂tk−1
eγEt

Γ(1− t)

∣∣∣∣∣
t=0

+O(ξ0) . (A.36)

This proves that all dk coefficients diverge at most as 1/ξ at small ξ, which is a remarkable
fact in view of eq. (A.31), that exhibits a much steeper ξ → 0 behaviour. By using the Faà
di Bruno formula in eq. (A.36) we arrive at:

dk(ξ) = −k
ξ
Bk−1

(
Zk−1

)
+O(ξ0) , (A.37)

having defined the (k − 1)-dimensional vector:

Zk−1 =
(
0, −1! ζ2, −2! ζ3, . . . , −(k − 2)! ζk−1

)
. (A.38)

We have verified up to k = O(25) that the result of eq. (A.37) is in agreement with that
obtained by Taylor-expanding in ξ the complete result for dk(ξ) of either eq. (A.19) or
eq. (A.21); while computing the former is straightforward, the computation of the latter
becomes involved for Mathematica, starting at about k = 10.

Before concluding this section, we remark that eq. (A.18) can be used to arrive at a
minor improvement of the result for the MS photon PDF w.r.t. that obtained in ref. [13].
This is due to applying eq. (A.18) in eq. (II.B.39) and eq. (II.B.40),16 which leads to the
possibility of computing the functions in eq. (II.B.41), eq. (II.B.43), eq. (II.B.44), and
eq. (II.B.45) exactly in κ, rather than by means of an O(κ2) expansion as in ref. [13].
We obtain:

M1(z;κ,M1,M2) = e−γEκ(1−z)κ

Γ(1+κ)

×
∞∑
i=0

(−)iM i
1 di(1+κ)

(M2−M1 log(1−z))i+1 , (A.39)

Mp+2(z;κ,M1,M2) = e−γEκ(1−z)κ

Γ(1+κ)

×
p∑
i=0

(−)p−i
(
p

i

)
di(1+κ) logp−i(1−z) , 0≤ p≤ 3 , (A.40)

with the di coefficients given in eq. (A.19) or eq. (A.21).
16Note that in eq. (A.18) there is a factor N−κ, whereas eq. (II.B.39) and eq. (II.B.40) a factor N̄−κ.

Furthermore, eq. (A.18) must be used after having performed the formal replacement κ→ 1 + κ.
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In practice, the parameter κ actually used in the computation of the MS photon PDF
is either very small or equal to zero; thus, the numerical results of eqs. (A.39) and (A.40)
do not differ either significantly or at all from those of ref. [13]. Note that eq. (II.B.41)
corresponds to limiting the summation on the r.h.s. of eq. (A.39) to i ≤ 2. Conversely, the
infinite sum of eq. (A.39) can be formally expressed by means of a Borel integral, thanks
to eq. (A.21):

M1(z;κ,M1,M2)= e−γEκ(1− z)κ

Γ(1 + κ)
((
M2 −M1 log(1− z)

)
Gd(1 + κ, 0)

)−1

×
∫ ∞

0
dt e−t Gd

(
1 + κ,− tM1

M2 −M1 log(1− z)

)
. (A.41)

In view of eq. (A.20), the integral on the r.h.s. of eq. (A.41) cannot be computed analytically,
and therefore this is a result of limited interest.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.

References

[1] D.R. Yennie, S.C. Frautschi and H. Suura, The infrared divergence phenomena and
high-energy processes, Annals Phys. 13 (1961) 379 [INSPIRE].

[2] S. Jadach, B.F.L. Ward and Z. Was, Coherent exclusive exponentiation for precision Monte
Carlo calculations, Phys. Rev. D 63 (2001) 113009 [hep-ph/0006359] [INSPIRE].

[3] H. Anlauf, H.D. Dahmen, P. Manakos, T. Mannel and T. Ohl, KRONOS: A Monte Carlo
event generator for higher order electromagnetic radiative corrections to deep inelastic
scattering at HERA, Comput. Phys. Commun. 70 (1992) 97 [INSPIRE].

[4] J. Fujimoto, Y. Shimizu and T. Munehisa, Monte Carlo approach to radiative processes in
e+e− annihilation, Prog. Theor. Phys. 90 (1993) 177 [INSPIRE].

[5] T. Munehisa, J. Fujimoto, Y. Kurihara and Y. Shimizu, Improved QEDPS for radiative
corrections in e+e− annihilation, Prog. Theor. Phys. 95 (1996) 375 [hep-ph/9603322]
[INSPIRE].

[6] C.M. Carloni Calame, C. Lunardini, G. Montagna, O. Nicrosini and F. Piccinini, Large angle
Bhabha scattering and luminosity at flavor factories, Nucl. Phys. B 584 (2000) 459
[hep-ph/0003268] [INSPIRE].

[7] E.A. Kuraev and V.S. Fadin, On Radiative Corrections to e+e− Single Photon Annihilation
at High-Energy, Sov. J. Nucl. Phys. 41 (1985) 466 [INSPIRE].

[8] J.R. Ellis and R. Peccei, eds., Physics AT LEP. 1, CERN, Geneva, Switzerland (1986)
[INSPIRE].

[9] M. Skrzypek and S. Jadach, Exact and approximate solutions for the electron nonsinglet
structure function in QED, Z. Phys. C 49 (1991) 577 [INSPIRE].

[10] M. Skrzypek, Leading logarithmic calculations of QED corrections at LEP, Acta Phys. Polon.
B 23 (1992) 135 [INSPIRE].

– 30 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/0003-4916(61)90151-8
https://inspirehep.net/search?p=find+J%20%22Annals%20Phys.%2C13%2C379%22
https://doi.org/10.1103/PhysRevD.63.113009
https://arxiv.org/abs/hep-ph/0006359
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0006359
https://doi.org/10.1016/0010-4655(92)90095-G
https://inspirehep.net/search?p=find+J%20%22Comput.Phys.Commun.%2C70%2C97%22
https://doi.org/10.1143/PTP.90.177
https://inspirehep.net/search?p=find+J%20%22Prog.Theor.Phys.%2C90%2C177%22
https://doi.org/10.1143/PTP.95.375
https://arxiv.org/abs/hep-ph/9603322
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9603322
https://doi.org/10.1016/S0550-3213(00)00356-4
https://arxiv.org/abs/hep-ph/0003268
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0003268
https://inspirehep.net/search?p=find+J%20%22Sov.J.Nucl.Phys.%2C41%2C466%22
https://inspirehep.net/search?p=find+doi%20%2210.5170%2FCERN-1986-002-V-1%22
https://doi.org/10.1007/BF01483573
https://inspirehep.net/search?p=find+J%20%22Z.Phys.%2CC49%2C577%22
https://inspirehep.net/search?p=find+J%20%22Acta%20Phys.Polon.%2CB23%2C135%22


J
H
E
P
0
7
(
2
0
2
1
)
1
8
0

[11] M. Cacciari, A. Deandrea, G. Montagna and O. Nicrosini, QED structure functions: A
Systematic approach, Europhys. Lett. 17 (1992) 123 [INSPIRE].

[12] S. Frixione, Initial conditions for electron and photon structure and fragmentation functions,
JHEP 11 (2019) 158 [arXiv:1909.03886] [INSPIRE].

[13] V. Bertone, M. Cacciari, S. Frixione and G. Stagnitto, The partonic structure of the electron
at the next-to-leading logarithmic accuracy in QED, JHEP 03 (2020) 135
[arXiv:1911.12040] [INSPIRE].

[14] J. Blumlein and H. Kawamura, Universal higher order singlet QED corrections to
unpolarized lepton scattering, Eur. Phys. J. C 51 (2007) 317 [hep-ph/0701019] [INSPIRE].

[15] J. Blumlein, A. De Freitas and W. van Neerven, Two-loop QED Operator Matrix Elements
with Massive External Fermion Lines, Nucl. Phys. B 855 (2012) 508 [arXiv:1107.4638]
[INSPIRE].

[16] G. Altarelli, R.K. Ellis and G. Martinelli, Leptoproduction and Drell-Yan Processes Beyond
the Leading Approximation in Chromodynamics, Nucl. Phys. B 143 (1978) 521 [Erratum
ibid. B 146 (1978) 544].

[17] V. Bertone, M. Cacciari, S. Frixione, G. Stagnitto, M. Zaro and X. Zhao, Studies of e+e−

cross sections at the next-to-leading logarithmic accuracy, in preparation.

[18] V.N. Gribov and L.N. Lipatov, Deep inelastic e p scattering in perturbation theory, Sov. J.
Nucl. Phys. 15 (1972) 438 [INSPIRE].

[19] L.N. Lipatov, The parton model and perturbation theory, Yad. Fiz. 20 (1974) 181 [Sov. J.
Nucl. Phys. 20 (1975) 94] [INSPIRE].

[20] G. Altarelli and G. Parisi, Asymptotic Freedom in Parton Language, Nucl. Phys. B 126
(1977) 298 [INSPIRE].

[21] Y.L. Dokshitzer, Calculation of the Structure Functions for Deep Inelastic Scattering and
e+e− Annihilation by Perturbation Theory in Quantum Chromodynamics, Sov. Phys. JETP
46 (1977) 641 [INSPIRE].

[22] M. Diemoz, F. Ferroni, E. Longo and G. Martinelli, Parton Densities from Deep Inelastic
Scattering to Hadronic Processes at Super Collider Energies, Z. Phys. C 39 (1988) 21
[INSPIRE].

[23] W. Furmanski and R. Petronzio, Lepton - Hadron Processes Beyond Leading Order in
Quantum Chromodynamics, Z. Phys. C 11 (1982) 293 [INSPIRE].

[24] S. Frixione, Z. Kunszt and A. Signer, Three jet cross-sections to next-to-leading order, Nucl.
Phys. B 467 (1996) 399 [hep-ph/9512328] [INSPIRE].

[25] S. Frixione, A General approach to jet cross-sections in QCD, Nucl. Phys. B 507 (1997) 295
[hep-ph/9706545] [INSPIRE].

[26] R. Frederix, S. Frixione, V. Hirschi, D. Pagani, H.S. Shao and M. Zaro, The automation of
next-to-leading order electroweak calculations, JHEP 07 (2018) 185 [arXiv:1804.10017]
[INSPIRE].

[27] M. Cacciari, M. Greco and P. Nason, The pT spectrum in heavy flavor hadroproduction,
JHEP 05 (1998) 007 [hep-ph/9803400] [INSPIRE].

[28] B. Mele and P. Nason, The Fragmentation function for heavy quarks in QCD, Nucl. Phys. B
361 (1991) 626 [Erratum ibid. 921 (2017) 841] [INSPIRE].

– 31 –

https://doi.org/10.1209/0295-5075/17/2/007
https://inspirehep.net/search?p=find+J%20%22Europhys.Lett.%2C17%2C123%22
https://doi.org/10.1007/JHEP11(2019)158
https://arxiv.org/abs/1909.03886
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.03886
https://doi.org/10.1007/JHEP03(2020)135
https://arxiv.org/abs/1911.12040
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1911.12040
https://doi.org/10.1140/epjc/s10052-007-0300-0
https://arxiv.org/abs/hep-ph/0701019
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0701019
https://doi.org/10.1016/j.nuclphysb.2011.10.009
https://arxiv.org/abs/1107.4638
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1107.4638
https://doi.org/10.1016/0550-3213(78)90067-6
https://inspirehep.net/search?p=find+J%20%22Sov.J.Nucl.Phys.%2C15%2C438%22
https://inspirehep.net/search?p=find+J%20%22Sov.J.Nucl.Phys.%2C20%2C94%22
https://doi.org/10.1016/0550-3213(77)90384-4
https://doi.org/10.1016/0550-3213(77)90384-4
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB126%2C298%22
https://inspirehep.net/search?p=find+J%20%22Sov.Phys.JETP%2C46%2C641%22
https://doi.org/10.1007/BF01560387
https://inspirehep.net/search?p=find+J%20%22Z.Phys.%2CC39%2C21%22
https://doi.org/10.1007/BF01578280
https://inspirehep.net/search?p=find+J%20%22Z.Phys.%2CC11%2C293%22
https://doi.org/10.1016/0550-3213(96)00110-1
https://doi.org/10.1016/0550-3213(96)00110-1
https://arxiv.org/abs/hep-ph/9512328
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9512328
https://doi.org/10.1016/S0550-3213(97)00574-9
https://arxiv.org/abs/hep-ph/9706545
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9706545
https://doi.org/10.1007/JHEP07(2018)185
https://arxiv.org/abs/1804.10017
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1804.10017
https://doi.org/10.1088/1126-6708/1998/05/007
https://arxiv.org/abs/hep-ph/9803400
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9803400
https://doi.org/10.1016/0550-3213(91)90597-Q
https://doi.org/10.1016/0550-3213(91)90597-Q
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB361%2C626%22


J
H
E
P
0
7
(
2
0
2
1
)
1
8
0

[29] W. Magnus, On the exponential solution of differential equations for a linear operator,
Commun. Pure Appl. Math. 7 (1954) 649.

[30] S. Blanes, F. Casas, J. Oteo and J. Ros, The Magnus expansion and some of its applications,
Phys. Rept. 470 (2009) 151 [arXiv:0810.5488].

[31] J. Blumlein and S. Kurth, Harmonic sums and Mellin transforms up to two loop order, Phys.
Rev. D 60 (1999) 014018 [hep-ph/9810241] [INSPIRE].

[32] M. Bonvini, Resummation of soft and hard gluon radiation in perturbative QCD, Ph.D.
thesis, Genoa University (2012) arXiv:1212.0480 [INSPIRE].

[33] A.A. Almasy, N.A. Lo Presti and A. Vogt, Generalized threshold resummation in inclusive
DIS and semi-inclusive electron-positron annihilation, JHEP 01 (2016) 028
[arXiv:1511.08612] [INSPIRE].

– 32 –

https://doi.org/10.1002/cpa.3160070404
https://doi.org/10.1016/j.physrep.2008.11.001
https://arxiv.org/abs/0810.5488
https://doi.org/10.1103/PhysRevD.60.014018
https://doi.org/10.1103/PhysRevD.60.014018
https://arxiv.org/abs/hep-ph/9810241
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9810241
https://arxiv.org/abs/1212.0480
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1212.0480
https://doi.org/10.1007/JHEP01(2016)028
https://arxiv.org/abs/1511.08612
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1511.08612

	Introduction
	Evolution operator
	A DIS-like factorisation scheme
	Non-singlet large-z solutions
	delta(1) result
	delta(2) result
	Comments

	Singlet-photon large-z solutions
	Conclusions
	Some useful formulae for inverse Mellin transforms

