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Abstract. SU(2) gauge fields coupled to an axion field can acquire an isotropic background
solution during inflation. We study homogeneous but anisotropic inflationary solutions in the
presence of such (massless) gauge fields. A gauge field in the cosmological background may
pose a threat to spatial isotropy. We show, however, that such models generally isotropize in
Bianchi type-I geometry, and the isotropic solution is the attractor. Restricting the setup by
adding an axial symmetry, we revisited the numerical analysis presented in [1]. We find that
the reported numerical breakdown in the previous analysis is an artifact of parametrization
singularity. We use a new parametrization that is well-defined all over the phase space. We
show that the system respects the cosmic no-hair conjecture and the anisotropies always
dilute away within a few e-folds.
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1 Introduction

Our Universe is nearly homogeneous and isotropic on cosmological scales. It is natural to
seek a dynamical explanation for that unexpected symmetry, i.e., isotropic and homogeneous
Universe is an attractor solution of the cosmic evolution. Gibbons and Hawking argued that
the late-time behavior of any accelerating Universe is an isotropic Universe, i.e., “cosmic
no-hair conjecture” [2, 3]. Wald’s “cosmic no-hair theorem” proved that Bianchi-type models
(except Bianchi type-IX) with a positive cosmological constant and a standard matter field
would approach de Sitter space exponentially fast [4]. The current data are in agreement
with the concept of cosmic Inflation [5-9], which postulates an epoch of quasi de Sitter
expansion in the early Universe. Inflation, however, does not satisfy the conditions for Wald’s
theorem completely because it is driven by a rolling scalar field rather than a cosmological
constant. Therefore, the inflationary version of the cosmic no-hair theorem states that (in the
presence of spinning fields) anisotropies may grow during inflation, though their amplitude
is suppressed by the slow-roll evolution [10].

While the particle physics of inflation is still unknown, one well-motivated candidate
for the inflaton field is an axion field. Axions are naturally coupled to gauge fields which
are the building blocks of particle physics models. Non-Abelian gauge fields may contribute
to the physics of inflation and acquire a vacuum expectation value (VEV) while respect-
ing the spatial isotropy [11, 12]. Inspired by the original models (gauge-flation [11, 12] and
chromo-natural inflation [13]), several different realizations of SU(2)-axion inflation models



have been proposed and studied in the literature (see [14] and section 2 of [15] for reviews,
and references therein). Gauge fields in physics of inflation give rise to a rich phenomenol-
ogy. In particular, they produce particles during inflation, such as charged Higgs via the
Schwinger effect [16] and charged fermions by both the Schwinger effect [17-19] and chiral
anomaly [20, 21]. As all the Sakharov conditions [22] are satisfied during inflation [23-26], it
provides a natural setting for generating the matter-anti matter asymmetry [20, 21]. Another
consequence of the Schwinger effect [15] is the sourced primordial gravitational waves. As
a cosmological smoking gun, it predicts a stochastic background of chiral [14, 27-30] and
non-Gaussian [31-33] primordial gravitational waves, which leads to parity-odd cross-spectra
for CMB experiments and circular polarization for laser interferometers [34]. Detection of
this background is an excellent target for all gravitational wave experiments (CMB, pulsar
timing arrays, and laser interferometers) across at least 21 decades in frequencies [35].

The SU(2) gauge field and its spatial isotropy have a number of compelling phenomeno-
logical and observational consequences. But is this isotropic gauge field’s VEV the attractor
solution? Do the SU(2)-axion models respect the cosmic no-hair conjecture? Embedding
the gauge-flation and chromo-natural inflation models in Bianchi type-I geometry, the above
questions have been addressed in [36] and [37], respectively, and the case of massive SU(2)
gauge field has been studied in [38]. All these studies were based on assuming i) an axial
symmetry in Bianchi type-I geometry and ii) that the SU(2) VEV is diagonal in the same
frame as the metric. Based on these restrictive assumptions, it was shown that the massless
SU(2) gauge fields coupled to the axion field by a Chern-Simons interaction do respect the
cosmic no-hair conjecture in Bianchi type-I geometry. Therefore, the initial homogeneous but
anisotropic geometrical deviations from the Friedmann-Lemaitre-Robertson-Walker (FLRW)
metric are washed out during the period of inflation, and the gauge field’s isotropic VEV is
the attractor solution [36, 37]. However, in the case of massive gauge fields, the anisotropic
solution can be the attractor if at least two colors of the gauge field take unequal masses [38].

These previous stability analyses have shortcomings; 1) the assumption of axial sym-
metry, and 2) restricting the numerical analysis to the limit that A, < O(1)HoA,,. Here A,
is the gauge field, a dot denotes time derivative, and Hj is the Hubble expansion rate during
slow-roll inflation. In this paper, we address these issues for the massless case. Considering
the most general Bianchi type-I geometry and homogeneous but anisotropic SU(2) field con-
figurations, we prove that this setup always satisfies the cosmic no-hair conjecture. The key
of the proof is that the Chern-Simons interaction with the axion only sources the isotropic
part of the gauge field. We also extend the previous numerical analysis to the regime in
which the kinetic term of the gauge field is large, i.e., Au > HpA,. Recently, the authors
of [1] studied this regime for the spectator SU(2)-axion inflation model introduced in [39]. It
was shown that the numerical analysis breaks down in that region, i.e., no-go area. In this
paper, we show that this numerical breakdown was an artifact of our choice of parametriza-
tion, which is not well-defined around the no-go area. Considering a parametrization that
is well-defined throughout the phase space, we study the system again, and the no-go area
disappears. Therefore, the isotropic solution is the attractor of the inflationary solutions.

The rest of this paper is organized as follows. In section 2, we study the chromo-natural
inflation models [13] in Bianchi type-I geometry. In section 3, we embed the spectator SU(2)-
axion inflation model [39] in the same geometry and study the evolution of anisotropies and
the VEV. In section 4, we discuss the geometry of the anisotropic gauge field configuration.
In section 5, we prove that the SU(2)-axion models with light gauge fields generally satisfy
the cosmic no-hair condition in Bianchi type-I geometry. We conclude in section 6.



Throughout this work, we denote the variables at the initial time by the subscript 0.
We also work in natural units where ¢ = A = 1, the reduced Planck mass Mp; is set to 1,
and the metric signature is the mostly positive one (—, +,+, +).

2 Chromo-natural model in Bianchi type-1 geometry

The chromo-natural (CN) model for inflation is given by the action [13]:
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where R is the Ricci scalar, p is the axion energy scale, A is the Chern-Simons coupling
constant, and Fy, is the field strength tensor of the SU(2) gauge field given by

Ff, = 0,A% — 0,A% + gaeq Ab A, (2.2)
where g, is the gauge coupling constant and €, is the structure constant of the SU(2) algebra.

Specifically, A, = A{T,, where {T,} are the generators of the SU(2) algebra with a = 1,2,3
such that:

1 1
T,Ty = 0wl + 5z’eabCTc, (2.3)

in which I is the 2 x 2 identity matrix and £%¢

dual of the field strength tensor is given by:

is the totally antisymmetric matrix. The
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where €7P* is the totally anti-symmetric tensor with ¢

Fg,, (2.4)
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We embed this system in a Bianchi type-1 geometry with axial symmetry in x-direction
such that

ds? = —dt? + 2 (674"(t)dx2 + e20(®) (dy2 + d22)> . (2.5)
The Hubble expansion rate H(t) is then given as
H(t) = a(t). (2.6)
Upon introducing this geometry, we have the spatial triads for the SU(2) gauge group given by
ef(t) = e*72958,  e3(t) = e*TO8Y,  ed(t) = e85, (2.7)
To perform calculations, we use the temporal gauge for Aj:
Ao =0, AL = (D)es(t), (2.8)

where ¢ runs from 1 to 3. The axial symmetry is then set by s = 3. We discuss the
most general anisotropic geometry within Bianchi type-I and gauge field configurations in



section 5. Following [37], one can decompose v; in terms of the isotropic and anisotropic
components, ¥ and 3, respectively, as

P(t)

t) = —+~ = t). 2.
Pi(t) B2’ Pa(t) = B(t)Y(1) (2.9)
The isotropic limit in the geometry and gauge field configuration (8 = +1) is given by
=0, Pi(t) =1a(t). (2.10)
The matter Lagrangian of the model in terms of 1 (t) and 1o(t) is
»)
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where the last part is the Chern-Simons term, which does not contribute to the energy density.

2.1 Equations of motion

The equations of motion for this system are given by the two Friedmann equations and the
equations for the different fields. As the coordinate for the geometry anisotropy ¢ has no
potential term, we can assign

oL
D(t) = == = 2De™ 31, (2.12)
o)
where D is some integration constant [1]. As D(¢) is exponentially diluted by inflation, we
ignore this term by setting it to zero for simplicity. This simplifies the study of other initial
conditions. We thus have

_ G (vf = ¥3) + ity — ety

2.13
3+ 297 + 3 (2.13)
The energy density is divided into the axion term and the gauge field term:
p=pa+ Py, (2.14)
with
2. . 1o ¢1 . gwg
pa=v3(a+ot i) 4 > (a—20+ U)F 4 9D (g2 1 g3), (2.15)
and
X 4
szj"‘ﬂ (1+cos§). (2.16)

While it is possible to replace ¢ with the expression given in eq. (2.13), we leave py4 in the
aforementioned form for clarity.
The spatial part of the energy-momentum tensor is given as

T'.(t) = ¢

’ P(t) + 11 (t), (2.17)

J



where P(t) is the pressure and IT* ;(t) is the anisotropic stress tensor, i.e., Tr[IT? ;O] =0.
The pressure P is divided into the axion pressure P, and the gauge field pressure P4 as

.2

_X 4 X
P, = 5 T H (1 + cos f) , (2.18)
Py = %A. (2.19)

The anisotropic stress tensor can be written as IT';(t) = Paaniso diag(—2,1,1), where the
anisotropic pressure is given by

Pasito = Paniso = 3 |7 (6= 20+ 2) = v (a 4.0+ )" — guv (w3 - )| 220)

Only the gauge fields contribute to the anisotropic pressure.
The equations of motion for the geometric anisotropy are given by the Friedmann equa-
tions:

3¢% — 367 = p, (2.21)

& + 366 = Paniso, (2.22)
P

G+ 362 = —%. (2.23)

The anisotropy in the geometry, i.e. &, is sourced by the anisotropic pressure.
The various fields’ equations of motion are given by the principle of extremum action.
This yields:

gaAX

P + 3 = — 1 [20.03 + 2 (06— 26) (6 + 6) + (6 — 26)| + 2 w3, (2.24)

o + Bande = —t2 |93 (V7 +43) + (@ +6) (20— 6)] + g“;xwm, (2.25)
et 3ga N3 T '1 by
X+3a><:7sm§—#[a+%(% %)] (2.26)

There is no direct correspondence between y and &.

2.2 Parameters and initial conditions

In this work, we choose the scale of inflation to be Hy = 1076 Mp;, where the subscript 0
always denotes an initial condition for the variables such as g, X0, B9, and Byg. Assuming
slow-roll inflation, this yields u as

3HZ ~ ut (1 + cos %) . (2.27)

In the isotropic limit, the equation of motion for y in the slow-roll regime dictates:
i gAY
f f

We use this relation to set the initial value of ¢y in the isotropic limit as

p* sin f)

(2.28)

=
k<

(2.29)
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Parameter Value

&y = Hy 106
0 5 % 10-3 Parameter Value
. 500 U 1.1x 1073
f 0.01 Yiso ~34x1073
X0 0.017 x f

Table 1. The parameters and initial conditions we set to study the phase space in the CN system
(left) and the parameters derived from these (right). The initial time derivatives of x and 1 are set
to 0.

In the isotropic limit (i.e. By = By = 0), the system is completely determined upon setting
the values of Hy, g4, A, f and xo. The parameters we use for this study are given in table 1.

In the anisotropic regime, the anisotropic parts of the gauge field contribute to the
energy density and pressure. For a given vy, the deviation of 32 from one and that of 3
from zero increase the energy density of the system. In our phase space analysis, we are
interested in studying anisotropic systems with (roughly) the same energy densities in the
Bo < Hyfp region. That requires a 8 dependent rescaling of 1y comparing to the isotropic
limit in eq. (2.29), i.e.,

Yo = f(Bo)Viso, (2.30)
where f(fy) is worked out as follows. The gauge field’s energy density is given by
1 X . X R 6 2 4
pr=55 [w+w(a—2(d+g))r+62 [w+w(a+(¢+§))]2+gii(ﬂ 2+/62)¢ . (231)

We consider the initial energy density of the system at different values of Sy and Sy /Hop.
While there is a strong similarity in energy for 8 <+ —f, the energy density away from the
isotropic case (8 = £1) can be higher by orders of magnitude as seen in the left panel of
figure 1. Thus, when examining a set of initial conditions, we rescale the value of the initial
isotropic part of the field ¥y to adjust the energy scale such that we have p4(8) ~ pA’,le

for By < HyfBp. This is accomplished by using the rescaling function:

2n—1 52
0
f(ﬁo) = (21)37 (2-32)
(1+252153)
with n = 5.3 (see figure 2). With this rescaling, the point Sy = 0 is associated with ¢y = 0
and vanishing gauge field’s VEV,

(AL (t))]go=0 = 0. (2.33)

Therefore, the By = 0 denotes the isotropic geometry with no gauge field in the background.
This differs from the study in [1] without the rescaling, where 5y = 0 signifies a singularity
point. With this rescaling, the initial energy density landscape becomes sufficiently regular,
as seen in the right panel of figure 1, which enables meaningful comparison of different initial
conditions. The reason for disregarding the contribution of 3y in the rescaling of 1 is that,
for By > HyBo, the axion interaction cannot support this large kinetic term of the gauge
field, and it gets diluted away as radiation.
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Figure 1. Applying the rescaling scheme in eq. (2.30) enables a meaningful comparison between
different initial condition sets. Without the rescaling (left panel), most of the phase space has an
energy density several orders of magnitude higher than the energy density at 5 = +1. After rescaling
(right panel), most of the phase space with Bo < Hpfo becomes comparable to 8 = £1 in terms of
the energy density. The middle strip is masked, as the density there is very small pa/pa,g=1 — 0,
hence [Inpa/pa p=1| = .
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Figure 2. The rescaling function, f(5y) (eq. (2.32)), with respect to Sy. The points Sy = 1 are the
isotropic solutions for the VEV.

2.3 Phase space of anisotropic VEV

In this section, we work out the phase space of the anisotropic part of the gauge field, i.e.,
(8, ﬂ) Points in this phase space are associated with systems with the isotropic parameters
and initial conditions given in table 1 while each given (3, ﬁ) point represents the system
with the same initial values of the anisotropic field. The value of vy is set as in (2.30). Given
that, we study i) the number of e-folds it takes for each system to isotropize, and ii) whether
the gauge field VEV isotropizes or dilutes away. We use a numerical code that evaluates the
trajectories of each system as a set of ordinary differential equations. We solve them using
the Runge-Kutta (RK) method. We evaluate the next integration step with the 4th order

RK method and assess the integration error with a 5th order RK method. The integration
step is adjusted accordingly.
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Figure 3. The phase space of (fy, Bo /Hp). Left panel: the absolute value of « in the color bar
denotes the number of e-folds that takes for ¢/d to become sufficiently small (see eq. (2.35)). The
negative « values show points for which the sign of 3(¢) switches during its evolution. Without loss
of generality and only for simplicity, here we assumed ay = 0. Right panel: the phase space with
focus on the evolution of the gauge field VEV. The colors mark points with final i) isotropization of
the VEV (yellow), ii) dilution of the VEV during inflation (dark blue), and iii) points that are not
simulated or the run time exceeded the expected limit (cyan). In both panels, the middle strip is not
simulated. When 8 = 0 while ¢ # 0 the system is ill-defined. When ¢ = 0, it is FLRW by default.
Thus the 8y = 0 line is assigned the default value of oy = 0.

Since the equations of motion for 1,2 and & are intricately coupled, we use the
following integration scheme. We construct the vector V = (o, 11, 12) and for each coordinate
we write the equation of motion in a bilinear form. We then construct and integrate a matrix
equation of the form:

Vi = UM, ", (2.34)

such that M = M (gi, i) is a 3 x 3 matrix of coordinates and their derivatives and U is
a vector of potential type terms. This process is explained in detail in appendix A. Most
previous studies of this kind of a system employed e-folds as a de-facto clock. However, we
use the cosmic time to avoid missing any features and constraining error propagation.

With this numerical setup we evaluate each pair of the (S, 50) initial conditions, and
first work out the number of e-folds it takes for the system to isotropize. We quantify the
exit condition for the system as

o o

<107  and ‘ '<10—3. (2.35)

a0 «
This condition will trigger the end of the simulation, provided that it is fulfilled for 100
consecutive simulation steps. This is done to avoid an erroneous exit due to some momentary
or accidental instance of the conditions being met. The result of this simulation is presented
in the left panel of figure 3.



Parameter Value
&y = Hy 106
5 % 106 Parameter | Value
ga X
~ 1073
A 2000 a
f 01 ¢0 ~ 7T/200
X0 0.017 x f

Table 2. The parameters and initial conditions considered in [1].
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Figure 4. A comparison of the convergence picture in the (5, 1) parametrization (left) and (i1, %2)
parameterization (right). The area previously failing to converge (the white region in the left panel) [1]
coincides with the region in which 8 changes signs during the evolution. This plot shows the system
studied in [1] with the parameters given in table 2. The difference in e-folds-to-convergence is due to
different exit conditions for ¢ /c.

Next, to study the evolution of the gauge field VEV, we simulate the same system, but
with different exit conditions, i.e., whether 2 — 1:

d 82— 1
I 21/ <107% and L <1 |where {5—1 <1073 ), 2.36
o A R 230
or the VEV dilutes away:
(IT) u’ <107% and ¢ <0. (2.37)
0

The result of this simulation is given in the right panel of figure 3.

In [1], a similar setup but with different parameters (reproduced in table 2; small
gauge coupling, g4 = 2 x 1076 and \ as large as 2000) has been studied in terms of (¢, 3)
parametrization for the VEV. It was shown that a sizable part of the parameter space was
unstable, the so-called no-go area (see the left panel of figure 4). In our work, using a differ-
ent parameterization for the VEV, i.e., (¢1,12) instead of (¢, ), we study the same setup
to understand the system in the no-go area. We find that: 1) the model isotropises in all of
the parameter space, and 2) the points in the no-go area are associated with trajectories in
which the § field changes sign during its evolution (see the right panel of figure 4). While
the changing sign of § is ill-defined in (1), ) parametrization, it is allowed in the (i1, 1)2)
parametrization. Notice that when ¢ #£ 0, the points § = 0 and  — F00 are the singularities
of the system. Consequently, we see the entire phase space converges to the FLRW metric.
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Figure 5. The different rescaling schemes of the phase space with respect to 8 and R. In the left
panel, the B-rescaling makes different cells in the same R-slice comparable, whereas in the right panel,
the R-rescaling makes the same [3-cell comparable for different R values.

3 Spectator axion-SU(2) system

We now turn to the spectator version of the CN model introduced in [39]. The action for
this system is:

R o 2 FaVFéAV
A:/d4x\/—g[—2—(“2X)—u4(1+cos);)— “4 (3.1)
M pa e _ (0u8)”
4fF,uZ/Fa ) V((b) )

where ¢ is the inflaton field that dominates the energy density of the Universe at all times.
For later convenience, we define the ratio of potential energies as [1]:

V(o)
TS (1 + cos %) ’

R= (3.2)

which is zero for the CN case while taking a large positive value for the spectator model.
During the period of slow-roll inflation, R ~ ps/pcn.

3.1 Parameters and initial values

We set Hy, A, g4, f and xo similar to the CN model given in table 1. Comparing with the
CN model, the spectator axion-SU(2) inflation model has an extra parameter R. We find
the values of p and g in this model as follows. Assuming slow-roll inflation, the Hubble
expansion rate is given by

8HZ ~ " (1+ cos 3 ) + V (o), (3.3)

which, after using xo/f < 1, yields p? ~ /3 \/{%.
As for the value of ¥, we want to study a comparable phase space for different values
of By and R. We worked out the proper rescaling for ¢y (comparing with the isotropic one)
in section 2.2. Here we find the proper rescaling between constant R slices of phase space.

This second rescaling is perpendicular to the rescaling for 5, as illustrated in figure 5. This
R-rescaling aims to keep the ratio pa/p, constant across different R values. Since in the

~10 -
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Figure 6. The rescaling function f(R) with respect to R.
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Figure 7. A set of initial p4 to p, ratios across the studied phase space for different values of R
(left panels) and a detailed comparison between this ratio for R = 0 and R = 10® (lower right) and
R = 105 (upper right).

isotropic limit for a given set of parameters (with fixed Hy) vy is completely given by pu
(eq. (2.29)), we have 1 o ,u4/ 3. The gauge field energy density is proportlonal to 92, due to
g4 being small, and setting ¢y < Hotbg. Thus we have p4/ py o< ¥?/put. Requiring a constant
pa/py ratio, we recover 1 o 1?. The rescaling function is given by

Yo — flu)vo = f(u) = p?/3. (3.4)

By virtue of p? \/11+7R we can rewrite the above as /3 o< (14+R) ~ /9, arriving at a scaling law:

~ _1
Yo = f(R)vo = (14 R)™6 to. (3.5)
This rescaling function is presented in figure 6. Applying this rescaling function results in a
fixed pa/py ratio to 1% accuracy as evident in figure 7. Finally we apply the entire scaling
scheme to both handle /3 rescaling and R rescaling:

(57 %)

1
¢ = (1 + R)_E '%biso~ (3‘6)
D (i ia))

- 11 -
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Figure 8. Same as figure 3 but for the spectator model with R = 1000.

3.2 Phase space of anisotropic VEV

In this section we work out the phase space of the anisotropic part of the gauge field, i.e.,
(5, ﬁ) for a given R. Points in this phase space are associated to systems with the isotropic
parameters and initial conditions given in tables 1 and 2 while each given (£, ﬂ) point repre-
sents the system with the same initial values of the anisotropic field. The value of vy is set
as in (3.6). Similar to the previous section, we then study i) the number of e-folds it takes
for each system with a given R to isotropize (based on the conditions given in (2.35)), and
ii) whether the gauge field VEV isotropizes or dilutes away (based on the conditions given
in (2.36)—(2.37)). One unfortunate side effect of setting g, ~ 1073 (parameter set in table 1)
comparing with g, ~ 107% (parameter set in table 2) is a longer computational runtime
that scales with R for each simulation. To account for that we reduced the resolution from
100 x 100 pixels at R = 0 to 30 x 30 at R = 103. This accounts for the different resolutions
between figures 3 and 8.

The result of these simulations for parameters given in table 1 and with R = 1000 is
shown in figure 8. It shows that the VEV is stable, and the system isotropizes much faster
than the CN setup. More precisely, for CN with R = 0 (see figure 3), the required e-folds
is around 3.5, while for R = 1000 this number decreases by ~ 2 orders of magnitude. For
the parameters given in table 2 and for several values of R, the result of simulations for the
number of e-folds required for isotropizations and the stability of the VEV are presented in
figure 9 and 10, respectively. Again the system always isotropizes regardless. With such a
low gauge coupling constant, i.e., g4 ~ 107%, however, the VEV is not stable but dilutes
away in most of the phase space. The larger the R is, the larger the region of the VEV’s
dilution becomes.

4 Geometry of the anisotropic gauge field configuration

In this section we compare the geometry of the SU(2) gauge field’s VEV in terms of (¢, 3)
and (11, 12) parametrizations. This system was numerically studied recently using the (i, 3)
parametrization [1]. It showed that in part of the anisotropic phase space with large values

- 12 —



-10 -5- 0 --5 :|0-10.- - .-5.- 0 o 5 - 10
Bo Bo

Figure 9. The number of e-folds required for the spectator system to converge to the FLRW metric
(configuration given in table 2). The entire phase space converges, with the number of required e-folds
decreasing for greater dominance of the inflaton potential (larger R). However, the region between
B € (—1,1) takes ~ 50 e-folds to converge, independent of R.

R=10 = 100 — 1000

i1

2
ﬁo 50

VEV 0 52 1 B 7/’2 =0 m Simulation ended after 10 e-folds,
State or not simulated

Figure 10. The final configuration of gauge fields for systems with g, ~ 10¢ (configuration given
in table 2), for different values of R. For the pure CN system (R = 0), the gauge fields for most of
the phase space converge on the non-trivial VEV, or survive the first 10 e-folds of inflation. Here,
however, we observe a transition to a vanishing VEV as R increases.

of o/(Hofo), the equations of motion failed due to a runaway effect of a kinetic term in the
gauge fields energy density. That area in the phase space was previously called the no-go
area. In sections 2 and 3, we demonstrated that the no-go area’s apparent instability was a
numerical issue which should be avoided by working in terms of the (1, 12) parametrization.
More precisely, the spectator SU(2)-axion model (and hence CN) always isotropizes in a few
e-folds. However, the VEV of the gauge field can have more complicated dynamics, which
could only be captured in the (11, 19) parametrization. In this section, we further clarify the
evolution of this anisotropic VEV in the previously called no-go area.
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Figure 11. The CN model with the parameters given in table 1 and SBo/(Hof) = 10, for three
different values of 3. The system is solved in terms of the (i1,5) parametrization and t = 2 x 10~°
corresponds to N = 1 e-fold. The upper left and right panels show 7 and 15 vs time, while the lower
left and right panels show the same system in terms of the ¥ and 3 parametrization. For 5, = 0.1,
the f field switches sign and it is continuous at 8 = 0.

Figure 11 shows the R = 0 system (CN model) with the parameters given in table 1
for three different values of 5y and a large value of Bo /(HoBp) = 10. We find that the model
isotropizes in all of these cases within a few e-folds. In the Sy = 0.1 case, however, S passes
zero and changes sign. In this system the isotropic VEV is not stable and it dilutes away by
the expansion of the Universe.

Figure 12 shows the spectator model with R = 103, 3y = 10, and Bo/(Hoﬂo) =10. We
find that the §(t) field switches sign but it is discontinuous at f = 0. Working in terms of
(v, B), the changing sign of 3(t) is analytically prohibited, and numerically unstable. Thus
it gives rise to the notion of 5 = 0 being a separatrix. Working in terms of (11,2), on the
other hand, the changing sign of g is allowed. In the following, we will discuss the geometry
of these two kinds of behavior of gauge field’s VEV in passing through 5 = 0 point.

4.1 The geometry of parametrization

We study the geometric meaning of transformation given in eq. (2.9). We first look at the
geometric meaning of the fields 1, 99, 13. The fields align with the three spatial axes, and
their product is an ellipsoid 3-volume which is equal to the volume of a sphere with radius ¥
(see figure 13). Thus 1 is the radius of the 2-sphere of equal volume to the ellipsoid, and as
such, is a good measure of the gauge field isotropic component. The anisotropic component
of the fields is given by a double Riemann projection. Since 9 = 3 by virtue of the axial
symmetry, we examine the relation between ; and 5.

The transformation given in eq. (2.9) implies 8% = 1) /101. We suggest the following
visualization: consider the ellipse created by 1 and 12, such that ¢; is the vertical coordinate,
and 19 the horizontal. Now let us stretch a horizontal line ‘I’ perpendicular to (—11,0),
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Figure 12. The spectator model with R = 103, 8y = 10, and BO/(HOBO) = 10, for the parameters
given in table 1. The system is solved in terms of the (41, 12) parametrization. The upper left and
right panels show 1, and 1 vs time, while the lower left and right panels show the same system in
terms of the v and B parametrization. Here the 3 field switches sign but it is discontinuous at 5 = 0.

and take the continuation of line connecting (11,0) and (0,%2). The intersection of the
continuation with ‘I’ defines 232 as seen in figure 14. With this visualization we conclude
two things: 1) Positive values are given when sgn (i) = sgn(12) and negative values when
sgn(yn) = —sgn(12). Thus both upper and lower limiting lines are needed; and 2) Since there
is no one-to-one correlation between the signs of 11 and s, 8 can change signs during the
evolution of the system. This is contrary to the previous idea of 8 = 0 being a hard separatrix.
In practice, when using (11, 12) coordinates and tracking [ as derived coordinates, we see
slow-roll trajectories that start at § > 0 and end at § = —1. Upon examination of ’s
evolution starting from a point well within the positive-3 ‘no-go’ region, we find two distinct
behaviors: i) cases in which ((¢) continuously passes through 5 = 0 point (see the middle
panel of figure 14), and ii) cases in which 5(t) switches sign but it is discontinuous at 8 = 0
point (the bottom panel). By this geometric representation it is now clear that the limit
B8 — oo is identified with § — —oo. So it makes sense to observe trajectories where 8 — oo
‘jump’ to extremely negative values (i.e. 3 — —o0) and go to values of negative [ of order
O(1). Another behaviour that was tracked is the oscillations around g = 0 on some limiting
cycle in (8, 3) until eventually converging to either § =1 or § = —1.

5 Cosmic no-hair conjecture and axion-SU(2) models

The Universe at cosmological scales looks homogeneous and isotropic. Given that the cosmic
evolution may start from a generic initial condition over which we have no control, it is natu-
ral to seek a dynamical explanation, i.e., isotropic and homogeneous Universe is an attractor
of the cosmic evolution. The first such attempt, called “cosmic no-hair conjecture”, was made
in [2, 3] arguing that the late-time behavior of any accelerating Universe is an isotropic Uni-
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panel). The limits of (¢ = 0,%9 # 0) and (¢; # 0,12 = 0) are ill defined in terms of (8,) as they
no longer represent a 3-dimensional object (right panel).
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Figure 14. A double Riemann projection defined by the quantity ts/11. In general the signs of
11 and 1 are not one-to-one correlated. Thus the upper and lower red lines are both possible
projection lines. For clarity we normalize [¢)1| = 1 in this figure. The middle panel shows the case
when 5/t — 0. In this case the evolution of 5(t) field from positive values to negative values is
continuous at 5 = 0. The bottom panel shows the case where there is an extreme zoom out of the
1) axis. The points 8% — oo and 3% — —oo are geometrically identical, enabling a discontinuity and
sign change of 3(t).

verse. Before our current work, it was shown that the axion-SU(2) inflation system satisfies
the cosmic no-hair conjecture, i.e., anisotropies are always diluted by inflation within a few
e-folds. However, it was based on restrictive conditions: i) Bianchi type-I geometry with axial
symmetry, where ii) anisotropies of the metric and gauge fields are diagonal in the same frame.
In this section, we prove the generality of this result in Bianchi type-I geometry given by

ds? = —dt? + 200 20i () guied (5.1)

where 0;;(t) is a generic symmetric and traceless matrix.
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The most generic Bianchi type-1 homogeneous SU(2) gauge field configuration in tem-
poral gauge (A§ = 0) can be written as

A5(t) = (t) M9 Oet () = A(t) 52 <eﬂ<t>+a<t>) , (5.2)

ij
where A(t) is a shorthand for the isotropic part of the gauge field as
At) = p(t)e®, (5.3)

and f;;(t) is a symmetric traceless 3 x 3 matrix to quantify anisotrpy of the gauge field. Here,
o;; and f3;; matrices parametrize the deviation from isotropy in the geometry and gauge field
configuration, respectively. In the following we study these homogeneous fields with the

theory

1 A =
L=~ T [Fu ) JNT(E ) (54)

The Yang-Mills term associated with the above homogeneous field configuration is
—Tr[F, F*) = 8t(14_166+")ik8t(fleﬁ+”)kjhij
- %g%[l%_m (Tr[eBJ“’ P2 — [Pt . et Pt ef8+"]). (5.5)

Note that both the anisotropic parts of the geometry and gauge fields contribute to the
Yang-Mills term. The Chern-Simons term can be written as

X sy L X 2 abe ga gb
ZT‘I‘[F’UIVFM ] = ZﬁEH Uau [Az(?)\A?, + ggAEa CA?;A)\A(CT

_ gAefZ&ozX o, |:A36Tr[6+a]

= %TT[FMVF#y]isotropic- (56)

In the last equations we used the fact that ;; and o;; are both traceless. Note that the
anisotropies do not make any contribution to the Chern-Simons.

The above discussion implies that the axion field only sources the isotropic part of the
gauge field. However, the anisotropic parts remain sourceless as in pure Yang-Mills theory
without the Chern-Simons term. Thus, we conclude that cosmological models with gauge
field theory given in eq. (5.4) satisfy the cosmic no-hair conjecture.

6 Conclusions

Gauge fields may survive the exponential expansion of the Universe during inflation. If such
a gauge field acquires a VEV, it might pose a threat to the spatial isotropy at cosmological
scales. Within the SU(2)-axion inflation models in Bianchi type-I geometry, in which the
gauge field is massless, the isotropic solution is the attractor, and the system isotropizes in
a few e-folds. The stability of the isotropic gauge field solution in the spectator SU(2)-axion
model was studied in [1]. It was shown that there exist parts of the phase space, where
Au > HyA,, in which the numerical solution is not stable, the so-called no-go area. The
aim of this paper was to study this system with a different parametrization to investigate
the nature of the no-go area in detail.
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We found that the numerical breakdown observed in [1] was an artifact of performing the
numerical analysis based on the (¢, 8) parametrization, which is not well-defined at § = 0
and unstable at § — +oo. This is problematic in the no-go area, i.e., large gauge field’s
kinetic term, in which the §(¢) field switches sign during its evolution. Using the (i1, 12)
parametrization, which is well-defined throughout the phase space, we revisited the previous
analysis. We found that the points in the no-go area also isotropize within a few e-folds.
Meanwhile, the gauge field’s VEV either dilutes away, or the isotropic configuration is the
attractor solution.

The focus of the current work was to prove the stability of the isotropic background
in the spectator axion-SU(2) model. Given the importance of particle production in axion-
inflation models with gauge fields, we have a quick qualitative discussion on this issue. The
extensive study of this effect requires a separate study which we relegate to future work. Once
the gauge field-axion system is coupled to matter fields, it produces particles during inflation
via the Schwinger effect [15-19]. Assuming an isotropic SU(2) VEV as the source of the
Schwinger effect, the induced scalar and fermionic currents are also direction independent
(see e.g. eq. (4.3) in [16] and eq. (62) in [19]). Conversely, in this work the gauge field’s
VEYV is not exactly isotropic. However, its deviation from the isotropic configuration decays
exponentially fast. During the short period before the isotropization, the gauge field’s VEV is
larger in one direction. Therefore, we expect that in addition to the above isotropic current,
this anisotropy will induce a temporary anisotropic current in its given direction. This effect
is roughly similar to the case studied in [40] (see eq. (2.44)). But in our case, once the system
is isotropized, this anisotropic particle production stops.

Before our current work, it was analytically shown that the axion-SU(2) inflation system
satisfies the cosmic no-hair conjecture, i.e., anisotropies always dilute away within a few e-
folds. However, it was based on restrictive conditions: i) Bianchi type-I geometry with axial
symmetry, where ii) anisotropies of metric and gauge field are diagonal in the same frame. In
this work, we proved the generality of this result. More precisely, the axion only sources the
isotropic part of the gauge field’s VEV (see eq. (5.6)). Therefore, all (massless) SU(2)-axion
models in Bianchi type-I geometry satisfy the cosmic no-hair conjecture.
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A Equations for numerical integration

For the sake of making these results reproducible, we write the equations of motion and the
integration process in detail. Due to the complexity of the equations themselves however, we
write the general process of deriving and solving those, rather than explicit terms.
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A.1 Equations of motion for axion and inflaton

In the spectator case, we add an inflaton sector which is minimally coupled to the axion-SU(2)
sector. Thus the equation of motion for the inflaton is the usual Klein-Gordon equation:

g}5+3a¢%+§; =0. (A1)

The equation of motion for the axion is more complex but is still separable from the other
coordinates:

gAYy
f

The two equations above are integrated as-is.

2t + 1 (s + )| + it sin <X> . (A.2)

X+ 3ax = —
f

A.2 Equations of motion for the gauge field and the e-folding number
For the other coordinates we first formulate the coordinate momentum as the following;:
Mgy,

I, = (Y1,92,a) | Mgy, | +Co(dsax. X, ¢, 8), (A.3)
an

where ¢ stands for one of the coordinates 11, 12. Since the coordinate momentum is defined as

= Tc]’ (A4)

the terms in eq. (A.3) are at most linear in coordinate velocity and the terms Il are func-
tions of the coordinates ¢’ alone, making the above decomposition useful. The equation of
motion for the ¢ coordinate can be stated as:

d 0Ly
dt (\/Tqu) - oq 0, (A.5)

which can be simplified and decomposed into:

. gy, C gy, ) S OLm
(V1,2,@) | Tgyy | +(W1,92,8) | gy, |+3cdl+Cy(q',q ,a,a...)—T:O. (A.6)
Mo Mya 1

This can be compactly represented as:

V;‘Hq’i + V:L'Hqﬂ' + 30£V;Hqﬂ + Cq — 87(] =0, (A?)

where V is (¢1, 92, ), and IIq = (I, , gy, Hga)-
For the e-folding parameter o we derive the Friedman equation (eq. (2.21)) with respect
to time. The Friedmann equation is

3¢° —36% = pa + py + (), (A.8)
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where

. _a (3 — 93) + 1oyt — oy

7 3+ 207 + 3 ’ (4.9)
pa=v}(a+6+ %)2 + 1&2% (626 + %)2 + g*‘f% (202 +3), (A.10)
and
po= it (1cos3) |, ple) = &+ V(). (A1)
So we can reformulate this equation as
a2 = ViViAij + Colasg, ..., (A.12)

where A is a 3 x 3 matrix that does not include 1/}1, o, cv. After deriving w.r.t. time we have:
2act = 2V;V; Ay + ViViAij + Ca. (A.13)

We can redefine A to absorb the term on the left as A to yield the following from the a
acceleration equation

ViV - Ca

Vi Ay = = (A.14)
Finally, we construct the 3 x 3 matrix
P A e
M;; = {Vk o= 5 (A.15)
i g5 = P1,92
and the vector
1 ,. . . )
~3 (VinAik + Ca) 4 =«
Uj = . . . ar : (A.16)
= Villg;i — 3aVilly;i — Cy, + a0 q; = 1,2
j
Thus the equation we have is now simply constructed as
ViMj; = Uj, (A.17)
to which we have a solution
Vi = U; M, ", (A.18)

as long as M is regular. The same scheme can be employed in the (3,1) coordinate system.
However, in that coordinate system M sometimes becomes either non-regular or otherwise
poorly scaled such that numerical errors become a critical issue. This accounts (numerically)
for the previous notion of a no-go region.

Another benefit of this method is that & can be derived in two mathematically equiv-
alent, but numerically complementary ways. We thus take the result of the above inte-
gration for [ d@dt = ¢, and compare it with the result of the explicit Friedmann equation
3&? = 362 + p. This allows us to monitor the numerical error and better restrict it.
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