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Abstract

The CERN cryogenic facilities demand a versatile, distributed, homogeneous and highly
reliable control system. For this purpose, CERN conceived and developed several
frameworks (JCOP, UNICOS, FESA, CMW), based on current industrial technologies and
COTS equipment, such as PC, PLC and SCADA systems complying with the requested
constraints. The cryogenic control system nowadays uses these frameworks and allows
the joint development of supervision and control layers by defining a common
structure for specifications and code documentation. Another important advantage of
the CERN frameworks is the possibility to integrate different control systems into a
large technical system with communication capability. Such a system is capable of
sharing control variables from all accelerator apparatus in order to cope with the
operation scenarios.
The first implementation of this control architecture started in 2000 for the Large
Hadron Collider (LHC). Since then CERN continued developing the hardware and
software components of the cryogenic control system, based on the exploitation of the
experience gained. These developments are always aimed at increasing the safety and
improving the performance. To overcome the long-term maintenance challenges, key
strategies such as the use of homogeneous hardware solutions and the optimization of
the maintenance procedures were set up. They are easing the development of the
control applications and the hardware configuration by allowing a structured and
homogeneous approach. Furthermore, they reduce the needed manpower and
minimize the financial impact of the periodical maintenance. In that context, the
standardization of technical solutions both at hardware and software level simplify also
the systems monitoring the operation and maintenance processes, while providing a
high level of availability.
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1 Introduction
Cryogenics has widely contributed to the recent major successes in High Energy Physics
(HEP). The increasing requirements have pushed cryogenic engineering developments
to a high level of technical excellence. The control system of large cryogenic appara-
tus has evolved and solved the problem towards a fully automatic operation (due to the
large number of correlated variables on wide operation ranges) with minimal human
intervention through enhanced capabilities to handle the complexity of many processes.
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Nowadays, HEP laboratories have collected an enormous experience in operating such
large and complex facilities [1, 2].
The European Organization for Nuclear Research (CERN) has achieved already two

physics runs, Run1 first operational physic campaign (2009-2013) and Run2 second oper-
ational run (2015-2018) with its powerful and complex particle accelerator, the Large
Hadron Collider (LHC). The cryogenic control system of the LHC is based on the highest
technological standards and is capable of: collecting information from instrumentation
distributed over long distances, interacting with several process logics of thousands of
variables and loops, as well as communicating in different control layers with the operator
and on-call maintenance technician (Tavian: Latest developments in cryogenics at CERN,
presented at the 20th National Symposium on Cryogenics-2005 TNSC 2005, Surat, India,
Feb. 24Ű26, 2005, unpublished) [3]. Finally, the control system must also deal with fault
diagnostic scenarios and degraded modes in order to cope with the mandatory contin-
uous operation guaranteeing a safe operation and the maintaining of the costly liquid
helium inventory [4, 5].
In this paper, the CERN cryogenic control system is described by detailing the control

ecosystem as a case study. In particular, Section 2 shows the present cryogenic control
system architecture and in Section 3 the CERN frameworks used to build the cryo-
genic control system based on the CERN accelerator control environment functionalities
are described. The full LHC (accelerator & detectors) helium inventory amounts to 136
t (respectively 130 t and 6 t of helium). Section 4 reports the case study of the LHC
cryogenics control system by detailing the tunnel cryogenic control architecture and its
communication protocols for large distances, as well as by giving details of how helium
refrigeration process control needs were tackled. Finally, the evolution of the control sys-
tem in view of the next CERN challenge: the project High Luminosity of the LHC [6] will
be presented.

2 The architecture of the cryogenic control system
TheCERN cryogenics control system is acting within the CERN industrial control ecosys-
tem (Fig. 1). The control system of the CERN cryogenic process is compliant with
the standard automation pyramidal organisation of IEC-62264 and is based on indus-
trial components deployed at the control level. It covers the: supervision, control, and
instrumentation layers.

2.1 Supervision layer

All cryogenics systems are supervised through clusters of Data Servers (DS) [7] run-
ning the Siemens� WinCC-OA� SCADA system (Fig. 2). These servers are currently
implemented within off the shelf Linux machines. The Human-Machine Interface (HMI)
allows operators to monitor and act on the cryogenics facilities. It is based on (Linux
or Windows) Operator Work Stations (OWS) deployed within the control rooms or in
cryogenic expert’s offices. In addition to the classical SCADA features, several function-
alities have been added in the last decade: visualization of the process hierarchy, access
to the interlocks per device, control loop auto-tuning, direct access to device documen-
tation, etc. This layer provides also an interface or a dedicated connection towards the
other CERN control systems, the Central Alarm system, the central long-term logging
database (NXCALS [8]) to layer 3 applications such as (CMMS Infor-EAM [9]) and to
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Fig. 1 CERN industrial control ecosystem

the Accelerator Fault Track application (AFT [10]). The EngineeringWorkstations (EWS)
used to configure, develop and maintain the applications are also connected at this level.

2.2 Control layer

The architecture of the cryogenic control system is based on standard industrial compo-
nents. The control duties are executed within PLCs, with safety interlocks either cabled
in the electrical cabinet or programmed in the local protection PLC. The radiation lev-
els expected inside the LHC tunnel depend on the location. There are up to 1 Gy (air)
and 5 ∗ 1014 n ∗ cm−2 per year along the regular arcs where the beams are steered by a
dipolar magnetic field and are not subjected to head-on collisions; the arcs length repre-
sent over 80% of the LHC total circumference. Around interaction or cleaning points the

Fig. 2 Typical LHC supervision layer
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dose can significantly exceed 1000 Gy (air) and 5 ∗ 1014 n ∗ cm−2 per year and in such
areas no electronic equipment related to the cryogenic control system is installed. The
system is designed to work only with moderate radiation levels (100 Gy (air)) and will
be of “radiation tolerant” grade [11] (see section “The control system architecture in the
LHC tunnel”). Themain electronic equipment used for the LHC cryogenic control system
presents a survival dose of 500 Gy. For most of the LHC tunnel, putting together these
limits and the radiation levels implies that this equipment can be employed throughout
the whole LHC lifespan. In this radiation exposed area a radiation tolerant field-bus is
used coupled with standard CERN Front End Computer (FEC).The long-distance inte-
gration site to site or toward the supervision layer relies on the CERN Ethernet Technical
Network (TN), whereas the local networks internal to a cryogenic site are implemented
on field-buses using both fibers and copper cables.

2.3 Instrumentation layer

The control of the cryogenic system requires a large number of industrial sensors (pres-
sure, temperature, rotation speed, etc.), electronic conditioning units and actuators. To
ensure the communication with the devices either direct copper cable connections or a
protected and dedicated Ethernet network and industrial field-buses are used. In the LHC
tunnel, the instruments are radiation-resistant to withstand the hostile environment while
providing reliable measurements. Their signal conditioners communicate viaWorldFip (1
Mbit/s) controllers, which can be used thanks to their radiation tolerance characteristics.
In the other cases PROFIBUS interfaced to the PLC via the PROFIBUS DP (Decentralized
periphery 1.5 Mbit/s) or PROFIBUS PA (Process Automation) are used, depending on the
equipment connected to it.

2.4 CERN communication infrastructure

Several CERN technical installations and especially the LHC cryogenic system are in
operation 24/7. By the fact that they are partially situated in underground tunnels, they
are exposed to radiation in some areas, they are difficult to access and some are classified
as safety systems. These constraints call for the need of an infrastructure with high avail-
ability, with on-line, remote performance monitoring and control, and with a high level
of redundancy with automatic switch-over capabilities in case of failure. In essence, the
communication services up 24 hours 365 days a year, and downtime periods should be
limited to planned maintenance interventions.
The global design of the LHC communication infrastructure for accelerator and detec-

tors controls [12] has been guided towards technology solution, which is available from
industry. The communication infrastructure has also been divided into several commu-
nication networks: the general-purpose network; the physics detector controls network;
the technical services network and the transport network for physics data from the exper-
iments. It should be noted that these networks are not necessarily separated, hence they
may very well coexist on the same wire. The technical services network, however, is
physically separated from the others in order to serve as a second channel for alarm
transmission and for cyber-protection.
The average lifetime for the LHC accelerator complex is about 50 years, and several

consolidation efforts or upgrade of equipment are foreseen over the accelerator global
lifespan. When the accelerator complex is stopped, several maintenance tasks are being
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performed on all the technical infrastructure. This happens every year, for about 1 or
2 months maximum duration depending on the maintenance schedule. Optical fiber is
the media of choice for the communication backbone, and IP/Ethernet is the protocol
of choice for network connections with Gigabit capacity in the backbone. The Ethernet
network is not only involved in interfacing the supervision and the control layers but also
in the communication implicated in the close control loops. If the reliability is defined as
the ability of a system to provide its services to clients under both routine and abnormal
circumstances, the reliability of the CERN infrastructure has over the last 2 runs reached
99.9% [13].

3 CERN frameworks
CERN developed several frameworks (UNICOS, FESA, CMW, and several others) based
on current technologies and commercial off the shelf (COTS) equipment, such as indus-
trial PC, PLC and SCADA systems. The cryogenic control system nowadays uses these
frameworks to allow the joint development of supervision and control layers, by defin-
ing a common structure for specifications and code documentation. Another important
advantage is the possibility to integrate different control systems into a large techni-
cal system with communication capability. Such a system is capable of sharing variables
from all the accelerator apparatus. For example, the cryogenic control can exchange
vacuum signals, beam intensity signals, magnet current signals and any other impor-
tant variable, in order to cope with the operation scenarios. With a common approach,
CERN gathers together the development efforts for the controls of the accelerator and
experiments and avoids the duplication of efforts. The control system for cryogenics of
the LHC and its experiments adopts the formal approach for process decomposition,
modelling norms (IEC61512-1) and engineering standards employed by high technology
industry.

3.1 UNified COntrol System (UNICOS) & Joint COntrol Project (JCOP)

UNICOS and JCOP frameworks are complementary in their approach and employ com-
mon components in their stack of technologies. The framework JCOP [14] provides
guidelines and tools to implement flexible and complex control systems with a large
variety of equipment. Conversely, the UNICOS Framework (Gayet et al.: UNICOS: an
open framework, unpublished) defines a strict engineering process and provides tools
to develop PLC-based control systems and to generate parts through templates. The
component-based approach of both frameworks allows the functionality to be composed
as required by the control system developers and to be extended as necessary. JCOP is
developed in a collaboration between the LHC Experiments and the CERN industrial
controls group, where each of the partners develops, maintains, and supports generic
components widely used across CERN.
UNICORE (Fig. 3) was developed to offer UNICOS application developers a config-

urable user interface, which does not require the knowledge of the WinCC OA scripting
language nor the use of basic interfaces. In addition, it offers operators a homogeneous
user interface that is entirely customizable with features such as navigation capabilities
between panels and trends (WWWbrowser like, contextual buttons, pop-up navigation),
access to the devices without creating a panel (tree device overview), process alarms and
event lists. The supervision device hierarchy is based on a front-end device containing
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Fig. 3 UNICOS framework and applications packages

process devices (time stamping in the front-end is allowed). Typical examples of front-
end devices are PLCs, Front-End Computers (FEC), and OPC servers. At the front-end
level the communication is performed with time stamping at the source and optionally
an event publishing mechanism (TSPP). A developer of a UNICOS supervision applica-
tion does not need anyWinCC OA� scripting knowledge. He must import the front-end
and process devices, to create the panels of the process views with the catalogue of device
widgets and to configure the trends.
The UNICOS framework provides developers with the means to rapidly develop con-

trol applications and provides operators with ways to interact with little effort with all the
items of the process, from the simplest (e.g. I/O channels) to the high-level compound
devices. In addition, UNICOS offers sophisticated tools to diagnose problems. A basic
package called UNICOS Continuous Process Control (CPC) is offered to develop pro-
cess control applications (such a package contains a set of generic software components
combined together and configured to produce a control and/or monitoring application).
The UNICOS CPC package proposes a method to design and develop complete process

control applications. It is based on the modelling of the process in a hierarchy of devices
(I/Os, field and abstract control devices). These devices are used as a common language
by process engineers and programmers to define the functional analysis of the process.
The package is deployed both in the supervision layer and in the PLCs. Tools have been
developed to automate the instantiation of the devices in the supervision and process con-
trol layers and to generate either skeletons or complete PLC programs. The production of
control code with this methodology is generally data-driven and a complete model driven
software production tool has been implemented [16].
The main feature of the framework is to ease the operator’s ability to follow the process

evolution and to understand the dynamic of a situation, the role of each physical com-
ponent, and the reason of their present position. It also helps to identify the origin of a
failure and to predict what may happen in the near future. To achieve these duties, oper-
ation teams can have access to classical SCADA tools (process synoptics, time stamped
alarms and events lists, trend curves with long term storage etc.).
In addition, the control model used for UNICOS is based on the IEC61512-1model [15].

This model decomposes (Fig. 4) a cryogenic plant (a unit) in smaller components (equip-
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Fig. 4 The cryogenic device hierarchy according to IEC61512-1 decomposition

ment modules) as many times as necessary down to the smallest equipment module pos-
sible. These equipment modules are then decomposed in control modules, representing
the sensor and actuators (field objects) or regulator and alarms (control objects) con-
nected to the process through input and outputs (I/O objects). To this aim, the device
model (Fig. 5) is used in the PLC to allow the concurrent access (supervision or process
hierarchy) to the various devices.
When combined with the implementation in the supervision layer it allows the access

by the operators using the mechanism in Fig. 6.

Fig. 5 UCPC device model
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Fig. 6 UCPC Control & supervision layer integration

3.2 Controls middleware framework (CMW)

The CMW [17] framework provides a communication infrastructure for all CERN accel-
erators, enabling client applications to connect, control and acquire data from all types
of equipment. This is achieved via a common naming protocol called Device Property
Model and a set of common operations a client application can execute on any server.
Additionally, the CMW framework provides libraries for developing client & server appli-
cations in C++ & Java� and several centrally managed services, required to run the
distributed infrastructure.

3.3 Front-end software architecture (FESA)

The FESA framework [18] delivers a complete environment for the equipment specialists
to design, develop, test and deploy real-time control software for front-end computers.
This framework is used to develop the LHC ring and injection chain front-end equip-
ment software. The primary objective of this framework is to standardize, simplify and
optimize the task of writing front-end software. The FESA framework has overcome the
diversity of the CERN accelerator front-end equipment software and has paved the way
for efficient development, diagnostic and maintenance, becoming the CERN accelerator
standard infrastructure for front end software [19].

4 The LHC cryogenics control system case study
The cryogenic infrastructures for the LHC accelerator [20, 21] and its detectors [22] (Bre-
mer: The cryogenic system for the atlas liquid argon detector, unpublished) include large
and complex facilities able to cool down equipment with liquid nitrogen (LN2 at 80 K),
liquid helium (LHe at 4.5 K), and superfluid helium down to 1.9 K.
The LHC uses 1700 main superconducting magnets (36’000 t of cold mass), distributed

along the 27 km circular tunnel, and operating in superfluid helium. The cryogenics
equipment is divided in eight subsystems (Fig. 7) operating in an autonomous way. Each
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Fig. 7 CERN cryogenic apparatus

of these subsystems comprises two large cryogenic plants to produce the needed refrig-
eration power. A Cryogenic Distribution Line (QRL), mounted in parallel to the magnets,
feeds the magnets through jumper connections placed 107 m apart. Several thousand of
sensors and actuators are mounted either on the magnets or on the QRL.
The associated LHC physics detectors ATLAS and CMS host refrigerators to cool down

their superconductingmagnet systems with liquid helium at 4.5 K (respectively 1275 t and
225 t of cold mass) and cryogenic detectors (calorimeters) using liquefied gases (83’000
liter of ultra-pure liquid argon). The ATLAS liquid argon detector is continuously cooled
by a nitrogen refrigerator. The process automation of the cryogenic plants (Fig. 8) and of
the cryogenic distribution around the LHC circumference (Fig. 10) was implemented in
the year 2000. It is based on Programmable Logic Controllers, each running several hun-
dreds of control loops, thousands of alarms and interlocks, and phases sequencer. Spread
along 27 km and exposed to ionizing radiation, 15 000 cryogenic sensors and actuators
are accessed through industrial field networks. To automate the cryogenic process, these
facilities demand a homogeneous, versatile, distributed and highly reliable control system.
After 2000, CERN has developed many additional projects to control its cryogenic

systems [23], to upgrade hardware and software components for the existing cryogenic
installations, and has largely exploited the gained expertise to increase the safety and
improve the performances. To overcome the long-term maintenance challenges, key
strategies such as the use of homogeneous hardware solutions and the optimization of
the maintenance procedures, reducing the needed manpower and minimizing the finan-
cial impact, have been applied. They allow to achieve the deployment requirements in
terms of time constraints and costs. The CERN in-house development of the cryogenic
control system solutions facilitate the systemmonitoring, the operation and maintenance
processes, while keeping a high quality and providing a high level of availability.
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Fig. 8 Overview of connections and elements of control system

4.1 The control system of the cryogenic refrigerators of the LHC

In the LHC cryogenic project, the CERN strategy has always been to split the respon-
sibility for the cryogenic plant process and the development of the process control. A
tight technical synergy with the industrial partners, in the field of the cryogenic process,
must be present. This task, occasionally difficult, shall result in a better CERN in-house
knowledge of the cryogenic installation and a simplified smooth operation scenario in the
commissioning phase. From the early time of the PLC automation, CERN has gathered
a group of control experts working side by side with cryogenic engineers on the analy-
sis, conception, construction and commissioning of the final cryogenic apparatus. For the
large LHC cryoplants (8 units 18 kW@4.5k and 8 units 2.4 kW@1.8 K, 16 in total), control
is carried out [24] by about 70 PLCs from the last generation, I/O boards for local instru-
mentation or remote boards connected with either proprietary network or Ethernet IP.
For some sensitive equipment (mainly compressors and turbines) the control duties are
performed by PLC, supplied by two different brands.
For both brands the power supplies are adapted to the PLC usage, the instrumentation is

connected either via 4-20 mA direct cabling, or via PROFIBUS© / PROFINET© networks
using DP/PA boards, twisted pair cables and PA instruments for smart configuration
(Fig. 9).
Several optimisations were performed in the process control system during the years of

operation. One in particular concerned the 1.8K cryoplant. Initially, they were installed
and commissionedwith control strategies proposed by the suppliers, considered by CERN
as a “black box” for the lack of comprehension and information. During the LHC run cam-
paign they caused several significant diagnostic limitations making it difficult to operate.
Moreover, one of the units was not able to reach nominal operation pressure without any
clear diagnostic possible. These constraints represented a serious difficulty to fulfil the
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Fig. 9 Typical local connection structure

operational flexibility and availability requirements of the cold compressors system. For
this reason, alongside with the end of electronic components life cycle, an upgrade of the
process control system was implemented during the LHC long shut-down maintenance
period, where several hardware and software modifications have been realized [25]. On
the hardware part, the simplification of the control and electricity architecture gives a
better global reliability of the system. On the software part, the reverse engineering and
rewriting of the control logic using CERN standards has given the possibility to better
diagnose specific problems and has allowed to initiate new features and improvements.
Those changes improved machine protection (surge detection) and automated a number
of manual operations.

4.2 The control system architecture in the LHC tunnel

In the LHC tunnel, the control duties [26] are performed by PLCs, to drive the cryo-
genic process with actuators (valves or heaters), and by FEC to interface and collect the
instrumentation located in irradiated environment.
They are installed in radiation-free surface rooms and connected to the cryogenic con-

trol system via the Ethernet network. The Ethernet network is involved in this specific
case for the communication between PLC and FEC (Fig. 10). There are two PLCs per sec-
tor, one for the Long Strait Section (LSS), and one for the short straight sections (ARC).
A dedicated Cryogenic Instrumentation Expert Tool (CIET) has been deployed based on
the UNICOS framework and has been distributed within the operation supervision sys-
tem. It gives the instrumentation engineers an alternative view of the process presenting
all the instrumentation data. This tool is extensively used during the commissioning phase
allowing setting up and diagnostics of the electronic signal conditioners. The classical
instrumentation is connected to the PLC by a classical acquisition card. The presence of
radiation on such COTS equipment has imposed to deport the the non radiation-tolerant
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Fig. 10 Architecture of cryogenic control system for LHC tunnel

electronics (Fig. 11) to the protected area, leaving the non-sensitive parts in the radiation
area. These specific valves positioners were designed by industry [27, 28].
To deal with the radiation environment, the CERN standard solution based on FIP Net-

work is used for communicating the control variables. It uses fibers for long distance
and copper cables with copper/fibre converter and repeaters for the tunnel connections.
Dedicated radiation-tolerant electronic crates (Fig. 12) were developed in-house (Casas
Cubillos et al.: Instrumentation, Field Network and Process Automation for the LHC
Cryogenic Line Tests, unpublished).

Fig. 11 Deported valve positioners
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Fig. 12 Radiation tolerant cryogenic FIP crate

They integrate specific boards to access the pressure, temperature, level sensors and the
local protection heaters. Table 1 details some I/O and control loops.
Figures 13 describes how the process engineer has divided the LHC sector in several

control modules reaching the lowest level of the cryogenic equipment. This intuitive
configuration led to a better control of the critical operation scenarios.
During run1 (2010-2012), the cryogenic control equipment suffered various radiation-

induced failures during LHC operation due to Single Event Effects (SEE) on electronic
equipment either destructive or non-destructive. They occur when the beam is present
and are driven by the beam integrated luminosity, by collimation losses or by beam inter-
actions with residual gas. In 2011 a total of 45 radiation-caused failures, classified in
Table 2, lead to 25 beam dumps and 210 hours of cryogenic downtime [29].
On the basis of failure analysis, radiation monitoring, simulation data and radiation

tests, the most critical zones with sensitive electronics were identified. To improve the
availability of the cryogenic system, the most sensitive electronics were relocated into
radiation protected areas, during winter stops. A dozen electrical cabinets were reviewed
and adapted to new positions.
The availability of the superconducting magnet current lead cooling valves, controlled

by the PLC through Profibus© remote I/O, was affected by non-destructive SEEs on the
communication module. An automatic reset routine, detecting communication failure
and then executing a power-cycle reset was successfully tested and implemented in the
PLCs as a short term solution [30]. Twelve automatic resets were triggered since the patch
was deployed, all without losing cryogenic nominal conditions or circulating beams. The
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Table 1 I/O channels and control loops for cryogenic production and tunnel

Tunnel Production Total

Analog Inputs 12136 9200 21336

Analog Outputs 4856 2152 7008

Digital Inputs 4536 13820 18356

Digital Outputs 1568 2644 4212

Close Loop Controllers 3680 1024 4704

relocation to the protected areas was chosen as the final solution, finally executed in the
maintenance campaign of 2013.

4.3 LHC Detectors cryogenic control system

TheATLAS andCMS experiments, placed at diametrically opposite locations on the LHC
ring, have independent refrigeration plants separated from the cryogenics system of the
LHC accelerator. Their control systems are standardized and homogenous to allow a sin-
gle operation team to supervise the overall LHC and its detectors cryogenic facilities in a
unique control room.
The distributed control systems reflect the architecture of the cryogenic infrastructure

of the ATLAS and CMS magnets. The instrumentation, not aimed at operating within a
the radiation environment of the experimental cavern, is installed in the technical cavern,
more protected from radiation. Data are acquired from the 3500 cryogenic instrumen-
tation channels, distributed on the surface as well as in the technical and experimental
caverns, through fieldbus technologies (Fig. 14).
All the instrumentation channels are accessed by more than 300 input and output

cards, controlled by ten PLCs. Each compressor station and refrigerator is supervised by
a dedicated PLC. In addition, the ATLAS toroids, solenoids, and all the current leads are
equipped with an individual PLC, while the CMS solenoid control is integrated to the
refrigerator PLC. The man-machine interface, one per experiment, is based on Supervi-
sory Control and two Data Acquisition (SCADA) and built on Siemens� WinCC Open
Architecture�. All the control systems became operational for the first time in 2008, to
ensure operability of the cryogenic infrastructure over the first LHC run [31].

Fig. 13 LHC cryo tunnel design object breakdown
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Table 2 Basic failure statistic

Affected equipment Nr. events Dumps Events type Critical areas

Cryogenic plants PLC 7 7 non-destructive caverns of P8, P6 & P4

Current lead temperature 17 9 no-destructive LHC tunnel

Current lead valves 19 9 non-destructive LCH technical galleries

24VDC Power Supplies 2 0 destructive LCH technical galleries

4.4 Lifetime evolution: the LHC detectors cryogenic control upgrade case study

The control systems (together with the corresponding cryogenic installation) were
designed and tested between the years 2000 and 2005. For most of the individual control
systems, the final installation and commissioning were launched in 2005. All the sys-
tems were fully operational for the first LHC beam on the 10th of September 2008. Since
that moment, the control systems have been ensuring availability of the cryogenic infras-
tructure during the first two LHC runs, which means until 2020. After over ten years of
control systems exploitation, the number of faults related to the control system showed a
tendency to increase mainly for abnormal ageing in instrumentation cables and for PLC-
related causes. After a maintenance inspection, in several instrumentation cabinets, it

Fig. 14 LHC detectors cryogenic control architecture
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was discovered that several wires had their insulation in a degraded state. It was decided
to consolidate and replace these cables with an extensive cabling campaign applied to 4
cabinets out of 25 in total.
In 2015 the first PLC crash, causing cryogenic installation failures and a significant

downtime (around 10 hours), was reported. Typically, a crash occurs when a PLC pro-
gram stops functioning properly (due to PLC hardware problems) and exits the RUN
mode. During the following years, three different PLC crashes, totalizing 4 faults dis-
tributed in 16 PLC units installed in LHC detectors causing more than 30 hours of
downtime, were reported. Despite the detailed fault analysis and support from Schneider,
these events could not be reproduced in laboratory and the causes could not be identi-
fied.Meanwhile, the life cycle of the industrial PLC entered the end-of-commercialization
phase. The commercialization of the CPU stopped in 2018 while the remote IO cards
commercialization is ending in 2021. The after-sales support is ending in 2026 and
2029, respectively. These events and the fact that the control systems of the ATLAS
and CMS cryogenic installation must operate reliably for the next 20 years, led to the
review of the long-term maintenance strategy. Firstly, the faulty equipment has been
systematically replaced by spare parts from an internal stock. In the second stage,
two phases of the long-term hardware upgrade plan were defined for the PLC and
for the Remote IO upgrade (Fig. 15). The CERN multi-phase upgrade strategy mini-
mizes the fault link to the upgrade and maximizes the flexibility for the control team in
this task [32].

4.5 Evolution

The evolution of the cryogenic process control system has grown towards a 24h fully auto-
matic operation without human intervention through enhanced capabilities to handle the
complexity of many processes thanks to the accelerating technology and continuing pro-
fusion of smarter sensors, instruments, and integrated systems. In order to cope with

Fig. 15 LHC detectors cryogenic control hardware migration strategy
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this high level of automation, the control system features should allow the few opera-
tors to obtain detailed information on all the process and control devices (control loops,
sensors, actuators, alarms, interlocks) existing in the control hierarchy. In particular, it
includes an advanced diagnostic environment allowing the operators to navigate within a
cryogenic hierarchy to identify the interlock associated to the fault root cause (mechan-
ical, electrical, instrumentation, control hardware, control software, etc.). This will allow
to take rapid corrective actions remotely and to operate in degraded conditions to over-
come problems andminimize potential down-times. The control systemwill include early
warnings based on data mining computation and several interlocks on threshold limits
and enhance the associated fully automatic response in different states. In case of continu-
ous failure, upon an alarm occurrence, the operator is warned, either by e-mail or cellular
phone for on-site intervention On average this automatic call occurs every 1 or 2 hours
depending on the status of the system itself; the maximum of period with no automatic
warning was reported to be approximately 1 day.
Integration evolution with an intelligent data base [33], software production tasks

and technologies using the continuous integration practice [34] allow CERN to imple-
ment periodical upgrades resulting in a continuous evolving robust cryogenic con-
trols software, while reducing the required time and effort. For HL-LHC [35], CERN
strategy is to design and deploy software tool in order to help automatizing the con-
trol system production using data extracted automatically. The complete information
on cryogenic equipment to be controlled, its characteristics and parameters will be
extracted from a set of views on the project database, to generate the specifications
of the integrated control system (it models topographical organization layouts as func-
tional positions and relationship). Finally, wireless communications are being studied
in order to minimize the cabling cost in a new large-scale project with thousands
of kilometers around the facility. The use of wireless communication and power-
ing from the alcoves to the sensors/actuators wherever possible is a real alternative
[36] considering the burden (resources, planning and costs) of the electrical cabling
campaigns.

5 Results
The cryogenic availability, define such as the fraction of time in which the cryogenic actu-
ally runs and is available for accelerator beam operation, is highly critical, as the failure of
the sub-systems will lead to an immediate stop of the accelerator beams or of the detec-
tor data taking. The CERN cryogenic installations are built-up of several ten thousand
components and the availability of the whole system will depend on the availability of cer-
tain large components such as compressors or control system, as well as the availability
of small and tiny components as e.g. temperature sensors or electric connectors. After
a delicate start-up due to the extraordinary complexity of the LHC cryogenic system, a
reference of 90% of overall availability has been achieved.The efforts performed by cryo-
genic teams allowed a continuous improvement of the global availability as can be seen
in Fig. 16. The corresponding availability for the cryogenic control system is estimated
to be more than 99.8%. In order to maintain high availability for the system (on top of
an adapted and efficient maintenance policy), systematic analysis and treatment of fail-
ures is continuously performed in order to minimize downtime as much as technically
possible.
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Fig. 16 LHC Cryogenics availability from 2010 to 2018

6 Conclusion
The CERN cryogenic control systems have been operational for more than two decades.
Over this period, the reliability and the capability of homogenizing the cryogenic oper-
ation have been extremely valuable for the global reliability of the cryogenic system
(average 98% of availability [37–39] during the last LHC-Run).
After more than a decade, two problems have been faced, the continuous software

optimization, requiring the yearly software redeployment, and the electronic hardware
ageing, leading to system failures.Moreover, technical support of the systems started to be
problematic due to the unavailability of some PLC hardware components, which became
obsolete. This led to a review [40] of the hardware architecture and its upgrade to the lat-
est technology, ensuring a longer equipment life cycle and facilitating the implementation
of modifications to the process logic. The change of the hardware provided an opportu-
nity to upgrade the process control applications using the most recent CERN frameworks
and commercial engineering software, while improving the in-house software production
methods and tools.
Integration of all software production tasks and technologies using the continuous inte-

gration practice allows CERN to prepare and implement more robust software, while
reducing the required time and effort. The upgraded system benefits from the newest
technology and the most recent versions of CERN frameworks (for developing indus-
trial control applications) and commercial software. The upgrade of the PLC equipment
extends the life cycle by another 20 years. Thanks to the continuous integration system
and extensive database [41], the implementation of process logic modifications requires
less time and effort, and the code produced is more robust.
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