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Recently, machine learning (ML) techniques have led to a range of numerous developments in the field
of nuclear and high-energy physics. In heavy-ion collisions, the impact parameter of a collision is one of the
crucial observables that has a significant impact on the final state particle production. However, the
calculation of such a quantity is nearly impossible in experiments as the length scale ranges in the level of a
few fermi. In this work, we implement the ML-based regression technique via boosted decision trees to
obtain a prediction of the impact parameter in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV using a multiphase
transport model. In addition, we predict an event shape observable, transverse spherocity in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 and 5.02 TeV using a multiphase transport and PYTHIA8 based on Angantyr
model. After a successful implementation in small collision systems, the use of transverse spherocity in
heavy-ion collisions has potential to reveal new results from heavy-ion collisions where the production of a
quark gluon plasma medium is already established. We predict the centrality dependent spherocity
distributions from the training of minimum bias simulated data and find that the predictions from the
boosted decision trees based ML technique match with true simulated data. In the absence of experimental
measurements, we propose to implement a machine learning based regression technique to obtain
transverse spherocity from the known final state observables in heavy-ion collisions.

DOI: 10.1103/PhysRevD.103.094031

I. INTRODUCTION

A deconfined state of quarks and gluons, also known as
quark gluon plasma (QGP) is believed to be produced in
ultrarelativistic heavy-ion collisions at the Large Hadron
Collider (LHC). However, due to its very short lifetime we
do not have any direct evidence of possible QGP formation;
instead, several indirect signatures such as strangeness
enhancement, quarkonia suppression, direct photon mea-
surements, elliptic flow etc. suggest that formation of QGP
is highly probable in such collisions [1]. Such observables
are usually studied as a function of centrality classes of the
collisions which are determined by the impact parameter
(b). However, obtaining the impact parameter values from
experiments is still challenging as its value ranges in few
femtometers (fm). Thus, in experiments the centrality

classes are inferred from final state charged-particle mul-
tiplicities and sometimes from the transverse energy dis-
tribution. In hindsight, it would benefit the experiments if
one can successfully implement machine learning (ML)
based techniques to obtain the impact parameter in a
precise way.
Historically, the results from proton-proton (pp) colli-

sions are considered as a baseline for understanding the
results obtained for heavy-ion collisions. To understand the
recent measurements of heavy-ion-like behaviors [2,3] in
pp collisions at the LHC, a new event classifier known as
transverse spherocity, an event shape observable, has been
introduced. [4–12]. After its successful implementation in
small collision systems, the use of transverse spherocity in
heavy-ion collisions has a potential to reveal new physics
where the production of a QGP medium is already
established. In our recent publication [13], we have
explicitly used transverse spherocity in heavy-ion collisions
for the first time to study the final state particle correlations
and azimuthal anisotropy as a function of transverse
spherocity in a multiphase transport (AMPT) model. A
strong anticorrelation of transverse spherocity with the
ellipticity of the events in heavy-ion collisions was
observed. It was found that low transverse spherocity
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events contribute significantly to the elliptic flow while
high transverse spherocity events have nearly zero elliptic
flow. This indicates that transverse spherocity can be used
as a new event classifier in heavy-ion collisions. However,
so far no measurement has been performed in heavy-ion
collisions as a function transverse spherocity in any of the
LHC experiments due to the fact that such a measurement
becomes computationally challenging in heavy-ion colli-
sions. Thus, the application of ML-based regression tech-
niques to obtain transverse spherocity from the known final
state experimental observables would be very useful in the
current scenario.
Recently, machine learning techniques have led to a

range of numerous developments in the field of high-
energy physics (HEP) along with in different fields of
physics [14–20]. For several years, different machine
learning algorithms have been used to determine the impact
parameter [21–26]. Thus, it is timely to implement ML-
based techniques to obtain the impact parameter and
transverse spherocity distributions at the LHC energies.
Machine learning methods are designed to exploit large
datasets in order to reduce complexity. They also help to
find new features in data. Currently, the most frequently
used machine learning algorithms in high-energy physics
are boosted decision trees (BDTs) [27] and neural networks
(NNs). Usually, machine learning model is trained for
variables relevant to a particular physics problem, which
can be classified into either a classification or regression
problem. In both cases, training the model is the most time
consuming step for both humans and computer CPUs,
while the inference stage is relatively inexpensive. Thus,
machine learning models are gaining lots of popularity in
different fields of basic sciences. BDTs and NNs are
typically used to classify particles and events. However,
they are also used for regression, where a continuous
function is learned and gives a prediction of an observable
which is usually cumbersome to obtain from real experi-
ments. In this work, we implement ML-based regression
technique via BDTs to obtain predictions for impact
parameter and spherocity distributions in Pb-Pb collisions
at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 and 5.02 TeV using AMPT [28] and
PYTHIA8 (Angantyr) models [29]. For machine learning,
we have used a PYTHON based machine learning package,
called the SCIKIT-LEARN software package [30]. We have
specifically used the GradientBoostingRegressor module
inside the sklearn.ensemble framework. For our study, we
use final state charged-particle multiplicity and mean trans-
verse momentum as the input variables for the predictions of
the impact parameter and transverse spherocity.
This paper is organized as follows. We start with a brief

introduction on event generation and target observables for
ML in Sec. II. Then, in Sec. III we provide a detailed
procedure of ML-based regression techniques along with a
few quality assurance plots to obtain the impact parameter
and transverse spherocity from heavy-ion collisions at the

LHC energies using event generators such as the AMPT
and PYTHIA8 (Angantyr) models. In Sec. IV, we provide a
detailed discussion on the results and we summarize our
findings in Sec. V.

II. EVENT GENERATION AND TARGET
OBSERVABLES

In this section, we begin with a brief introduction on
event generators. Then, we proceed to define impact
parameter and transverse spherocity.

A. A multiphase transport model

AMPT model contains four main components, namely,
initialization, followed by the parton transport, hadroniza-
tion mechanism, and hadron transport [28]. The initializa-
tion of the model is similar to the HIJING model [31],
where the produced partons calculated in pp collisions are
converted into heavy-ion collisions. They are incorporated
via the nuclear overlap and shadowing function using an
inbuilt Glauber model. The initial low-momentum partons
are produced from parametrized colored string fragmenta-
tion mechanisms and they are separated from high momen-
tum partons by a momentum cutoff. The produced partons
are then initiated into the parton transport part, ZPC [32]. In
the string melting version of AMPT, at the start of the ZPC
melting of the colored strings into low-momentum partons
takes place, which are calculated using the Lund FRITIOF
model. Then the partons undergo multiple scatterings
which take place when any two partons are within a
distance of minimum approach and the transported partons
are finally hadronized using the spatial coalescence mecha-
nism [33,34]. The produced hadrons further undergo a final
evolution in the ART mechanism [35,36] via hadron
interactions. The particle flow and spectra at the mid-pT
regions are well explained by the quark coalescence
mechanism for hadronization [37–39], which is embedded
in the string melting mode in AMPT. Thus, we have used
the AMPT string melting mode (AMPT version 2.26t7) for
all of our calculations. The AMPT settings in the current
work are the same as those reported in Refs. [13,40]. For
the input of impact parameter values for different centrality
classes in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 and 5.02 TeV,
we have used Ref. [41].

B. PYTHIA8 (Angantyr)

PYTHIA8 [42], which was initially developed for small
collision systems such as eþe−, pp, and pp̄ collisions, now
includes the Angantyr model to describe heavy-ion colli-
sions. The main idea of the Angantyr model in PYTHIA8 is
to extrapolate dynamics from pp collisions to heavy-ion
collisions, retaining as much as possible from pp collisions
[29]. In order to make predictions for heavy-ion collisions,
different parts of a standard PYTHIA8 simulation was
modified and it was tuned with the results from eþe−,
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pp, and ep collisions. So far, the model does not use any
heavy-ion data to tune it. Thus, the current model retains
the production mechanisms from small collision systems.
However, it is successful in reproducing several features of
pA and AA collisions [29]. In this work, we have used the
predictions from the PYTHIA8 (Angantyr) model to show the
model dependence of the proposed ML technique in
obtaining the transverse spherocity distributions.

C. Impact parameter

The interpretation of several results measured in heavy-
ion collisions largely depends on the overlap region of two
colliding nuclei in a given impact parameter (b). Obtaining
the impact parameter values from experiments are still
challenging as its value ranges in a few femtometers (fm).
However, theoretical techniques, using the so-called
Glauber formalism [43–46], have been developed to allow
the estimation of impact parameters and number of par-
ticipants from experimental data, which consider multiple
scattering of nucleons in nuclear targets. AMPT and
PYTHIA8 (Angantyr) model internally depend on the
Glauber picture to model the early stage of heavy-ion
collisions with a proper computation of the number of
inelastic subcollisions for a particular centrality class [47].
Here, we briefly describe how the total inelastic cross
section, number of binary collisions, and number of
participants are related to the impact parameter.
For a collision of two heavy nuclei, A and B at relativistic

speeds with impact parameter b, the inelastic cross section
can be defined as

σinelAB ðbÞ ¼
Z

db½1 − ð1 − TABðbÞσinelNNÞAB� ð1Þ

≃
Z

db½1 − exp ½−ABTABðbÞσinelNN ��; ð2Þ

where TABðbÞ is known as the nuclear overlap function and
σinelNN is the nucleon-nucleon inelastic cross section. For such
nucleus-nucleus collisions, the total number of binary
collisions is

NAB
collðbÞ ¼

XA
n¼0

nPðn;bÞ ¼ ABTABðbÞσinelNN; ð3Þ

and the number of participants (or wounded nucleons) of
nucleus A for a given impact parameter b is given by

NA
partðbÞ¼B

Z
TBðs−bÞf1− ½1−TAðsÞσNNinel�Agd2s: ð4Þ

The number of participants in nucleus A is proportional to
the nuclear profile function at transverse positions s,
TABðsÞ, weighted by the sum over the probability for a
nucleon-nucleon collision at transverse position (s − b) in

nucleus B. Thus, at a given b, the number of participants is
given by

NpartðbÞ ¼ NA
partðbÞ þ NB

partðbÞ: ð5Þ

Theoretical calculations in heavy-ion physics use b as an
input to compare theoretical results to the experimental
ones. NpartðbÞ or NcollðbÞ are calculated using the Glauber
model at a given b, which are subsequently related to
multiplicities [48]. In this article, we use machine learning
techniques to predict the impact parameter distribution
using the observables measured after the collision.

D. Transverse spherocity

Transverse spherocity is defined for a unit vector n̂ that
minimizes the following ratio in the transverse plane:

S0 ¼
π2

4

�
Σijp⃗Ti

× n̂j
ΣipTi

�
2

: ð6Þ

By definition, transverse spherocity is infrared and
collinear safe [6] and the extreme limits of transverse
spherocity are related to specific configurations of events in
the transverse plane. The value of transverse spherocity
ranges from 0 to 1. Transverse spherocity becoming 0
means the events have back-to-back structure and are called
jetty events while 1 would mean the events are isotropic in
nature. The isotropic events are the results of soft processes
while the jetty events are usually the hard events. The
spherocity distributions are obtained for the events with
at least 5 charged particles in the pseudorapidity range of
jηj < 0.8 with pT > 0.15 GeV=c to recreate the similar
conditions as in ALICE at the LHC. In recent years, there
have been several applications of transverse spherocity at
the LHC energies, which can be found in Refs. [4–12].

III. MACHINE LEARNING BASED REGRESSION

ML techniques could be applied to solve numerous real-
life problems. First, the ML model is built by training the
model with a training dataset. The performance is tested
with a new independent set of data and further tuning of the
model parameters are made if necessary. Once the pre-
dictions or the estimations are sufficiently satisfying, the
model is saved and is ready to be applied to actual data to
solve the problem. Machine learning addresses mainly
classification, regression, and clustering kinds of problems.
The problem, that we have in hand, is of the supervised
regression kind; i.e., for each set of the input variables, we
have a finite numerical value as the target variable. Each set
of the data refers to one event of the heavy-ion collisions.
We have used charged-particle multiplicity (hdNch=dηi),
charged-particle multiplicity in the transverse region
(hNTS

ch i), and mean transverse momentum (hpTi) as the
input variables and the target variables as the impact
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parameter (b) and transverse spherocity (S0). For our
problem, the gradient boosting decision trees (GBDT)
algorithm has been chosen. Figure 1 represents the corre-
lation matrix for the input variables and the target variables
for Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV minimum bias
events. The numbers in the boxes represent the correlation
coefficient which ranges from −1 to 1 and give the
correlation strength between the intersecting variables in
the matrix. The correlation coefficient (ρ) for two variables
x and y is given by

ρ ¼ covðx; yÞ
σxσy

ð7Þ

where covðx; yÞ is the covariance and σx and σy are the
standard deviations of x and y, respectively.

A. Decision trees regression

Machine learning comprises several statistical predictive
models. The algorithm learns from the data and builds the

model, which then makes predictions or decisions based on
its learning experience. Out of many such algorithms,
decision trees are the most popular machine learning
algorithms known for their simplicity yet intelligent and
powerful predictions. Decision trees regression [49] makes
predictions for a target variable having continuous finite
values (such as real numbers). In this study, these are the
impact parameter (b) and transverse spherocity (S0).
Decision trees are built in a top-down approach. Trees
can be understood as continuous piecewise structures that
take decisions based on certain rules giving rise to binary
splitting of the nodes. The tree begins from the root node
and then keeps on splitting recursively into further nodes.
The splitting process continues until the preset maximum
depth of the tree is reached. Each such split points are
termed as internal nodes and the criteria of splitting is
different for the type of the problem, i.e., classification or
regression. Splitting is often governed by minimizing the
node impurity. Impurity criteria is a mathematical measure
of selecting the best features for splitting and growing the
tree. In decision tree regression, there are two common
impurity measures, i.e., least squares and least-absolute
deviation. In least squares, splits are chosen to minimize the
sum of squared error between the observation and the mean
in each node. In least-absolute deviation, splits are chosen
to minimize the mean-absolute deviation from the median
in each node. Mean-absolute deviation is more robust to
outliers as compared to mean-squared error; however, it fits
slower.

B. Gradient boosting decision trees

GBDTs [50] use decision trees of a fixed size as the base
estimators. These base estimators are called as the weak
learners in the context of gradient boosting. Gradient
boosting is an iterative process and it builds an additive
model in a forward stage-wise fashion where addition of a
new weak learner compensates the shortcomings of the
existing weak learners. These shortcomings are identified
as the gradients [Eq. (11)]. In any regression problem, we
have a set of target variables y and a set of input (observed)
variables x ¼ fx1;…:; xng. The training sample fyi;xigN1
has all the known values of ðy;xÞ for N events. The goal is
to train the ML model to obtain the functional value FðxÞ
which satisfies yi ¼ FðxiÞ. In the gradient boosting
method, this estimation can be achieved by adding the
outcomes of several weak learners hm as

yi ¼ FMðxiÞ ¼
XM
m¼1

hmðxiÞ: ð8Þ

The parameter M corresponds to the number of trees in
each decision tree estimator. Now at each stage, the additive
process can be written as

FIG. 1. Correlation matrix of the input variables and target
observables in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in AMPT
model. The numbers show the correlation coefficients. The top
panel shows the correlation matrix for impact parameter while
the bottom panel shows the correlation matrix for transverse
spherocity.
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FmðxÞ ¼ Fm−1ðxÞ þ νhmðxÞ: ð9Þ

The parameter ν is called as the learning rate. There is a
direct tradeoff between the learning rate and number of
trees (the number of weak learners), specified by the
parameter M. Smaller values of the learning rate require
larger numbers of weak learners (more number of trees) to
maintain a constant training error. Usually a model is built
with a small value of learning rate as it performs better and
achieves a minimal testing error. The newly added tree
hmðxÞ is fitted in order to minimize the sum of a loss
function lðyi; Fm−1ðxiÞ þ hmðxiÞÞ. We can use the Taylor’s
first order expansion and approximate the value of l as

lðyi; Fm−1ðxiÞ þ hmðxiÞÞ

≈ lðyi; Fm−1ðxiÞÞ þ hmðxiÞ
�∂lðyi; FðxiÞÞ

∂FðxiÞ
�
F¼Fm−1

: ð10Þ

For the squared loss function, which is of the form,
lðyi; FðxiÞÞ ¼ 1

2
ðyi − FðxiÞÞ2,

−gi ¼ −
�∂lðyi; FðxiÞÞ

∂FðxiÞ
�
F¼Fm−1

¼ yi − FðxiÞ: ð11Þ

Here, gi is the gradient and ðyi − FðxiÞÞ is called as the
residual. We can interpret residuals as negative gradients.
Now, to improve the model predictions and build a more
robust model, a suitable loss function is chosen, which is
then minimized using the gradient descent algorithm. In the
GBDTalgorithm, we have three types of loss functions, i.e.,
least squares, least-absolute deviation, and the Huber loss
functions.
Least squares:

lðyi; FðxiÞÞ ¼
1

2
ðyi − FðxiÞÞ2

Least-absolute deviation:

lðyi; FðxiÞÞ ¼ jyi − FðxiÞj

Huber:

lðyi; FðxiÞÞ ¼
� 1

2
ðyi − FðxiÞÞ2; jyi − FðxiÞj ≤ δ

δðjyi − FðxiÞj − δ=2Þ; jyi − FðxiÞj > δ

Here, δ is known as the transition point that defines those
residual values that are considered to be outliers, subject to
absolute rather than squared-error loss. For residual less
than or equal to δ, the Huber loss function becomes the
least-squares loss.

C. Quality assurance

In the GBDT algorithm, there are essential parameters
such as the number of decision trees, and the maximum
depth and learning rate, which play crucial role in the fitting
process. The task is to obtain the best fit of the model to the
training data by optimizing these parameters. These para-
meters require manual tuning by observing the perfor-
mance of the model. For this study, we have taken the
number of trees to be 100, maximum depth to be 40,
learning rate is fixed at 0.1, and all other parameters are set
to their default values. The accuracy of the trained model
could be evaluated by calculating the mean-absolute error
of the target variables for the training dataset. The mean-
absolute error for the impact parameter is given by

Δb ¼ 1

Nevents

XNevents

n¼1

jbtruen − bpredn j: ð12Þ

Here, btruen is the true value of the impact parameter from the
simulated data and bpredn is the predicted value from the
GBDT-ML model. Mean-absolute error for transverse
spherocity (ΔS0) could be estimated in the similar fashion.
The learning process of the ML model is greatly influenced
by the size of the training data. We can see this by
evaluating the values of Δb and ΔS0 for 10K events of
independent testing data with the ML model trained with
different sets of events. The results are mentioned in
Table I. As we can see, with a greater number of events
in the training data, the model learns better; hence, the
mean-absolute error decreases with an increase in training
data size. This behavior is expected as the model should
gather more information with more training data, and thus
its prediction gets improved. As we increase training data
size from 2 to 60 K events, Δb decreases from 0.71 to
0.52 fm and ΔS0 decreases from 0.079 to 0.055. However,
with training size greater than 50 K events,Δb saturates to a
constant value, and the decrease in ΔS0 is too small to
make any difference. Therefore, for this study, we have
taken 60 K events for the training of the model for both the
target variables.
Loss function is another important parameter in the

GBDT algorithm, which needs to be chosen carefully. We
have obtained the Δb and ΔS0 values against boosting
iterations (number of trees) for three kinds of loss

TABLE I. Size dependence of the GBDT-ML model for the
training data in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Δb and
ΔS0 are the mean-absolute error on the independent testing data
having 10K events for impact parameter and transverse spher-
ocity, respectively.

Size of training data 2K 10K 20K 40K 50K 60K

Δb [fm] 0.71 0.62 0.58 0.53 0.52 0.52
ΔS0 0.079 0.068 0.062 0.058 0.056 0.055
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functions, i.e., least squares, least-absolute deviation, and
the Huber loss functions. Figure 2 shows the performance
of these loss functions in the training dataset with 60K
events for both the target variables. The x axis denotes
boosting iterations and the y axis denotes the corresponding
mean-absolute error of the training data. As we can see, Δb
and ΔS0 decrease by growing more trees in the model. The
values ofΔb andΔS0 fall exponentially, moving from 10 to
60 number of trees and then the descent is very small. For
boosting iterations greater than 80, the mean-absolute error
seems to saturate and remains fairly constant. Small values
ofΔb andΔS0 in the training data indicate that the model is
learning better. To be fair, we stop at 100 trees. Among
these three loss functions, the least-square loss performs
better and its training is faster than the mean-absolute
deviation and the Huber loss. So, we have chosen the least-
square loss function as a default method for this study.
By fixing the training data sample size, optimizing the

model parameters and minimizing the mean-absolute
errors, i.e., Δb and ΔS0 in the training data, now it is

time to look into the performance of the trained model. We
can predict the values of the impact parameter and trans-
verse spherocity using this ML model. Figure 3 shows the
predicted values of the variables using ML models versus
the true values of the variables from AMPT model
simulation for 16K events of minimum bias Pb-Pb colli-
sions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in an independent testing
dataset. For the most accurate predictions, the points on
the plot should populate a straight line inclined at an angle
45 degrees to the x axis. Though we see a little spread in the
plots, the straight lines are distinctly visible, suggesting a
good agreement between the predictions from the ML
model and true values from the simulation. We have also
computed the testing accuracy and found that, for the
impact parameter, Δb ¼ 0.52 fm while for transverse
spherocity, ΔS0 ¼ 0.055 for the testing data.
For the subsequent plots, the total number of accepted

events for minimum bias Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼
5.02 TeV are 76.5K, out of which 60K events are used
for the ML training (to minimize the mean-absolute errors)
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FIG. 2. Performance of different loss functions in the GBDT-ML model in the training dataset with 60K events each. The x axis
denotes boosting iterations (number of trees) and the y axis denotes the corresponding mean absolute error.

0 5 10 15 20

 [fm]trueb

0

5

10

15

20

 [f
m

]
pr

ed
.

b

 = 5.02 TeV (min. bias)NNsPb-Pb,

AMPT

b = 0.52 fmΔ

0 0.2 0.4 0.6 0.8 1
true
0S

0

0.2

0.4

0.6

0.8

1

pr
ed

.
0

S

 = 5.02 TeV (min. bias)NNsPb-Pb,

AMPT

 = 0.0550SΔ

FIG. 3. Predicted values of impact parameter (left) and transverse spherocity (right) in the GBDT-ML model versus their true values in
the testing data with 16K events of Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV (min. bias) in AMPT model.
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and the rest of the events are used for the testing purpose.
The maximum deviation among ML predictions from
different loss functions with respect to the least-square
loss function method (default method) is used as systematic
uncertainties in the predicted values. They are summed in
quadrature with the statistical uncertainties and shown as
red-colored bands in the plots. The statistical uncertainties
in the true values are shown as bars. In predicted to true
ratio plots, the black-colored band denotes the statistical
uncertainties in the true values while the red-colored band
denotes the quadratic sum of statistical and systematic
uncertainties.

IV. RESULTS AND DISCUSSIONS

The top panel of Fig. 1 shows the correlation matrix of
the input variables and impact parameter in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. The numbers show the
correlation coefficients (ρ) which are obtained from
Eq. (7). We see a significant anticorrelation of the impact
parameter and the final state charged-particle multiplic-
ities, which is evident from the values of ρ. Also, the
impact parameter was found to be anticorrelated with the
mean transverse momentum of an event. This behavior is
evident in Fig. 4, where the correlation with each input
variable with the impact parameter is shown. Figure 6
shows the predictions for impact parameter distribution
using ML for Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in
AMPTmodel. The lower panel shows the ratio of predicted
distribution to the true distribution. One can clearly see
that the proposed ML framework with hdNch=dηi, hNTS

ch i,
and hpTi as the input variables does a nice job of predicting
the impact parameter distribution in Pb-Pb collisions
at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV.
The bottom panel of Fig. 1 shows the correlation matrix

of the input variables and transverse spherocity in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. The numbers show the
correlation coefficients (ρ) which are obtained from Eq. (7).
The values of ρ for intersecting variables in the matrix
suggest there is a good dependency of the chosen input
variables and the transverse spherocity. Based on Eq. (6),
one would naively expect that spherocity would be highly
correlated to the charged-particle multiplicity and mean
transverse momentum of an event. Thus, we have chosen
total charged-particle multiplicity, charged-particle multi-
plicity in the transverse region, and the mean transverse
momentum as the input variables for the ML prediction.
From Fig. 1, it is found that the transverse spherocity has
very high correlation with the total charged-particle multi-
plicity and charged-particle multiplicity in the transverse
region of an event. Although, the correlation with the mean
transverse momentum is small it is still significant for a
proper prediction of transverse spherocity through ML. To
understand the correlation between the input variables and
the transverse spherocity we have shown the correlation

between each input variable and the predicted value of
transverse spherocity in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
5.02 TeV in Fig. 5. One could observe that in the top
and middle plots, the high-spherocity region is highly
correlated with hdNch=dηi and hNTS

ch i of an event. We
observe that the events with high spherocity consist of a
large number of final state charged particles. However, the
low-spherocity region tends to a back-to-back structure and
consequently the correlation between transverse spherocity
and charged-particle multiplicity decreases. However, in
this region, the hpTi plays a bigger role as the transverse
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FIG. 4. Correlation plots between each input variable and the
predicted value of the impact parameter in Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in the AMPT model.
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momentum of the produced particles is expected to be high.
We have also studied the correlation of transverse spher-
ocity with the leading-transverse momentum of an event
and charged-particle multiplicity in the towards and away
region. However, their effects are found to be quite
negligible in the ML prediction. Thus, we have only
considered the shown input variables in Fig. 5 for our
present study. Let us now move to the predictions of the
transverse spherocity and see how they compare with their
true values.

Figure 7 shows the predictions for transverse spherocity
distribution in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Here
we have also compared the predicted values with the true
spherocity distribution obtained from AMPT. One can
clearly see that the proposed ML framework with
hdNch=dηi, hNTS

ch i, and hpTi as the input variables predicts
the spherocity distribution accurately in Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. However, at low-spherocity regions, we
see deviation from the true distribution and this could be due
to the fact that in heavy-ion collisions the statistics of having
events with back-to-back structure are expected to be quite
less compared to events that are isotropic in nature. Thus, we
believe that this deviation could be due to limited statistics in
the low-spherocity region, which can also be seen by the
black-colored band in the lower panel. In the bottomplot, we
have obtained the estimation of spherocity distribution from
the input variables in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 TeV
with the ML training obtained from Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV.We observe that ML could successfully
predict the spherocity distribution at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 TeV in
wide spherocity ranges. This suggests that the correlation of
spherocity distributions with the input variables are quite
similar across the LHC energies.
To understand if the proposed algorithm is affected by a

particular Monte-Carlo (MC) model, we have used the
similar ML algorithm in PYTHIA8 (Angantyr) model in

0 0.2 0.4 0.6 0.8 1
pred.
0S

0

1

2

3

4
310×

>η
/d

ch
<

dN

1

10

210
 = 5.02 TeV (min. bias)NNsPb-Pb,

AMPT

0 0.2 0.4 0.6 0.8 1
pred.
0S

0

0.5

1

1.5

2

310×

>
T

S
ch

<
N

1

10

210

0 0.2 0.4 0.6 0.8 1
pred.
0S

0

0.5

1

1.5

>
 [G

eV
/c

]
T

<
p

1

10

210

FIG. 5. Correlation plots between each input variable and the
predicted value of transverse spherocity in Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in AMPT model.
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the gradient boosting decision trees algorithm for Pb-Pb colli-
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p ¼ 5.02 TeV in AMPT model. The quadratic sum
of the statistical and systematic uncertainties are shown as a red-
colored band for the predicted values. The statistical uncertainties
in the true values are shown as bars. In the ratio,the black-colored
band denotes the statistical uncertainties in the true values while
the red-colored band denotes the quadratic sum of statistical and
systematic uncertainties.
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Fig. 8. As evident in Sec. II, the physics mechanisms in
AMPT model and PYTHIA8 (Angantyr) are quite different.
However, in Fig. 8, we observe that the predictions for
transverse spherocity distribution for Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in the PYTHIA8 model is quite accurate
compared to the true distribution. After we confirm that the
proposed ML algorithm does not have any significant bias

due to a particular event generation model, we now
move to the predictions of spherocity distribution for
different centrality classes in Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
5.02 TeV with the ML training with minimum bias
simulated data. Figure 9 shows the predictions of transverse
spherocity distributions for (0–10)%, (20–30)%, (40–50)%
and (60–70)% centrality classes in Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Here the used input variables are for
specific centrality classes but the ML training is from
minimum bias Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV.
Also, the predicted results are compared with true spher-
ocity distribution and it is found that for high-spherocity
regions, the prediction is quite consistent with the true
distribution (evident in the lower panels).
The obtained results from AMPT are quite interesting

and encouraging. In the absence of experimental data, the
proposed ML algorithm gives an important tool to obtain
the impact parameter and spherocity distributions using the
available observables from experiments such as final state
charged-particle multiplicity and mean transverse momen-
tum. It would be very interesting to see how our results
compare with the same from experiments. So, it is quite
evident that the current study will act as a baseline for
future experimental explorations in this direction.
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FIG. 7. Predictions for transverse spherocity distribution using
ML and their comparison with true values in Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV (top) and
ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 TeV (bottom) in
AMPT model. The lower panels show the ratio of the predicted
values to the true values. The quadratic sum of the statistical and
systematic uncertainties are shown as a red-colored band for the
predicted values. The statistical uncertainties in the true values are
shown as bars. In the ratio, the black-colored band denotes the
statistical uncertainties in the true values while the red-colored
band denotes the quadratic sum of statistical and systematic
uncertainties.
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FIG. 8. Predictions for transverse spherocity distribution using
gradient boosting decision trees algorithm for Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV in PYTHIA8 model. The lower panel shows the
ratio of the predicted values to the true values. The quadratic sum
of the statistical and systematic uncertainties are shown as a red-
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in the true values are shown as bars. In the ratio, the black-colored
band denotes the statistical uncertainties in the true values while
the red-colored band denotes the quadratic sum of statistical and
systematic uncertainties.
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V. SUMMARY

In summary, we implement the ML-based regression
technique via BDTs to obtain a prediction of impact param-
eter and transverse spherocity in Pb-Pb collisions at the LHC
energies using AMPT model. We obtain the predictions for
centrality dependent spherocity distributions from the train-
ing of minimum bias simulated data and find that the
predictions from BDTs based ML technique matches with
true simulated data. In the absence of experimental measure-
ments, we propose to implement the machine learning based
regression technique to obtain transverse spherocity from the
known final state quantities in heavy-ion collisions.
We would like to mention here that the ML-based

training with the correlations of input observables using

a MC model is quite useful, when the MC model describes
the input observables as close as possible to the exper-
imental data. This method will be useful to handle the
physics associated with unmeasured quantities in the
experiment. In addition, to handle heavy computational
problems of central heavy-ion collisions of high-energy
experimental data, such a ML-based training using mini-
mum bias data could be used to deal with centrality
dependent behavior of observables for a given collision
energy and colliding species.
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