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Recently, machine learning (ML) techniques have led to a range of numerous developments in the
field of nuclear and high-energy physics. In heavy-ion collisions, the impact parameter of a collision
is one of the crucial observables which has a significant impact on the final state particle production.
However, calculation of such a quantity is nearly impossible in experiments as the length scale ranges
in the level of a few fermi. In this work, we implement the ML-based regression technique via Boosted
Decision Trees (BDTs) to obtain a prediction of impact parameter in Pb-Pb collisions at

√
sNN =

5.02 TeV using A Multi-Phase Transport (AMPT) model. In addition, we predict an event shape
observable, transverse spherocity in Pb-Pb collisions at

√
sNN = 2.76 and 5.02 TeV using AMPT and

PYTHIA8 based on Angantyr model. After a successful implementation in small collision systems,
the use of transverse spherocity in heavy-ion collisions has potential to reveal new results from
heavy-ion collisions where the production of a QGP medium is already established. We predict
the centrality dependent spherocity distributions from the training of minimum bias simulated data
and it was found that the predictions from BDTs based ML technique match with true simulated
data. In the absence of experimental measurements, we propose to implement Machine learning
based regression technique to obtain transverse spherocity from the known final state observables
in heavy-ion collisions.

I. INTRODUCTION

A deconfined state of quarks and gluons, also known
as Quark Gluon Plasma (QGP) is believed to be pro-
duced in ultra-relativistic heavy-ion collisions at the
Large Hadron Collider (LHC). However, due to its very
short lifetime we do not have any direct evidence of pos-
sible QGP formation, instead several indirect signatures
such as strangeness enhancement, quarkonia suppression,
direct photon measurements, elliptic flow etc. suggest
that formation of QGP is highly probable in such col-
lisions [1]. Such observables are usually studied as a
function of centrality classes of the collisions which are
determined by the impact parameter (b). However, ob-
taining the impact parameter values from experiments
is still challenging as its value ranges in few femtome-
ters (fm). Thus, in experiments the centrality classes
are inferred from final state charged-particle multiplici-
ties and sometimes from the transverse energy distribu-
tion. In the hindsight, it would benefit the experiments if
one can successfully implement Machine Learning (ML)
based technique to obtain the impact parameter in a pre-
cise way.

Historically, the results from proton-proton (pp) colli-
sions are considered as a baseline for understanding the
results obtained for heavy-ion collisions. To understand
the recent measurements of heavy-ion-like behaviors [2, 3]
in pp collisions at the LHC, a new event classifier known
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as transverse spherocity, an event shape observable, has
been introduced. [4–12]. After its successful implemen-
tation in small collision systems, the use of transverse
spherocity in heavy-ion collisions has a potential to re-
veal new physics where the production of a QGP medium
is already established. In our recent publication [13],
we have explicitly used transverse spherocity in heavy-
ion collisions for the first time to study the final state
particle correlations and azimuthal anisotropy as a func-
tion of transverse spherocity in A Multi-Phase Transport
(AMPT) model. A strong anti-correlation of transverse
spherocity with the ellipticity of the events in heavy-ion
collisions was observed. It was found that low transverse
spherocity events contribute significantly to the elliptic
flow while high transverse spherocity events have nearly
zero elliptic flow. This indicates that transverse sphe-
rocity can be used as a new event classifier in heavy-ion
collisions. However, so far no measurement has been per-
formed in heavy-ion collisions as a function transverse
spherocity in any of the LHC experiments due to the
fact that such a measurement becomes computationally
challenging in heavy-ion collisions. Thus, the application
of ML based regression technique to obtain transverse
spherocity from the known final state experimental ob-
servables would be very useful in the current scenario.

Recently, machine learning techniques have led to a
range of numerous developments in the field of high-
energy physics (HEP) along with in different fields of
physics [14–20]. For several years different machine learn-
ing algorithms have been used to determine the impact
parameter [21–26]. Thus, it is timely to implement ML
based techniques to obtain the impact parameter and
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transverse spherocity distributions at the LHC energies.
Machine learning methods are designed to exploit large
datasets in order to reduce complexity. They also help
to find new features in data. Currently, the most fre-
quently used machine learning algorithms in high-energy
physics are Boosted Decision Trees (BDT) [27] and Neu-
ral Networks (NN). Usually, machine learning model is
trained for variables relevant to a particular physics prob-
lem, which can be classified into either classification or
regression problem. In both the cases, training the model
is the most time consuming step for both humans and
computer CPU, while the inference stage is relatively
inexpensive. Thus, machine learning models are gain-
ing lots of popularity in different fields of basic sciences.
BDTs and NNs are typically used to classify particles
and events. However, they are also used for regression,
where a continuous function is learned and gives a pre-
diction of an observable which is usually cumbersome to
obtain from real experiments. In this work, we implement
ML-based regression technique via BDT to obtain predic-
tions for impact parameter and spherocity distributions
in Pb-Pb collisions at

√
sNN = 2.76 and 5.02 TeV using

A Multi-Phase Transport (AMPT) [28] and PYTHIA8
(Angantyr) model [29]. For machine learning, we have
used a python based machine learning package, called
as scikit-learn software package [30]. We have specifi-
cally used the GradientBoostingRegressor module inside
sklearn.ensemble framework. For our study, we use final
state charged-particle multiplicity and mean transverse
momentum as the input variables for the predictions of
impact parameter and transverse spherocity.

This paper is organised as follows. We start with a
brief introduction on event generation and target observ-
ables for ML in section II. Then, in section III we provide
a detailed procedure of ML based regression technique
along with few quality assurance plots to obtain the im-
pact parameter and transverse spherocity from heavy-ion
collisions at the LHC energies using event generators such
as AMPT and PYTHIA8 (Angantyr) models. In sec-
tion IV, we provide a detailed discussion on the results
and we summarize our findings in section V.

II. EVENT GENERATION AND TARGET
OBSERVABLES

In this section, we begin with a brief introduction on
event generators. Then, we proceed to define impact pa-
rameter and transverse spherocity.

A. A Multi-Phase Transport (AMPT) model

AMPT Model contains four main components namely,
initialization, followed by parton transport, hadroniza-
tion mechanism and hadron transport [28]. The initial-
ization of the model is similar to HIJING model [31],
where the produced partons calculated in pp collisions

are converted into heavy-ion collisions. They are incor-
porated via nuclear overlap and shadowing function using
inbuilt Glauber model. The initial low-momentum par-
tons are produced from parametrized colored string frag-
mentation mechanisms and they are separated from high
momentum partons by a momentum cut-off. The pro-
duced partons are then initiated into parton transport
part, ZPC [32]. In the String Melting version of AMPT,
at the start of the ZPC melting of the colored strings
into low momentum partons takes place, which is cal-
culated using Lund FRITIOF model. Then the partons
undergo multiple scatterings which take place when any
two partons are within a distance of minimum approach
and the transported partons are finally hadronized using
spatial coalescence mechanism [33, 34]. The produced
hadrons further undergo final evolution in ART mecha-
nism [35, 36] via hadron interactions. The particle flow
and spectra at the mid-pT regions are well explained by
quark coalescence mechanism for hadronization [37–39]
which is embedded in string melting mode in AMPT.
Thus, we have used AMPT string melting mode (AMPT
version 2.26t7) for all of our calculations. The AMPT
settings in the current work are the same as reported in
Refs. [13, 40]. For the input of impact parameter val-
ues for different centrality classes in Pb-Pb collisions at√
sNN = 2.76 and 5.02 TeV, we have used Ref. [41].

B. PYTHIA8 (Angantyr)

PYTHIA8 [42], which was initially developed for small
collision systems such as e+e−, pp and pp̄ collisions, now
includes Angantyr model for the predictions for heavy-
ion collisions. The main idea of Angantyr model in
PYTHIA8 is to extrapolate dynamics from pp collisions
to heavy-ion collisions, retaining as much as possible from
pp collisions [29]. In order to make predictions for heavy-
ion collisions, different parts of a standard PYTHIA8
simulation was modified and it was tuned with the re-
sults from e+e−, pp and ep collisions. So far, the model
does not use any heavy-ion data to tune it. Thus, the
current model retains the production mechanisms from
small collision systems. However, it is successful in repro-
ducing several features of pA and AA collisions [29]. In
this work, we have used the predictions from PYTHIA8
(Angantyr) model to show the model dependence of the
ML technique in obtaining the transverse spherocity dis-
tributions.

C. Impact Parameter

The interpretation of several results measured in
heavy-ion collisions largely depends on the overlap re-
gion of two colliding nuclei in a given impact parameter
(b). Obtaining the impact parameter values from ex-
periments are still challenging as its value ranges in few
femtometers (fm). However, theoretical techniques, us-
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ing the so-called Glauber formalism [43–46] have been
developed to allow estimation of impact parameter and
number of participants from experimental data, which
consider multiple scattering of nucleons in nuclear tar-
gets. AMPT and PYTHIA8 (Angantyr) model internally
depend on Glauber picture to model the early stage of
heavy-ion collisions with a proper computation of the
number of inelastic sub-collisions for a particular cen-
trality class [47]. Here, we briefly describe how the total
inelastic cross-section, number of binary collisions and
number of participants are related to the impact param-
eter.

For a collision of two heavy-nuclei, A and B at rel-
ativistic speeds with impact parameter b, the inelastic
cross-section can be defined as

σinel
AB (b) =

∫
db
[
1−

(
1− TAB(b)σinel

NN

)AB
]

(1)

'
∫
db
[
1− exp

[
−ABTAB(b)σinel

NN

]]
, (2)

where, TAB(b) is known as the nuclear overlap function
and σinel

NN is the nucleon-nucleon inelastic cross-section.
For such nucleus-nucleus collisions, the total number of
binary collisions is

NAB
coll (b) =

A∑
n=0

nP (n,b) = ABTAB(b)σinel
NN , (3)

and the number of participants (or wounded nucleons) of
nucleus A for a given impact parameter, b is given by

NA
part(b) = B

∫
TB (s− b)

{
1−

[
1− TA (s)σNN

inel

]A}
d2s(4)

The number of participants in nucleus A is proportional
to the nuclear profile function at transverse positions s,
TAB(s), weighted by the sum over the probability for a
nucleon-nucleon collision at transverse position (s− b) in
nucleus B. Thus at a given b, the number of participants
is given by

Npart(b) = NA
part(b) +NB

part(b) . (5)

Theoretical calculations in heavy-ion physics use b as an
input to compare theoretical results to the experimental
ones. Npart(b) or Ncoll(b) are calculated using Glauber
model at a given b, which are subsequently related to
multiplicities [48]. In this article, we use machine learn-
ing technique to predict the impact parameter distribu-
tion using the observables measured after the collision.

D. Transverse Spherocity

Transverse spherocity is defined for a unit vector n̂ that
minimizes the following ratio in the transverse plane:

S0 =
π2

4

(
Σi |~pTi × n̂|

Σi pTi

)2

. (6)

By definition, transverse spherocity is infrared and
collinear safe [6] and the extreme limits of transverse
spherocity are related to specific configurations of events
in the transverse plane. The value of transverse sphe-
rocity ranges from 0 to 1. Transverse spherocity becom-
ing 0 means, the events have back-to-back structure and
called as jetty events while 1 would mean the events are
isotropic in nature. The isotropic events are the results of
soft processes while the jetty events are usually the hard
events. The spherocity distributions are obtained for the
events with at least 5 charged particles in the pseudo-
rapidity range of |η| < 0.8 with pT > 0.15 GeV/c to
recreate the similar conditions as in ALICE at the LHC.
In recent years, there have been several applications of
transverse spherocity at the LHC energies, which can be
found in Refs. [4–12].

III. MACHINE LEARNING BASED
REGRESSION

Machine learning (ML) techniques could be applied to
solve numerous real-life problems. Firstly, the ML model
is built by training the model with a training data set.
The performance is tested with a new independent set
of data and further tuning of the model parameters are
made if necessary. Once the predictions or the estima-
tions are sufficiently satisfying, the model is saved and is
ready to be applied to actual data to solve the problem.
Machine learning addresses mainly classification, regres-
sion and clustering kind of problems. The problem, that
we have in hand, is of supervised regression kind, i.e. for
each set of the input variables, we have a finite numer-
ical value as the target variable. Each set of the data
refers to one event of the heavy-ion collisions. We have
used charged-particle multiplicity (〈dNch/dη〉), charged-
particle multiplicity in the transverse region ( 〈NTS

ch 〉),
mean transverse momentum (〈pT〉) as the input variables
and the target variables as the impact parameter (b) and
transverse spherocity (S0). For our problem, the gradi-
ent boosting decision trees (GBDT) algorithm has been
chosen. Figure 1 represents the correlation matrix for
the input variables and the target variables for Pb-Pb
collisions at

√
sNN = 5.02 TeV minimum bias events.

The numbers in the boxes represent the correlation coef-
ficient which ranges from -1 to 1 and give the correlation
strength between the intersecting variables in the matrix.
The correlation coefficient (ρ) for two variables x and y
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dNch/d NTS
ch pT b

dNch/d

NTS
ch

pT

b

1 0.99 0.15 -0.94

0.99 1 0.13 -0.93

0.15 0.13 1 -0.25

-0.94 -0.93 -0.25 1
1.0

0.5

0.0

0.5

1.0

dNch/d NTS
ch pT S0

dNch/d

NTS
ch

pT

S0

1 0.99 0.15 0.5

0.99 1 0.13 0.51

0.15 0.13 1 0.17

0.5 0.51 0.17 1
1.0

0.5

0.0

0.5

1.0

FIG. 1: (Color Online) Correlation matrix of the input vari-
ables and target observables in Pb-Pb collisions at

√
sNN =

5.02 TeV in AMPT model. The numbers show the correlation
coefficients. The top panel shows the correlation matrix for
impact parameter while the bottom panel shows the correla-
tion matrix for transverse spherocity.

is given by,

ρ =
cov(x, y)

σxσy
(7)

where cov(x, y) is the covariance and σx and σy are the
standard deviations of x and y respectively.

A. Decision Trees Regression

Machine learning comprises of several statistical pre-
dictive models. The algorithm learns from the data and
builds the model, which then makes predictions or de-
cisions based on its learning experience. Out of many
such algorithms, decision trees are the most popular ma-
chine learning algorithms known for its simplicity yet
intelligent and powerful predictions. Decision trees re-
gression [49] makes predictions for a target variable hav-
ing continuous finite values (such as real numbers). In

this study, these are the impact parameter (b) and trans-
verse spherocity (S0). Decision trees are built in a top-
down approach. Trees can be understood as continuous
piece-wise structures that take decisions based on certain
rules giving rise to binary splitting of the nodes. The
tree begins from the root node and then keeps on split-
ting recursively into further nodes. The splitting process
continues till the preset maximum depth of the tree is
reached. Each such split points are termed as internal
nodes and the criteria of splitting is different for the type
of the problem i.e. classification or regression. Split-
ting is often governed by minimizing the node impurity.
Impurity criteria is a mathematical measure of selecting
the best features for splitting and growing the tree. In
decision tree regression, there are two common impurity
measures i.e. least-squares and least-absolute-deviation.
In least-squares, splits are chosen to minimize the sum of
squared error between the observation and the mean in
each node. In least-absolute-deviation, splits are chosen
to minimize the mean absolute deviation from the median
in each node. Mean-absolute-deviation is more robust to
outliers as compared to mean-squared-error, however it
fits slower.

B. Gradient Boosting Decision Trees (GBDT)

Gradient boosting decision trees (GBDT) [50] uses de-
cision trees of fixed size as the base estimators. These
base estimators are called as the weak learners in the con-
text of gradient boosting. Gradient boosting is an itera-
tive process and it builds an additive model in a forward
stage-wise fashion where addition of a new weak learner
compensates the shortcomings of the existing weak learn-
ers. These shortcomings are identified as the gradients
[Eq. 11]. In any regression problem, we have a set of
target variables y and a set of input (observed) variables
x = {x1, ...., xn}. The training sample {yi,xi}N1 has all
the known values of (y,x) for N−events. The goal is to
train the ML-model to obtain the functional value F (x)
which satisfy yi = F (xi). In gradient boosting method,
this estimation can be achieved by adding the outcomes
of several weak learners hm as

yi = FM (xi) =

M∑
m=1

hm(xi) (8)

The parameter M corresponds to the number of trees
in each decision tree estimator. Now at each stage, the
additive process can be written as

Fm(x) = Fm−1(x) + νhm(x) (9)

The parameter ν is called as the learning rate. There is
a direct trade-off between the learning rate and number
of trees (the number of weak learners), specified by the
parameter M . Smaller values of learning rate require
larger numbers of weak learners (more number of trees)
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FIG. 2: (Color Online) Performance of different loss functions in GBDT-ML model in the training data set with 60K events
each. The x-axis denotes boosting iterations (number of trees) and the y-axis denotes the corresponding mean absolute error.
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FIG. 3: (Color Online) Predicted values of impact parameter (left) and transverse spherocity (right) in the GBDT-ML model
versus their true values in the testing data with 16K events of Pb-Pb collisions at

√
sNN = 5.02 TeV (min. bias) in AMPT

model.

to maintain a constant training error. Usually a model
is built with a small value of learning rate as it performs
better and achieves minimal testing error. The newly
added tree hm(x) is fitted in order to minimize the sum
of a loss function l(yi, Fm−1(xi) + hm(xi)). We can use
the Taylor’s first order expansion and approximate the
value of l as

l(yi, Fm−1(xi) + hm(xi)) ≈ l(yi, Fm−1(xi))

+ hm(xi)

[
∂l(yi, F (xi))

∂F (xi)

]
F=Fm−1

. (10)

For the squared loss function which is of the form,
l(yi, F (xi)) = 1

2 (yi − F (xi))
2,

− gi = −
[
∂l(yi, F (xi))

∂F (xi)

]
F=Fm−1

= yi − F (xi) (11)

Here, gi is the gradient and (yi − F (xi)) is called as
the residual. We can interpret residuals as negative
gradients. Now, to improve the model predictions and
build more robust model, a suitable loss function is cho-
sen, which is then minimized using the gradient descent
algorithm. In GBDT algorithm, we have three types of
loss functions i.e. least-squares, least-absolute-deviation
and the Huber loss functions.
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FIG. 4: (Color Online) Correlation plots between each input
variable and the predicted value of impact parameter in Pb-
Pb collisions at

√
sNN = 5.02 TeV in AMPT model.
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l(yi, F (xi)) =
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Least-absolute-deviation:

l(yi, F (xi)) = |yi − F (xi)|

Huber:

l(yi, F (xi)) =

{
1
2 (yi − F (xi))

2, |yi − F (xi)| ≤ δ
δ(|yi − F (xi)| − δ/2), |yi − F (xi)| > δ

Here, δ is known as the transition point that defines those
residual values that are considered to be “outliers”, sub-
ject to absolute rather than squared-error loss. For resid-
ual less than or equal to δ, the Huber loss function be-
comes the least-squares loss.
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FIG. 5: (Color Online) Correlation plots between each input
variable and the predicted value of transverse spherocity in
Pb-Pb collisions at

√
sNN = 5.02 TeV in AMPT model.

C. Quality assurance

In GBDT algorithm, there are essential parameters
such as number of decision trees, maximum depth and
learning rate, which play crucial role in the fitting pro-
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cess. The task is to obtain the best fit of the model to
the training data by optimizing these parameters. These
parameters require manual tuning by observing the per-
formance of the model. For this study, we have taken
the number of trees to be 100, maximum depth to be
40, learning rate is fixed at 0.1 and all other param-
eters are set to their default values. The accuracy of
the trained model could be evaluated by calculating the
mean-absolute-error of the target variables for the train-
ing data set. The mean-absolute-error for impact param-
eter is given by

∆b =
1

Nevents

Nevents∑
n=1

|btruen − bpred.n | (12)

Here, btruen is the true value of the impact parameter from
the simulated data and bpredn is the predicted value from
the GBDT-ML model. Mean-absolute-error for trans-
verse spherocity (∆S0) could be estimated in the similar
fashion. The learning process of the ML-model is greatly
influenced by the size of the training data. We can see
this by evaluating the values of ∆b and ∆S0 for 10K
events of independent testing data with the ML-model
trained with different set of events. The results are men-
tioned in Table I. As we can see, with more number of
events in the training data, the model learns better, hence
the mean-absolute-error decreases with increase in train-
ing data size. This behavior is expected as the model
should gather more information with more training data,
and thus its prediction gets improved. As we increase
training data size from 2K to 60K events, ∆b decreases
from 0.71 fm to 0.52 fm and ∆S0 decreases from 0.079
to 0.055. However, with training size greater than 50K
events, ∆b saturates to a constant value, and the decrease
in ∆S0 is too small to make any difference. Therefore,
for this study, we have taken 60K events for the training
of the model for both the target variables.

TABLE I: Size dependence of GBDT-ML model for the train-
ing data in Pb-Pb collisions at

√
sNN = 5.02 TeV. ∆b and

∆S0 are the mean-absolute-error on the independent testing
data having 10K events for impact parameter and transverse
spherocity, respectively.

Size of training data 2K 10K 20K 40K 50K 60K

∆b [fm] 0.71 0.62 0.58 0.53 0.52 0.52

∆S0 0.079 0.068 0.062 0.058 0.056 0.055

Loss function is another important parameter in the
GBDT algorithm, which needs to be chosen carefully. We
have obtained the ∆b and ∆S0 values against boosting it-
erations (number of trees) for three kinds of loss functions
i.e. least-squares, least-absolute-deviation and the Huber
loss functions. Figure 2 shows the performance of these
loss functions in the training data set with 60K events
for both the target variables. The x-axis denotes boost-
ing iterations and the y-axis denotes the corresponding
mean-absolute-error of the training data. As we can see,

0 5 10 15 20b [fm]

0

0.02

0.04

 P
(b

)

Prediction

True

 = 5.02 TeV (min. bias)NNsPb-Pb, 

AMPT

0 5 10 15 20
b [fm]

0

1

2

R
at

io
 to

 tr
ue

FIG. 6: (Color Online) Predictions for impact parameter dis-
tribution using gradient boosting decision trees algorithm for
Pb-Pb collisions at

√
sNN = 5.02 TeV in AMPT model. The

quadratic sum of the statistical and systematic uncertainties
are shown as a red-colored band for the predicted values. The
statistical uncertainties in the true values are shown as bars.
In the ratio, black-colored band denotes the statistical uncer-
tainties in the true values while the red-colored band denotes
the quadratic sum of statistical and systematic uncertainties.

∆b and ∆S0 decrease by growing more trees in the model.
The values of ∆b and ∆S0 fall exponentially moving from
10 to 60 number of trees and then the descent is very
small. For boosting iterations greater than 80, the mean-
absolute-error seems to saturate and remains fairly con-
stant. Small values of ∆b and ∆S0 in the training data
indicate that the model is learning better. To be fair,
we stop at 100 trees. Among these three loss functions,
the least-square loss performs better and its training is
faster than the mean-absolute-deviation and the Huber
loss. So, we have chosen the least-square loss function as
a default method for this study.

By fixing the training data sample size, optimizing the
model parameters and minimizing the mean-absolute-
errors i.e. ∆b and ∆S0 in the training data, now it is
time to look into the performance of the trained model.
We can predict the values of impact parameter and trans-
verse spherocity using this ML-model. Figure 3 shows the
predicted values of the variables using ML-model versus
the true values of the variables from AMPT model simu-
lation for 16K events of minimum bias Pb-Pb collisions at√
sNN = 5.02 TeV in an independent testing data set. For

most accurate predictions, the points on the plot should
populate a straight line inclined at an angle 45 degrees
to the x-axis. Though we see a little spread in the plots,
the straight lines are distinctly visible, suggesting a good
agreement between the predictions from ML-model and
true values from the simulation. We have also computed
the testing accuracy and found that, for impact param-
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eter, ∆b = 0.52 fm while for transverse spherocity, ∆S0

= 0.055 for the testing data.
For the subsequent plots, the total number of accepted

events for minimum bias Pb-Pb collisions at
√
sNN =

5.02 TeV are 76.5K, out of which 60K events are used
for the ML training (to minimize the mean-absolute-
errors) and rest of the events are used for the testing
purpose. The maximum deviation among ML prediction
from different loss functions with respect to least-square
loss function method (Default method) is used as sys-
tematic uncertainties in the predicted values. They are
summed in quadrature with the statistical uncertainties
and shown as red-colored band in the plots. The statisti-
cal uncertainties in the true values are shown as bars. In
predicted to true ratio plots, black-colored band denotes
the statistical uncertainties in the true values while the
red-colored band denotes the quadratic sum of statistical
and systematic uncertainties.

IV. RESULTS AND DISCUSSIONS

Top panel of Fig. 1 shows the correlation matrix of
the input variables and impact parameter in Pb-Pb col-
lisions at

√
sNN = 5.02 TeV. The numbers show the cor-

relation coefficients (ρ) which is obtained from Eq. 7.
We see a significant anti-correlation of impact parameter
and the final state charged particle multiplicities, which
is evident from the values of ρ. Also, impact parameter
was found to be (anti-)correlated with the mean trans-
verse momentum of an event. This behavior is evident
in Fig. 4, where the correlation with each input variable
with impact parameter is shown. Figure 6 shows the pre-
dictions for impact parameter distribution using ML for
Pb-Pb collisions at

√
sNN = 5.02 TeV in AMPT model.

The lower panel shows the ratio of predicted distribu-
tion to the true distribution. One can clearly see that
the proposed ML framework with 〈dNch/dη〉, 〈NTS

ch 〉 and
〈pT〉 as the input variables, does a nice job of predicting
the impact parameter distribution in Pb-Pb collisions at√
sNN = 5.02 TeV.
Bottom panel of Fig. 1 shows the correlation matrix of

the input variables and transverse spherocity in Pb-Pb
collisions at

√
sNN = 5.02 TeV. The numbers show the

correlation coefficients (ρ) which is obtained from Eq. 7.
The values of ρ for intersecting variables in the matrix
suggest there are good dependency of the chosen input
variables and the transverse spherocity. Based on Eq. 6,
one would naively expect that spherocity would be highly
correlated to the charged-particle multiplicity and mean
transverse momentum of an event. Thus, we have chosen
total charged particle multiplicity, charged particle mul-
tiplicity in the transverse region and mean transverse mo-
mentum as the input variables for ML prediction. From
Fig. 1, it is found that the transverse spherocity has very
high correlation with total charged particle multiplicity
and charged particle multiplicity in the transverse re-
gion of an event. Although, the correlation with mean
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FIG. 7: (Color Online) Predictions for transverse spheroc-
ity distribution using ML and their comparison with true
values in Pb-Pb collisions at

√
sNN = 5.02 TeV (top) and√

sNN = 2.76 TeV (bottom) in AMPT model. The lower pan-
els show the ratio of the predicted values to the true values.
The quadratic sum of the statistical and systematic uncertain-
ties are shown as a red-colored band for the predicted values.
The statistical uncertainties in the true values are shown as
bars. In the ratio, black-colored band denotes the statistical
uncertainties in the true values while the red-colored band
denotes the quadratic sum of statistical and systematic un-
certainties.

transverse momentum is small but it is still significant
for a proper prediction of transverse spherocity through
ML. To understand the correlation between the input
variables and the transverse spherocity we have shown
the correlation between each input variable and the pre-
dicted value of transverse spherocity in Pb-Pb collisions
at
√
sNN = 5.02 TeV in Fig. 5. One could observe that

in the top and middle plots, the high-spherocity region is
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FIG. 8: (Color Online) Predictions for transverse spherocity
distribution using gradient boosting decision trees algorithm
for Pb-Pb collisions at

√
sNN = 5.02 TeV in PYTHIA8 model.

The lower panel shows the ratio of the predicted values to
the true values. The quadratic sum of the statistical and
systematic uncertainties are shown as a red-colored band for
the predicted values. The statistical uncertainties in the true
values are shown as bars. In the ratio, black-colored band
denotes the statistical uncertainties in the true values while
the red-colored band denotes the quadratic sum of statistical
and systematic uncertainties.

highly correlated with 〈dNch/dη〉 and 〈NTS
ch 〉 of an event.

We observe that the events with high-spherocity consist
of large number of final state charged particles. How-
ever, low-spherocity region tends to a back-to-back struc-
ture and consequently the correlation between transverse
spherocity and charged-particle multiplicity decreases.
However, in this region, the 〈pT〉 plays a bigger role as
the transverse momentum of the produced particles are
expected to be high. We have also studied the correla-
tion of transverse spherocity with leading-transverse mo-
mentum of an event and charged-particle multiplicity in
the towards and away region. However, their effects are
found to be quite negligible in the ML prediction. Thus,
we have only considered the shown input variables in
Fig. 5 for our present study. Let us now move to the pre-
dictions of the transverse spherocity and see how they
compare with their true values.

Figure 7 shows the predictions for transverse spheroc-
ity distribution in Pb-Pb collisions at

√
sNN = 5.02 TeV.

Here we have also compared the predicted values with the
true spherocity distribution obtained from AMPT. One
can clearly see that the proposed ML framework with
〈dNch/dη〉, 〈NTS

ch 〉 and 〈pT〉 as the input variables pre-
dicts the spherocity distribution accurately in Pb-Pb col-
lisions at

√
sNN = 5.02 TeV. However, at low-spherocity

regions, we see deviation from the true distribution and
this could be due to the fact that in heavy-ion collisions

the statistics of having events with back-to-back struc-
ture are expected to be quite less compared to events with
isotropic in nature. Thus, we believe that this deviation
could be due to limited statistics in the low spherocity re-
gion, which can also be seen by the black-colored band in
the lower panel. In the bottom plot, we have obtained the
estimation of spherocity distribution from the input vari-
ables in Pb-Pb collisions at

√
sNN = 2.76 TeV with the

ML training from Pb-Pb collisions at
√
sNN = 5.02 TeV.

We observe that ML could successfully predict the sphe-
rocity distribution at

√
sNN = 2.76 TeV in wide spheroc-

ity ranges. This suggests that the correlation of spheroc-
ity distributions with the input variables are quite similar
across LHC energies.

To understand if the proposed algorithm is affected by
a particular Monte-Carlo (MC) model, we have used the
similar ML algorithm in PYTHIA8 (Angantyr) model in
Fig. 8. As evident in Sec. II, the physics mechanisms
in AMPT model and PYTHIA8 (Angantyr) are quite
different. However, in Fig. 8, we observe that the pre-
dictions for transverse spherocity distribution for Pb-Pb
collisions at

√
sNN = 5.02 TeV in PYTHIA8 model is

quite accurate compared to the true distribution. Af-
ter we confirm that the proposed ML algorithm does not
have any significant bias due to a particular event gener-
ation model, we now move to the predictions of spheroc-
ity distribution for different centrality classes in Pb-Pb
collisions at

√
sNN = 5.02 TeV with the ML training

with minimum bias simulated data. Figure 9 shows the
predictions of transverse spherocity distributions for (0-
10)%, (20-30)%, (40-50)% and (60-70)% centrality classes
in Pb-Pb collisions at

√
sNN = 5.02 TeV. Here the used

input variables are for specific centrality classes but the
ML training is from minimum bias Pb-Pb collisions at√
sNN = 5.02 TeV. Also, the predicted results are com-

pared with true spherocity distribution and it is found
that for high-spherocity regions, the prediction is quite
consistent with the true distribution (evident in the lower
panels).

The obtained results from AMPT are quite interesting
and encouraging. In the absence of experimental data,
the proposed ML algorithm gives an important tool to
obtain the impact parameter and spherocity distributions
using the available observables from experiments such as
final state charged-particle multiplicity and mean trans-
verse momentum. It would be very interesting to see how
our results compare with the same from experiments. So,
it is quite evident that the current study will act as a
baseline for future experimental exploration in this di-
rection.

V. SUMMARY

In summary, we implement the ML-based regression
technique via BDT to obtain a prediction of impact pa-
rameter and transverse spherocity in Pb-Pb collisions at
the LHC energies using A Multi-Phase Transport Model
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FIG. 9: (Color Online) Predictions of transverse spherocity distributions for different centrality classes in Pb-Pb collisions using
the ML (GBDT) model from minimum bias Pb-Pb collisions at

√
sNN = 5.02 TeV in AMPT model. The lower panels show the

ratio of the predicted values to the true values. The quadratic sum of the statistical and systematic uncertainties are shown
as a red-colored band for the predicted values. The statistical uncertainties in the true values are shown as bars. In the ratio,
black-colored band denotes the statistical uncertainties in the true values while the red-colored band denotes the quadratic sum
of statistical and systematic uncertainties.

(AMPT) model. We obtain the predictions for centrality
dependent spherocity distributions from the training of
minimum bias simulated data and find that the predic-
tions from BDT based ML technique matches with true
simulated data. In the absence of experimental measure-
ments, we propose to implement Machine learning based
regression technique to obtain transverse spherocity from
the known final state quantities in heavy-ion collisions.

We would like to mention here that the ML-based
training with the correlations of input observables using
a MC model is quite useful, when the MC model de-
scribes the input observables as close as possible to the
experimental data. This method will be useful to handle

the physics associated with unmeasured quantities in the
experiment. In addition, to handle heavy computational
problems of central heavy-ion collisions of high-energy
experimental data, such a ML-based training using min-
imum bias data could be used to deal with centrality
dependent behaviour of observables for a given collision
energy and colliding species.
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