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Abstract Three spare modules of the ATLAS Tile Calorime-
ter were exposed to test beams from the Super Proton Syn-
chrotron accelerator at CERN in 2017. The detector’s mea-
surements of the energy response and resolution to positive
pions and kaons, and protons with energies ranging from
16 to 30 GeV are reported. The results have uncertainties
of a few percent. They were compared to the predictions
of the Geant4-based simulation program used in ATLAS
to estimate the response of the detector to proton-proton
events at the Large Hadron Collider. The determinations
obtained using experimental and simulated data agree within
the uncertainties.

1 Introduction

Three spare modules of the Tile Calorimeter (TileCal) of the
ATLAS experiment [1], two long-barrels and one extended-
barrel, were exposed to muon, electron pion, kaon and pro-
ton beams with different energies and incident angles at test
beams (TBs) in 2017 [2].

The role of the hadron calorimeter in ATLAS is to mea-
sure the energy and the angle of isolated hadrons and jets.
To achieve good performance, the study of the sub-detector
response to isolated hadrons is important. In this paper, the
measurements of the calorimeter response and resolution to
positive pion and kaon, and proton beams with energies rang-
ing from 16 to 30 GeV are presented. The results are com-
pared with the ones obtained analyzing simulated data pro-
duced using the ATLAS Geant4 toolkit [3], [4] and [5]. The
experimental setup including the beam line counters and the
detector is described in Sect. 2. The data sets, event selec-
tions and reconstruction of the particle energies in the case
of experimental and simulated data are presented in Sects. 3
and 4, respectively. The determinations of the calorimeter
responses and resolutions are discussed in Sect. 5. The results
are compared with hadronic cascade model predictions in
Sect. 6. The conclusions are stated in Sect. 7.

2 The experimental setup

2.1 The beam line

The measurements discussed in this paper were performed
using tertiary particle beams at the H8 line in the North
Area of CERN [2]. Secondary beams are produced by hitting
400 GeV protons from the Super Proton Synchrotron (SPS)
accelerator on a 100 mm thick T4 target made of beryllium
(primary target). Tertiary beams can be produced by using

a e-mail: tigran.mkrtchyan@cern.ch (corresponding author)
b e-mail: claudio.santoni@cern.ch

Fig. 1 Schematic layout of the H8 beam line detectors. The distances
of the beam line components and of the secondary target from the scan-
ning Table (on which was placed the TB calorimeter) setup are shown

Table 1 Cherenkov radiator materials and gas pressure values set for
the different beam energies

Cherenkov Counter Ch1 Ch2 Ch3

Radiator Material CO2 CO2 He

Ebeam (GeV) Pressure (bar)

16 0.19 0.75 2.6

18 0.19 0.75 2.6

20 0.19 0.75 2.6

30 0.3 2.0 2.6

secondary targets located at about 130 m downstream from
the T4 target. A large spectrometer constructed of four Main
Bend North Area dipole magnets is used to define the par-
ticle momenta. Beam particles can have energies from 10
to 350 GeV. Beam intensity decreases dramatically at the
low energies. Depending on the desired properties of the ter-
tiary beams, different secondary targets are used. For mixed
hadron enriched tertiary beams, the secondary target is made
of 300 mm thick copper. Additionally, a 6 mm thick lead
absorber located 270 m downstream of the target absorbs the
electrons while allowing most of the hadrons to pass through.
For electron enriched tertiary beams, the secondary target is
made of 400 mm thick aluminum and the lead absorber is
placed immediately behind it.

The layout of the beam line detectors is shown in Fig. 1.
The transverse beam profile was monitored by the wire cham-
ber BC1 [6]. Two scintillating counters, S1 and S2, each with
an active surface of 5 × 5 cm2 [7], were used in coincidence
to trigger the data acquisition (Physics Trigger) and to pro-
vide the trigger timing. These two detectors were also used
to reject beam particles interacting upstream of the detector.
The Cherenkov counters Ch1, Ch2 and Ch3 allowed iden-
tification of beam particles. The counters Ch1 and Ch3 dis-
tinguish electrons and pions from kaons and protons, while
Ch2 distinguishes between kaons and protons. The counters
Ch1 and Ch2 were filled with CO2 while Ch3 was filled with
He. The higher pressure within Ch2 allows it to be used to
separate kaons and protons. More details can be found in
Ref. [7]. The pressure values of Ch1, Ch2 and Ch3 set for
the different beam energies are reported in Table 1.
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Fig. 2 Schematic view of the TileCal modules as stacked on the scan-
ning table at the H8 beam line. The names of the super-drawers and the
direction and the interaction point of the particle beams in the detector
are shown

2.2 The detector

The TB setup, shown in Fig. 2, consists of three spare
ATLAS modules [1] of TileCal - two long-barrels and one
extended-barrel. These modules are stacked on a scanning
table (Fig. 1) that is capable of placing them at different
positions and angles with respect to the incoming beam par-
ticles. An extended-barrel consists of one super-drawer while
a long-barrel consists of two super-drawers. In the figure they
are named M0 A and M0 C (module at the bottom), LBA65
and LBC65 (module in the middle) and EBC65 (module at
the top). The super-drawers LBA65, LBC65 and M0 A were
equipped with different upgraded front-end electronics sys-
tems proposed for the ATLAS Large Hadron Collider (LHC)
Phase-II operations [8]. The super-drawers EBC65 and M0
C were equipped with the electronics installed currently in
ATLAS [1].

As shown in Fig. 3, the modules have a periodic structure
of steel plates and scintillating tiles perpendicular to the z
axis. Wavelength-shifting fibres transmit light produced in
the tiles to the PhotoMultipliers (PMTs) [9]. Each module
has a three-dimensional cell structure defined by grouping
optical fibres connected to the same PMT [10]. In general,
two PMTs read-out a cell and the signals are summed up
to provide the cell response. A structure of three cell layers
parallel to the z axis is obtained. The cell layers A, BC and
D in half long-barrel and A, B and D in extended barrel are
shown in Fig. 4.

As in the ATLAS detector at the LHC, the energy
deposited in a cell of the TB detector, E raw

c , was determined
making use of the Optimal Fit method [11]. The linearity of
the ADC’s is determined using the Charge Injection System
(CIS) [12]. The inter-calibration of the different calorimeter
cells was obtained by equalizing the PMT current induced
by movable radioactive 137Cs sources that cross every row
of scintillating tiles near the edges (Fig. 3). Since the scin-
tillating tile response depends on the impact point position

Fig. 3 Mechanical structure of a TileCal module, showing the slots
in the steel for scintillating tiles and the method of light collection by
wavelength-shifting fibres to PMTs. The holes for radioactive source
tubes that traverse the module perpendicularly to the iron plates and
scintillating tiles are also shown

of the particle in the tile and on the tile size, correction fac-
tors were applied for each layer of the calorimeter. Those
values were determined from prior TB data, which measured
the response to muons impinging on the calorimeter with a
direction parallel to the z axis (Fig. 2), and from the mea-
surements obtained using a Sr source [12]. The scale of the
reconstructed cell energy,CEM

c = 1.05 pC/GeV, was obtained
using electron beams incident at the centre of each cell with
an angle of 20◦ with respect to the cell surface normal. The
estimated uncertainty is ΔCEM

c = 2.4% [12]. The analy-
sis of the muon and electron TB data collected in the 2017
TB [8] produced performance results that agree with the ones
obtained using previous TBs [12] and with in-situ measure-
ments in ATLAS [13].

To be consistent, the Optimal Fit method [11] was applied
also to reconstruct the energy deposited in the cells in the
case of simulated events. The scale of the cell energy mea-
surements was obtained using the response to simulated elec-
trons.

The energy deposited by the beam particles incident the
detector, E raw, was determined as the sum of the energy mea-
sured in the calorimeter cells.
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(a) (b)

Fig. 4 The cell structure in the right half the long barrel (a) and
extended-barrel (b) module of the calorimeter. The left half of the long
barrel is not shown as the long barrel is symmetrical. Solid lines show
the cell boundaries formed by grouping optical fibers from the tiles for
read out by separate PMTs. The dashed lines represent fixed pseudo-
rapidity values

3 Analysis of experimental data

The results discussed in this paper were obtained exposing
the TB calorimeter setup to enriched tertiary positive hadron
beams with energy, Ebeam, equal to 16, 18, 20 and 30 GeV.
As shown in Fig. 2, the beams hit at the centre of the cell
A3 of the super-drawer LBC65 with an azimuth angle φ = 0
and polar angle θ of about 76◦, corresponding to a pseudo-
rapidity value η = 0.25 [1]. (Fig. 4). The angle from the
calorimeter module normal is equal to 14◦. The numbers of
events collected during the data taking period are reported in
Table 2 (Physics Trigger).

3.1 Collimated single-particle events

Collimated single-particle events were first selected using
beam detectors upstream of the TB calorimeter setup. The
selection criteria on the beam line scintillating counters sig-
nals, ES1 and ES2, were established using of the responses
of S1 and S2 to muons. Muon events were recognized by
requiring the energy deposited in the module LBC65 to be
compatible with the one deposited by a minimum ionizing
particle. The retained events satisfy the criteria:

ES1 < 2 × Em.p.
S1 (μ) (1)

and

ES2 < 2 × Em.p.
S2 (μ) (2)

where the quantities Em.p.
S1 (μ) and Em.p.

S2 (μ) are the most
probable values of the S1 and S2 muon signal distributions,
respectively. The selection criteria, especially useful for elec-
tron studies, remove particles that initiated a shower upstream
of the calorimeter, as well as multi-particle beam events. The
number of events retained after the application of the crite-
rion are reported in Table 2 (Selection 1).

Table 2 Numbers of experimental data events collected (Physics Trig-
ger) and retained in the analysis selection steps for each of the four beam
energies. The number of events identified as electrons, pions, kaons and
protons is reported. Selection criteria and determination of statistical
uncertainties on the number of electrons and pions are discussed in the
text

Ebeam (GeV) 16 18

Physics trigger 694658 944460

Selection 1 656262 895863

Selection 2 552179 771513

Selection 3 501013 700590

e/π 385718 556782

K/p 86635 133071

Electrons 67647 ± 9198 70834 ± 3665

Pions 318071∓9198 485948∓3665

Kaons 2372 4674

Protons 84263 128397

Ebeam (GeV) 20 30

Physics trigger 1226756 1297099

Selection 1 1155580 1230470

Selection 2 935131 1069709

Selection 3 777386 983892

e/π 611687 723286

K/p 154181 137119

Electrons 62137 ± 3548 28288 ± 2481

Pions 549550∓3548 694998∓2481

Kaons 6782 11296

Protons 147399 125823

The beam chamber BC1 allows a determination of the
transverse beam impact point coordinates, xBC1 and yBC1.
Events with a beam trajectory far away from the beam
axis were rejected because the beam particles might have
scattered upstream and therefore be off-energy. Gaussian
functions were fitted to the distributions of each data set
to determine the peak values xpeak

BC1 and ypeak
BC1 , respectively.

The accepted events have the beam impact point coordinates
inside the square surface of the trigger scintillating counters:

|xBC1 − xpeak
BC1 | < 2.5 cm (3)

and

|yBC1 − ypeak
BC1 | < 2.5 cm. (4)

The numbers of events retained after the application of this
criterion are reported in Table 2 (Selection 2).
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(a) (b)

Fig. 5 Distributions of the energy E raw in GeV measured in the
calorimeter modules in the case of particle beam energies equal to 16
GeV (a) and 18 GeV (b). The events were selected applying the selec-
tion criteria up to Selection 2 (Table 2). The muons and spurious events
were rejected in the analysis requiring E raw larger than E raw

μ cut = 5 GeV,
as shown in the histograms

3.2 Identification of muons and electrons

3.2.1 Muon rejection

A second set of criteria allows identifying pure samples of
hadrons. As already mentioned, at the considered beam ener-
gies, muons are minimum ionizing particles and deposit in
the scintillating tiles energy much smaller than electrons and
hadrons (Fig. 5). The muon rejection was obtained requiring
a reconstructed energy in the detector E raw (Sect. 2.2) larger
than E raw

μ cut = 5 GeV. The selection criterion allows also a
rejection of spurious trigger events. The retained events are
reported in Table 2 (Selection 3).

3.2.2 Electron identification

As shown in Fig. 6, the signals SCh1 and SCh3 measured in the
Cherenkov counters Ch1 and Ch3, respectively, allow a sepa-
ration of pions and electrons (e/π ) from kaons K and protons
p (K/p). The selection criteria in ADC counts applied on the
signals are reported in Table 3. The numbers of the identified
events are reported in Table 2. As discussed in Sect. 3.3, the
Ch2 measurements allow separating kaons and protons.

The electron components in e/π samples were determined
statistically exploiting the difference of electromagnetic and
hadronic shower profiles in the calorimeter modules [12].
Two separators, Clong and Ctot, were used:

1. The shower profile parameter Clong represents the frac-
tion of the beam energy, Ebeam, deposited in the layers A
of the modules (Fig. 4) :

Clong =
∑3

i=1
∑3

j=1(E
raw
c )i, j

Ebeam
(5)

where i = 1, 2 and 3 indicate the super-drawers M0 C,
LBC65 and EBC65, respectively. The parameter j runs
over 3 contiguous cells of the three layers A around the

Table 3 Selection criteria in SCh1, SCh2 and SCh3 signals applied to
identify e/π , K and p event samples for the four particle beam energy
data sets. The Cherenkov signals are measured in ADC counts

Ebeam (GeV) e/π K p

16 SCh1 ≥ 500 SCh1 < 500 SCh1 < 500

SCh3 ≥ 470 SCh3 ≤ 300 SCh3 ≤ 300

SCh2 ≥ 1500 SCh3 ≤ 400

18 SCh1 ≥ 500 SCh1 ≤ 500 SCh1 ≤ 500

SCh3 ≥ 450 SCh3 ≤ 400 SCh3 ≤ 400

SCh2 ≥ 2000 SCh3 ≤ 400

20 SCh1 ≥ 500 SCh1 ≤ 300 SCh1 ≤ 300

SCh3 ≥ 450 SCh3 ≤ 400 SCh3 ≤ 400

SCh2 ≥ 2000 SCh3 ≤ 500

30 SCh1 ≥ 500 SCh1 ≤ 400 SCh1 ≤ 400

SCh3 ≥ 400 SCh3 < 400 SCh3 < 400

SCh2 ≥ 1100 SCh3 ≤ 200

(a) (b)

Fig. 6 Scatter plots of the signals measured in the Cherenkov counter
Ch3, SCh3, in ADC counts as a function of the signals measured in the
Cherenkov counter Ch1, SCh1, in ADC counts. The histograms were
obtained analysing data with beam energies of 18 GeV (a) and 30 GeV
(b). The events were selected applying selection criteria summarized in
Table 2, up to Selection 3. The cut values used to select kaon and proton,
K/p, (left/bottom) and electron and pion, e/π , (right/top) events are
shown. The color scale indicates the number of events in the bins

(a) (b)

Fig. 7 Scatter plot Clong vs Ctot of e/π sample events produced by
beams of particles with energies equal to 18 GeV (a) and 30 GeV (b).
The color scale indicates the number of events in the bins

cell hit by the beam and E raw
c stands for the energy mea-

sured in a cell (Sect. 2.2).
2. The separatorCtot measures the spread of the energy E raw

c
deposited in the cells of the modules:

Ctot = 1
∑Ncell

i=1 [(E raw
c )i ]α

123
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(a) (b)

(c) (d)

Fig. 8 Scatter plot Clong vs Ctot obtained using simulated 18 GeV
electrons (a), 18 GeV pions (b), 30 GeV electrons (c) and 30 GeV
pions (d) beams. The color scale indicate the number of events in the
bins

×
√
√
√
√ 1

Ncell

Ncell∑

i=1

(
[(E raw

c )i ]α − 1

Ncell

Ncell∑

i=1

[(E raw
c )i ]α

)2
(6)

where Ncell = 24 stands for the total number of contigu-
ous cells, around the hit cell, considered for the shower
profile estimate. The exponent α = 0.6 was tuned using a
Monte Carlo (MC) simulation program to achieve max-
imum electron pion separation [12].

Scatter plots of Clong vs Ctot are shown in Fig. 7. The
plots consist of e/π sample events obtained using beams
of particles with Ebeam equal to 18 and 30 GeV. They can
be compared with the ones in Fig. 8 obtained using simu-
lated electron and pion events with the same beam energies.
Most pions have small values of Clong and Ctot. However
pion events cause by showers with a large electromagnetic
component have large Clong and Ctot values. Electrons have
parameters with larger values localized in narrower regions.

In addition electron Ctot distributions are well described
by one Gaussian function while pion distributions require two
Gaussian functions. As an example, Fig. 9a shows the exper-
imental Ctot distribution obtained using an enriched electron
beam with Ebeam = 20 GeV and Clong ≥Cmin

long = 0.6. The
fit was performed in the region Ctot ≥ 1.125. Figure 9b, c
demonstrate that also simulated electron Ctot distributions at
18 and 30 GeV are well described by one Gaussian function.

Pion Ctot distributions are best described by two Gaussian
functions. The distributions of e/π data events with Clong <

Cmin
long = 0.6 and Ebeam equal to 18 and 30 GeV, respectively,

are shown in Fig. 10. It displays the fit by sum of two Gaussian
functions as well as the individual Gaussian functions used
to produce the fit. In Fig. 11 Ctot distributions of simulated

(a)

(b) (c)

Fig. 9 Distributions of Ctot obtained using experimental electron-
enriched beam particles with an energy equal to 20 GeV (a) and sim-
ulated electrons with Ebeam equal to 18 GeV (b) and 30 GeV (c). Fit
Gaussian functions obtained using the method of the least squares are
superimposed in red on the distributions

(a) (b)

(c) (d)

Fig. 10 The blue histograms in a and b show Ctot distributions of
experimental e/π sample events with Ebeam equal to 18 GeV and 30
GeV, respectively. Samples of pion events were selected requiring Clong
< 0.6. The black histograms c and d show the same distributions for
simulated pion events selected applying the same selection criteria and
with Ebeam equal to 18 GeV and 30 GeV, respectively. Two Gaussian
functions fits, obtained using the method of the least squares, are over-
lapped to the data (red dashed curves). Red dotted curves show the
individual Gaussian contributions

pions with Clong ≥ Cmin
long = 0.6 and Ebeam equal to 18 GeV

(a) and 30 GeV (b) are shown. They are also well described
by the sum of two Gaussian functions.

The number of electrons in the four e/π samples were
determined considering Ctot distributions of the events with
Clong ≥ Cmin

long = 0.6. Examples of such distributions
obtained in the case of events produced by beams of par-
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Fig. 11 The black histograms show Ctot distributions obtained using
simulated pions with Ebeam equal to 18 GeV (a) and 30 GeV (b). The
events were selected requiring Clong ≥ 0.6. Two Gaussian functions
fits, obtained using the method of the least squares, are superimposed
on the data (red dashed curve). Red dotted curves show the individual
Gaussian contributions

(a) (b)

(c) (d)

Fig. 12 The blue dotted histograms represent the Ctot distributions of
e/π sample events with Ebeam equal to 18 GeV (a, b) and 30 GeV (c, d),
respectively. The events are limited to those with Clong ≥ 0.6. Multi-
modal three- and two-Gaussian fit functions (red dashed curves) are
superimposed on the histograms (a, c and b, d), respectively. The func-
tions parameters were obtained using the maximum likelihood method.
Red dotted curves show the individual Gaussian function contributions
to these fits. In each histogram, the function with the largest value
of the mean μ describes the electron contamination. As discussed in
Sect. 3.2.2, Three-Gaussian fits were used to determine the numbers of
electrons contaminating the samples. Two-Gaussian fits were used to
estimate uncertainties on the determinations (Sect. 5.1)

ticle with energies equal to 18 GeV and 30 GeV are shown
in Fig. 12. Three Gaussian functions were fitted to the exper-
imental distributions using the maximum likelihood method.
The fit functions are superimposed on the histograms in
Fig. 12a, c. The individual Gaussian function contributions
are also shown. The functions with the largest mean values μ

describe the electron contributions. The numbers of the elec-
trons reported in Table 2 are determined from the areas lim-
ited by such functions. The statistical uncertainties are equal
to the corresponding diagonal terms of the fit error matrices.
The estimated percentage of electrons increases from a value
of 11% at 16 GeV up to 28% at 30 GeV.

(a) (b)

Fig. 13 Scatter plot of the Ch2 signals, SCh2, in ADC counts units,
vs the energy measured in the calorimeter E raw obtained by analyzing
K/p sample events produced by beams of particles with energy equal
to 18 (a) and 30 (b) GeV. The cut values applied in the analysis to select
kaon and proton events are shown. The color scale indicates the number
of events in the bins

3.3 Pion, Kaon and Proton identification

The third set of selection criteria was specific to the type
of hadronic particles being studied. For each Ebeam data set
the number of pions reported in Table 2 was estimated by
subtracting the number of electron events obtained using the
method described in Sect. 3.2.2 from the number of events
of the corresponding e/π sample. The Ch2 signal measure-
ments allow a separation of kaons and protons in the K/p
samples. The scatter plots of the Ch2 signals, SCh2, in ADC
counts units vs the energy measured in the calorimeter, E raw,
obtained by analyzing data produced by beams of particles
with energies equal to 18 and 30 GeV, are shown in Fig. 13.
The SCh2 selection values in ADC count units are reported
in Table 3. The obtained numbers of kaons and protons are
reported in Table 2.

3.4 Reconstruction of the energy deposited in the modules

As already discussed in Sect. 2.2, the energy E raw deposited
by incident particles in the detector was obtained as the sum
of the energy measured in the calorimeter cells. In this study
only cells with | E raw

c | > 2σnoise were considered in the sum.
For each run, the cell electronics noise σnoise was determined
using random events collected between beam bursts. Typi-
cal noise values are about 30 MeV. No corrections for dead
material, containment and non-compensation effects were
applied.

To account for electron contamination, as sketched in the
Fig. 14, the pion energy distributionsnπ (E raw) were obtained
using, bin per bin, the formula

nπ (E raw) = ne/π (E raw) − Ne fe(E
raw), (7)

where ne/π (E raw) is the number of e/π events in the consid-
ered E raw bin, the electron distribution fe(E raw) is normal-
ized to 1 and the number of electrons, Ne, was determined
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(a) (b)

(c) (d)

Fig. 14 The blue dotted histograms show the experimental data distri-
butions of the reconstructed energy E raw of the e/π samples events with
Ebeam equal to 16 GeV (a), 18 GeV (b), 20 GeV (c) and 30 GeV (d). The
black dotted histograms, obtained using simulated events, correspond
to the expected distributions of electrons contaminating the samples.
The normalization procedure is described in Sect. 3.4

(a) (b)

(c) (d)

Fig. 15 The black histograms in a and c show the distributions of
the reconstructed energy E raw obtained using simulated electron beams
with Ebeam equal to 20 GeV and 30 GeV, respectively. The blue dot
distribution in a has been obtained using experimental data (Sect. 3.4).
The distributions obtained using “high energy events” (red dashed line)
and “low energy events” (red dotted line) discussed in Sect. 5.1 are
shown in (a) and (c). The histograms (b) and d show the oscillation of
the electron response due to the sampling fraction variations as obtained
using simulated electrons with Ebeam equal to 20 GeV and 30 GeV,
respectively (Sect. 5.1). The dashed curves in red correspond to the
fit of Eq. 10 to the data. The horizontal black line corresponds to the
electron mean energy parameter p0

(a) (b)

(c)

Fig. 16 Distributions of the reconstructed energy E raw obtained ana-
lyzing pion (a), kaon (b) and proton (c) data with Ebeam = 16 GeV. The
blue dotted histograms represent the experimental data. Only statistical
uncertainties are shown. The dashed curves in red correspond to the fit
of a Gaussian function to the experimental data in a region ±2σ around
the peak value. The black histograms correspond to the predictions of
the MC simulation

Table 4 Numbers of simulated (generated events) and retained pion,
kaon and proton events for each beam energy value. Selection criteria
used in the analysis are discussed in Sect. 4

Ebeam [GeV] 16 18 20 30

Generated Events 300000

Pions 283222 285211 286574 291040

Kaons 247559 253040 256514 269728

Protons 292412 293891 294596 296532

using the procedure described in Sect. 3.2.2. Simulated elec-
tron distributions were used in the analysis because experi-
mental data are available only for electron beam energy equal
to 20 GeV. The distributions of the reconstructed energy E raw

obtained using simulated electron beams with Ebeam equal
to 20 GeV and 30 GeV are shown in Fig. 15. The 20 GeV
experimental and simulated E raw distributions are compared
in Fig. 15a. The experimental data spread is slightly smaller
than the the simulated data one due to slightly larger incident
angle of the experimental beam with respect to the normal of
the calorimeter cell surface. This difference also explains the
washing out in the experimental distribution of the double
peak structure appearing in the simulated data.

Figures 16, 17, 18 and 19 show the E raw distributions of
pions, kaons and protons for beam energies of 16, 18, 20, and
30 GeV.
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(a) (b)

(c)

Fig. 17 Distributions of the reconstructed energy E raw obtained ana-
lyzing pion (a), kaon (b) and proton (c) data with Ebeam = 18 GeV. The
blue dotted histograms represent the experimental data. Only statistical
uncertainties are shown. The dashed curves in red correspond to the fit
of a Gaussian function to the experimental data in a region ±2σ around
the peak value. The black histograms correspond to the predictions of
the MC simulation

(a) (b)

(c)

Fig. 18 Distributions of the reconstructed energy E raw obtained ana-
lyzing pion (a), kaon (b) and proton (c) data with Ebeam = 20 GeV. The
blue dotted histograms represent the experimental data. Only statistical
uncertainties are shown. The dashed curves in red correspond to the fit
of a Gaussian function to the experimental data in a region ±2σ around
the peak value. The black histograms correspond to the predictions of
the MC simulation

(a) (b)

(c)

Fig. 19 Distributions of the reconstructed energy E raw obtained ana-
lyzing pion (a), kaon (b) and proton (c) data with Ebeam = 30 GeV. The
blue dotted histograms represent the experimental data. Only statistical
uncertainties are shown. The dashed curves in red correspond to the fit
of a Gaussian function to the experimental data in a region ±2σ around
the peak value. The black histograms correspond to the predictions of
the MC simulation

4 Analysis of simulated data

The experimental results obtained using positive pions and
kaons, and protons beams with energies in the range 16–30
GeV, were compared to the predictions of the Geant4-based
ATLAS simulation program [3–5]. The FTFP_BERT_ATL
hadronic showering model [14] was used in the simulation.
This model is presently being used in the simulation of the
ATLAS events collected during the Run 1 and Run 2 of the
LHC. The numbers of pion, kaon and proton generated events
for each value of Ebeam are reported in Table 4. The responses
of the beam line detectors were not included in the simulation.
The distributions of the transverse beam impact point coor-
dinates in the detector were tuned to reproduce the ones mea-
sured using the BC1. The TB detector material and geometry
are fully described [4]. The measured electronics noise in the
different calorimeter cells and the effects of photo-statistics
in the PMT signals (70 photo-electrons/GeV) are included in
the MC simulation. The simulated pion events were selected
applying theClong andCtot cuts used in the analysis of exper-
imental data. The numbers of the retained events for analyses
are reported in Table 4. The shower energy was reconstructed
using the same procedure applied in the case of experimental
data. The distributions of E raw obtained using simulated data
are shown in Figs. 16, 17, 18 and 19 for beam energies equal
to 16, 18, 20 and 30 GeV, respectively.

123



  549 Page 10 of 18 Eur. Phys. J. C           (2021) 81:549 

Table 5 Energy responses (〈E raw〉) and resolutions (σ raw) obtained
fitting Gaussian functions to the experimental and simulated E raw dis-
tributions of pions (π ), kaons (K ) and protons (p) with different beam
energies. Uncertainties correspond to statistical uncertainties on the fit
parameters

Ebeam (GeV) Exp. data Sim. data

〈E raw〉 (π )

16 12.678 ± 0.008 12.500 ± 0.008

18 14.294 ± 0.007 14.134 ± 0.009

20 15.896 ± 0.004 15.744 ± 0.010

30 24.058 ± 0.004 24.110 ± 0.013

σ raw (π )

16 2.013 ± 0.014 1.948 ± 0.015

18 2.139 ± 0.012 2.122 ± 0.017

20 2.319 ± 0.004 2.289 ± 0.019

30 2.962 ± 0.004 2.966 ± 0.026

〈E raw 〉 (K )

16 12.291 ± 0.252 12.236 ± 0.004

18 13.886 ± 0.114 13.899 ± 0.005

20 15.445 ± 0.034 15.459 ± 0.005

30 23.244 ± 0.035 23.636 ± 0.006

σ raw(K )

16 2.168 ± 0.441 1.904 ± 0.004

18 2.175 ± 0.226 2.059 ± 0.005

20 2.262 ± 0.034 2.183 ± 0.005

30 2.790 ± 0.035 2.831 ± 0.006

〈E raw 〉 (p)

16 11.511 ± 0.008 11.234 ± 0.003

18 13.119 ± 0.007 12.827 ± 0.004

20 14.606 ± 0.006 14.429 ± 0.004

30 22.649 ± 0.009 22.457 ± 0.005

σ raw(p)

16 1.795 ± 0.007 1.729 ± 0.004

18 1.898 ± 0.006 1.854 ± 0.004

20 2.047 ± 0.006 1.989 ± 0.004

30 2.633 ± 0.009 2.588 ± 0.005

5 Determination of the energy response and resolution

The E raw distributions of pion, kaon and proton data are
described reasonably well around the peak values by a Gaus-
sian function. As in [12], the μ and σ parameters of Gaussian
functions fitting the distributions in a region ±2σ around the
peak values were used to estimate the measurement responses
〈E raw〉 and resolutions σ raw. An iterative procedure, using
the method of least squares, has been applied in order to get
stable values of the parameters. The fit functions obtained
analysing experimental data are superimposed over the cor-
responding distributions in Figs. 16, 17, 18 and 19. The fit
results obtained using experimental and simulated data are

Table 6 Energy responses (R〈E raw〉) and resolutions (Rσ raw
) normalized

to incident beam energy obtained using pion (π ), kaon (K ) and proton
(p) data with different beam energies. In the case of experimental data,
statistical and systematic uncertainties are reported. The effects of the
different systematic uncertainty sources, discussed in Sect. 5.1, were
combined in quadrature. Only statistical uncertainties are reported for
simulated data

Ebeam (GeV) Exp. Data Sim. Data

R〈E raw〉(π )

16 0.7924 ± 0.0005 ± 0.0116 0.7812 ± 0.0005

18 0.7941 ± 0.0004 ± 0.0108 0.7852 ± 0.0005

20 0.7948 ± 0.0002 ± 0.0101 0.7872 ± 0.0005

30 0.8019 ± 0.0001 ± 0.0098 0.8036 ± 0.0004

Rσ raw
(π )

16 0.1258 ± 0.0009 ± 0.0038 0.1217 ± 0.0009

18 0.1188 ± 0.0007 ± 0.0022 0.1179 ± 0.0009

20 0.1159 ± 0.0002 ± 0.0013 0.1144 ± 0.0010

30 0.0987 ± 0.0001 ± 0.0006 0.0988 ± 0.0008

R〈E raw〉(K )

16 0.7682 ± 0.0158 ± 0.0094 0.7647 ± 0.0003

18 0.7714 ± 0.0064 ± 0.0093 0.7721 ± 0.0003

20 0.7723 ± 0.0017 ± 0.0093 0.7729 ± 0.0002

30 0.7748 ± 0.0012 ± 0.0093 0.7878 ± 0.0002

Rσ raw
(K )

16 0.1356 ± 0.0276 ± 0.000007 0.1190 ± 0.0003

18 0.1209 ± 0.0126 ± 0.0005 0.1144 ± 0.0002

20 0.1131 ± 0.0017 ± 0.0008 0.1091 ± 0.0002

30 0.0930 ± 0.0012 ± 0.0002 0.0943 ± 0.0002

R〈E raw〉(p)

16 0.7195 ± 0.0005 ± 0.0086 0.7021 ± 0.0002

18 0.7288 ± 0.0004 ± 0.0087 0.7126 ± 0.0002

20 0.7303 ± 0.0003 ± 0.0088 0.7214 ± 0.0002

30 0.7549 ± 0.0003 ± 0.0091 0.7485 ± 0.0001

Rσ raw
(p)

16 0.1122 ± 0.0004 ± 0.000034 0.1081 ± 0.0002

18 0.1055 ± 0.0003 ± 0.0004 0.1030 ± 0.0002

20 0.1024 ± 0.0003 ± 0.0007 0.0994 ± 0.0002

30 0.0877 ± 0.0003 ± 0.0002 0.0862 ± 0.0001

reported in Table 5. The statistical uncertainties correspond
to the square root of the corresponding diagonal term of the
fit error matrix.

5.1 Energy responses and resolutions normalized to
incident beam energy

Energy response normalized to incident beam energy

R〈E raw〉 = 〈Eraw〉
Ebeam

(8)
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and energy resolution normalized to incident beam energy

Rσ raw = σ raw

Ebeam
(9)

obtained for the different values of Ebeam are reported in
Table 6. In the case of simulated data only statistical uncer-
tainties are reported. In the case of experimental results, the
first uncertainty value corresponds to the statistical uncer-
tainty. The second value, describing the systematic uncer-
tainty, was obtained considering the following seven sources:

1. The first source (Source 1), affecting only pion deter-
minations, is the amount of electrons contaminating the
e/π samples. The systematic uncertainties on (8) and (9)
reported in Table 7 correspond to the statistical uncer-
tainties of the determinations of the number of electrons
discussed in Sect. 3.2.2.

2. As discussed in the same section, the electron contami-
nation was determined studying the Ctot distributions of
the e/π sample events with Clong ≥ Cmin

long = 0.6. Source 2
uncertainty values reported in Table 7 correspond to half
of the differences of the determinations of R〈E raw〉 and
Rσ raw

obtained using Cmin
long = 0.5 and Cmin

long = 0.7.
3. Effects due to the miss-modeling of the Ctot distribu-

tions used to determine the number of contaminating
electrons were estimated comparing the results obtained
using three Gaussian functions fits (Sect. 3.2.2) with the
ones obtained using two Gaussian functions fits. Source
3 uncertainty values, affecting only pion determinations,
reported in Table 7 for each of the four beam energy sam-
ples, are equal to the differences of the values of R〈E raw〉
and Rσ raw

obtained using the two fitting functions.
4. As discussed in Sect. 3.4 the experimental E raw distribu-

tions of pions were obtained by using simulated electrons
E raw distributions (Eq. (7)). Due to the regularly spaced
scintillating tiles (Fig. 3) and the compactness of elec-
tromagnetic showers, the electron response varies with
the periodicity of sampling fraction and thus, for a given
incident angle, depends on the coordinate of the impact
point of the beam particles along the front face of the
calorimeter module (z). Fig. 15b, d show that the vari-
ation is reasonably well described by a simple periodic
function [12]

E raw(z) = p0[1 + p1 sin(2π z/p2) + p3] . (10)

The parameter p0 corresponds to the mean reconstructed
energy. The relative amplitude of the oscillation is
described by p1. The parameter p2 corresponds to the
periodic thickness as seen by the beam at a given z value
and p3 is a phase. The behavior is responsible of the two
peak structure of the E raw distributions evident, in par-

ticular, in the case of Ebeam = 30 GeV simulated data in
Fig. 15c. The effects of the uncertainty on the distribution
of the z coordinates of the electron impact point on the
determinations of R〈E raw〉 and Rσ raw

was estimated using
the E raw distributions of the events with a z value corre-
sponding to E raw > p0, “high energy events”, and E raw

< p0, “low energy events”. The distributions are shown
in Fig. 15a, c. Source 4 systematic uncertainty values,
reported in Table 7, are derived from half of the differ-
ences of the values obtained using the two distributions.
This uncertainty affects only pion determinations.

5. The 30 GeV scatter plot of SCh1 vs. SCh3 in Fig. 6 shows
two high-density regions in the K/p region. Their ori-
gin is not clear. Source 5 systematic uncertainty values
reported in Table 7 correspond to the differences of the
values of R〈E raw〉 and Rσ raw

obtained using the events
with SCh1 ≤ 400 ADC counts and SCh1 ≤ 250 ADC
counts. Although the other three energy data points do
not show the two spot structure, a systematic uncertainty
was also determined for them using the described proce-
dure with the same selection criterion values. In the case
of Ebeam equal to 16 GeV, the estimated uncertainties on
R〈E raw〉(p) and Rσ raw

(K ) were found to be negligible.
6. As shown in Fig. 13, proton SCh2 distributions exhibit

large tails whose origin is not understood. For each of the
four proton beam energies, Source 6 systematic uncer-
tainty values in Table 7, correspond to the differences
between the values of R〈E raw〉 and Rσ raw

obtained using
the upper values of the SCh2 signals of Table 3, and the
ones obtained selecting the events with SCh2 smaller than
2000 ADC counts at 16 GeV, 18 GeV and 20 GeV and
1000 ADC counts at 30 GeV, respectively. The same
effect could be present also in the case of kaons, where
the signal would fall in the low value tails of the Ch2 sig-
nals. For this reason, the systematic uncertainty obtained
for protons is applied in kaon determinations too.

7. The effect of the uncertainty of the scale of the recon-
structed cell energy ΔCEM

c on the measurements was
also investigated. An estimation of the uncertainty on the
energy response can be obtained using the formula:

Δ〈E raw〉EM = ΔCEM
c

√∑

i

〈E raw
c 〉2

i (11)

where ΔCEM
c is equal to 2.4% (Sect. 2.2) and 〈E raw

c 〉i is
the average energy deposited in the cell i . The beam ener-
gies are known at few per mile and one obtains the values
of Δ R〈E raw〉 reported in Table 7, Source 7, for the twelve
data points. No significant dependence of the values on
the beam energy values was found. The uncertainty on
CEM

c affects in a negligible way the determinations of
Rσ raw

.
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Table 7 Systematic uncertainties on the estimations of R〈E raw〉 and
Rσ raw

in percent. The pion measurements are affected by the uncertainty
on the number of electrons contaminating the e/π samples (Sources 1, 2
and 3), on the E raw shape of the contaminating electrons (Source 4). The

kaon and proton measurements are affected by the uncertainty on the
Ch1 (Source 5) and Ch2 (Source 6) selection criteria. The uncertainty
on the determination of the cell energy response non-uniformity, Source
7, affects the determinations obtained for the three particle beams

Ebeam (GeV) 16 18 20 30

Source Beam part. R〈E raw〉 (%) Rσ raw
(%) R〈E raw〉 (%) Rσ raw

R〈E raw〉 (%) Rσ raw
R〈E raw〉 (%) Rσ raw

(%)

1 π 0.227 2.854 0.067 1.665 0.152 0.614 0.066 0.317

2 π 0.088 0.315 0.012 0.043 0.039 0.158 0.021 0.101

3 π 0.235 0.854 0.213 0.786 0.215 0.875 0.098 0.470

4 π 0.753 0.431 0.603 0.266 0.345 0.041 0.184 0.077

5 K 0.221 – 0.029 0.145 0.005 0.011 0.047 0.049

p - 0.031 0.011 0.044 0.001 0.007 – 0.010

6 K 0.002 0.006 0.067 0.377 0.152 0.682 0.038 0.207

p 0.002 0.006 0.067 0.377 0.152 0.682 0.038 0.207

7 π 1.138 – 1.138 – 1.138 – 1.138 –

K 1.174 – 1.174 – 1.174 – 1.174 –

p 1.234 – 1.234 – 1.234 – 1.234 –

The effects of each of the seven considered sources of sys-
tematic uncertainties on the four energy determinations are
correlated. In the study, correlation coefficient values equal
to +1 were used.

The systematic uncertainties in Table 6 were obtained by
combining in quadrature the effects of the seven sources
reported in Table 7. Eleven values of the twelve energy
response normalized to incident beam energy determina-
tions have a total uncertainty smaller than 1.4%. It is mainly
defined by the uncertainty in the calibration of the energy
response of the relatively small part of the calorimeter
involved in the study. In the case of kaons with Ebeam = 16
GeV, due to the large statistical uncertainty, the uncertainty
on the determination of R〈E raw〉, is equal to 2.4%. Nine of the
twelve determinations of the energy resolution normalized to
incident beam energy, Rσ raw

, have a total uncertainty smaller
than 1.9%. The uncertainty values of the determinations of
Rσ raw

obtained in the case of 16 GeV pion and kaon and
18 GeV kaon beams are equal to 3.1%, 20.3% and 10.4%,
respectively.

The determinations of R〈E raw〉 as a function of Ebeam and
of Rσ raw

as a function of 1/
√
Ebeam[GeV] are reported in

Figs. 20 and 21, respectively. In the case of experimental
results, statistical and systematic uncertainties are combined
in quadrature. In the case of simulated results, only statistical
uncertainties are shown.

(a) (b)

(c)

Fig. 20 Energy response normalized to incident beam energy, R〈E raw〉,
measured (blue circles) and predicted by MC simulation (black circles)
as a function of beam energy obtained in the case of pion (a), kaon (b)
and proton (c) beams. The experimental uncertainties include statistical
and systematic effects combined in quadrature. Only statistical uncer-
tainties affect simulated results. The red dashed (black dotted) curves
are fits of the Eq. (22) to the experimental (simulated) data points. In
case of experimental determinations the dashed blue hashed bands were
obtained by using the correlated systematic uncertainties. In the bottom
of the histograms are shown the fractional differences ΔE 〈raw〉 defined
in Eq. (12). The uncertainties include statistical and systematic effects
combined in quadrature
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(c)

(a) (b)

Fig. 21 Energy resolution normalized to incident beam energy, Rσ raw
,

measured (blue circles) and predicted by MC simulation (black circles)
as a function of 1/

√
Ebeam obtained in the case of pion (a), kaon (b)

and proton (c) beams. The experimental uncertainties include statistical
and systematic effects combined in quadrature. Only statistical uncer-
tainties affect simulated results. The red dashed (black dotted) curves
are fits of the Eq. (30) to the experimental (simulated) data points. In
case of experimental determinations the dashed blue hashed bands were
obtained by using the correlated systematic uncertainties. In the bottom
of the histograms are shown the fractional differences Δσ raw defined
in Eq. (13). The uncertainty includes statistical and systematic effects
combined in quadrature

5.2 Comparison between experimental and simulated
results

A quantitative comparison between experimental and simu-
lated results can be obtained using the quantities

Δ〈E raw〉 = 〈E raw〉
〈E raw

MC〉 − 1 (12)

and

Δσ raw = σ raw

σ raw
MC

− 1. (13)

The results are reported in Table 8 where statistical and
systematic uncertainties are shown separately. The statistical
uncertainties include the experimental and simulated uncer-
tainties combined in quadrature. The results are also shown in
Figs. 20 and 21 where statistical and systematic uncertainties
are combined in quadrature.

The average of the absolute values of the difference of
all the energy response (resolution) measurements obtained
using experimental and simulated data is 1.1% (3.4%). In
the case of the response determinations and the resolution

Table 8 Comparison of the energy response (left) and resolution (right)
obtained analyzing experimental and simulated data in the case of pion,
kaon and proton beams with different beam energies. Statistical uncer-
tainties (first value) and systematic uncertainties (second value) are
reported.

Ebeam
(GeV)

ΔE raw = 〈E raw〉
〈E raw

MC〉 − 1 Δσ raw = σ raw

σ raw
MC

− 1

Pions

16 0.0142 ± 0.0009 ± 0.0146 0.0333 ± 0.0110 ± 0.0317

18 0.0113 ± 0.0008 ± 0.0137 0.0077 ± 0.0102 ± 0.0187

20 0.0097 ± 0.0007 ± 0.0128 0.0131 ± 0.0088 ± 0.0113

30 −0.0021 ± 0.0006 ± 0.0121 −0.0012 ± 0.0090 ± 0.0061

Kaons

16 0.0045 ± 0.0207 ± 0.0122 0.1385 ± 0.2319 ± 0.0001

18 −0.0009 ± 0.0082 ± 0.0120 0.0565 ± 0.1099 ± 0.0042

20 −0.0010 ± 0.0022 ± 0.0121 0.0363 ± 0.0157 ± 0.0071

30 −0.0166 ± 0.0015 ± 0.0118 −0.0144 ± 0.0125 ± 0.0021

Protons

16 0.0246 ± 0.0008 ± 0.0122 0.0382 ± 0.0048 ± 0.0003

18 0.0228 ± 0.0006 ± 0.0123 0.0235 ± 0.0041 ± 0.0039

20 0.0123 ± 0.0005 ± 0.0122 0.0289 ± 0.0037 ± 0.0070

30 0.0085 ± 0.0005 ± 0.0121 0.0171 ± 0.0041 ± 0.0021

determinations of pions and kaons, the differences are consis-
tent within the uncertainties. The uncertainties of the proton
resolution determinations are about one order of magnitude
smaller.

5.3 Comparison between pion, kaon and proton energy
responses and resolutions

The values of the ratios

R〈E raw〉(K )

R〈E raw〉(π)
(14)

Rσ raw(K )

Rσ raw(π)
(15)

R〈E raw〉(p)

R〈E raw〉(π)
(16)

Rσ raw(p)

Rσ raw(π)
(17)

obtained using experimental and simulated data are reported
in Table 9. In the case of experimental results statistical and
the systematic uncertainties are shown separately. The sys-
tematic uncertainty was obtained by combining in quadrature
the contribution of the seven sources of systematic uncertain-
ties discussed in Sect. 5.1 . The uncertainty on the scale of the
reconstructed cell energy, CEM

c , affects in a correlated way
the reconstruction of the energy deposited in the modules
by pions, kaons and protons. It follow that its effects on the
energy response ratio determinations cancel to a negligible
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Table 9 Values of the ratios (14)–(17) obtained using experimental and
simulated data produced by particles with Ebeam equal to 16, 18, 20 and
30 GeV. For experimental determinations statistical (first value) and cor-
related systematic uncertainties (second value) are reported separately.
Only statistical uncertainties are shown for the MC results

Ebeam[GeV] Experimental data Simulation data

R〈E raw〉(K )/R〈E raw〉(π)

16 0.9694 ± 0.0199 ± 0.0081 0.9788 ± 0.0007

18 0.9714 ± 0.0080 ± 0.0062 0.9833 ± 0.0007

20 0.9715 ± 0.0021 ± 0.0042 0.9819 ± 0.0007

30 0.9661 ± 0.0014 ± 0.0021 0.9803 ± 0.0006

R〈E raw〉(p)/R〈E raw〉(π)

16 0.9079 ± 0.0008 ± 0.0073 0.8987 ± 0.0007

18 0.9177 ± 0.0006 ± 0.0059 0.9075 ± 0.0006

20 0.9188 ± 0.0004 ± 0.0040 0.9164 ± 0.0006

30 0.9414 ± 0.0004 ± 0.0020 0.9314 ± 0.0005

Rσ raw
(K )/Rσ raw

(π)

16 1.0769 ± 0.2195 ± 0.0331 0.9774 ± 0.0080

18 1.0172 ± 0.1059 ± 0.0193 0.9702 ± 0.0084

20 0.9752 ± 0.0147 ± 0.0127 0.9533 ± 0.0084

30 0.9418 ± 0.0118 ± 0.0061 0.9544 ± 0.0088

Rσ raw
(p)/Rσ raw

(π)

16 0.8918 ± 0.0074 ± 0.0274 0.8876 ± 0.0072

18 0.8876 ± 0.0059 ± 0.0168 0.8738 ± 0.0075

20 0.8824 ± 0.0029 ± 0.0115 0.8689 ± 0.0076

30 0.8887 ± 0.0033 ± 0.0057 0.8727 ± 0.0079

level. In the case of simulated data only statistical uncer-
tainties are reported. The determinations are also shown as
a function of Ebeam in Fig. 22. The experimental data error
bars were obtained combining in quadrature statistical and
systematic uncertainties. In the case of simulated data the
error bars correspond to statistical uncertainties.

In the considered Ebeam range, the measured ratios of the
kaon over pion energy responses is constant with a weighted
average equal to 0.967 ± 0.002 (−0.014). The value in
parentheses indicates the difference between the experi-
mental and the simulated results. The ratios of the energy
responses of protons and pions range between 0.908 ± 0.008
(+0.009) at Ebeam = 16 GeV to 0.941 ± 0.001 (+0.010) at
Ebeam = 30 GeV. The values of the ratios of the energy reso-
lution determinations are constants. The weighted averages
values are Rσ raw

(K )/Rσ raw
(π) = 0.95 ± 0.01 (-0.011) and

Rσ raw
(p)/Rσ raw

(π) = 0.888 ± 0.005 (+0.011), respec-
tively.

The results presented in this paper extend the energy range
of the determinations of the ratio of the responses and resolu-
tions of protons and pions down to 16 GeV; previous results
obtained by ATLAS Collaboration considered beams above
50 GeV [12]. In the momentum range from 3 to 300 GeV/c,
the energy response for protons was systematically lower

(a) (b)

Fig. 22 a Ratios of the kaon and proton responses over those from
the pions as a function of Ebeam. The blue circles (black empty circles)
show the ratios R〈E raw〉(K )/R〈E raw〉(π) obtained using experimental
(simulated) data. The blue full (black empty) squares show the ratios
R〈E raw〉(p)/R〈E raw〉(π) obtained using experimental (simulated) data. b
Ratios of the kaon and proton resolutions over those from the pion as a
function of Ebeam. The blue cicles (black empty circles) show the ratios
Rσ raw

(K )/Rσ raw
(π) obtained using experimental (simulated) data. The

blue full (black empty) squares show the ratios Rσ raw
(p)/Rσ raw

(π)

obtained using experimental (simulated) data. In the case of experi-
mental results uncertainties include statistical and systematic effects
combined in quadrature. For simulated results, only statistical uncer-
tainties are reported

than the π± one in the CMS result [15]. In the same paper
results concerning the response of charged kaons and anti-
protons for momenta below 9 GeV/c are reported.

6 Comparison with hadronic cascade model predictions

6.1 Parametrization of the energy response normalized to
incident beam energy as a function of Ebeam

The calorimeter energy response and resolution to pions,
kaons and protons can be described in terms of the detec-
tor non-compensation and leading particle effects [16]. The
hadron energy response normalized to incident beam energy
as a function of the beam energy can be parametrized accord-
ing to

R〈E raw〉 = (1 − Fh) + Fh ×
( e

h

)−1
(18)

where Fh represents the non-electromagnetic energy compo-
nent of showers and e/h is the ratio between the responses
to the purely EM and hadronic components of showers. The
measurements allow a determination of the ratios of the non-
electromagnetic energy component of showers induced by
incident pions (Fh(π)), kaons (Fh(K )) and protons (Fh(p))
for the same value of Ebeam. Using Eq. (18) one obtains

Fh(K )

Fh(π)
= 1 − R〈E raw〉(K )

1 − R〈E raw〉(π)
(19)

and

Fh(p)

Fh(π)
= 1 − R〈E raw〉(p)

1 − R〈E raw〉(π)
(20)
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Table 10 Values of the ratios Fh(K )/Fh(π) and Fh(p)/Fh(π) obtained
using experimental and simulated data for the four values of the beam
energies Ebeam. In the case of experimental determinations statistical
(first value) and systematic (second value) uncertainties are reported
separately. Only statistical uncertainties affect the MC results

Ebeam [GeV] Experimental Data Simulated Data

Fh(K )/Fh(π)

16 1.1165 ± 0.0761 ± 0.0354 1.0756 ± 0.0028

18 1.1102 ± 0.0309 ± 0.0276 1.0608 ± 0.0028

20 1.1101 ± 0.0083 ± 0.0186 1.0669 ± 0.0028

30 1.1371 ± 0.0059 ± 0.0098 1.0805 ± 0.0027

Fh(p)/Fh(π)

16 1.3512 ± 0.0039 ± 0.0418 1.3617 ± 0.0034

18 1.3173 ± 0.0030 ± 0.0326 1.3382 ± 0.0033

20 1.3144 ± 0.0019 ± 0.0217 1.3091 ± 0.0033

30 1.2373 ± 0.0018 ± 0.0107 1.2807 ± 0.0031

The experimental and simulated data results obtained
using Eqs. (19) and (20) are reported in Table 10. The statis-
tical and the systematic uncertainties are shown separately
in the case of experimental results. The systematic uncer-
tainties were derived by combining in quadrature the effects
of the seven sources discussed in Sect. 5.1. For simulated
data, only statistical uncertainties are reported. Experimen-
tal (simulated) data show constant ratios Fh(K )/Fh(π) and
the weighted average of these ratios is 1.13 ± 0.01 (1.072 ±
0.001). The ratio Fh(p)/Fh(π) decreases from 1.351 ± 0.04
(1.361 ± 0.003) at Ebeam 16 GeV to 1.24 ± 0.01 (1.281 ±
0.003) at Ebeam 30 GeV.

The ratio Fh(p)/Fh(π), as obtained in Refs. [17,18] from
the copper/quartz-fiber calorimeter data [19], varies from
1.22 at 200 GeV to 1.15 at 370 GeV. In Ref. [20], a con-
stant value of Fh(p)/Fh(π) in the range between 1.15 and
1.20 is predicted.

The determinations of the ratios Fh(K )/Fh(π) and
Fh(p)/Fh(π) as a function of Ebeam are also reported in
Fig. 23a, b, respectively. In the case of experimental results,
statistical and systematic uncertainties are combined in
quadrature, but for simulated results only statistical uncer-
tainty are shown.

Groom’s parameterization [17,18,20] predicts

Fh =
(
Ebeam

E0

)m−1

(21)

where the quantity E0 is the energy at which multiple
pion production becomes significant and the parameter m
describes the relation between the average multiplicity of
secondary particles produced in the collision and the frac-
tion of energy going into π0’s in one collision. Using Eq.
(18) one obtains

(a) (b)

Fig. 23 a Fh(K )/Fh(π) as a function of Ebeam obtained using exper-
imental (blue circles) and simulated data (black empty circles). b
Fh(p)/Fh(π) as a function of Ebeam obtained using experimental (blue
circles), and simulated data (black empty circles). In the case of exper-
imental results uncertainties include statistical and systematic effects
combined in quadrature, but for simulated results only the statistical
uncertainties are shown. The dashed (dotted) red curves are fits of the
functional forms (23) and (24) to the experimental (simulated) data
points. In case of experimental determinations the dashed blue hashed
bands were obtained by using the correlated systematic uncertainties

R〈E raw〉 = 1 + 1

(E0)m−1

[( e

h

)−1 − 1

]

(Ebeam)m−1. (22)

and

Fh(K )

Fh(π)
= E0(π)m(π)−1

E0(K )m(K )−1
× (Ebeam)m(K )−m(π) (23)

Fh(p)

Fh(π)
= E0(π)m(π)−1

E0(p)m(p)−1
× (Ebeam)m(p)−m(π) (24)

Fits of Eq. (23) to the histograms in Fig. 23a and of Eq. (24)
to the histograms in Fig. 23b allow a determination of

BK/π = E0(π)m(π)−1

E0(K )m(K )−1
, (25)

CK/π = m(K ) − m(π) (26)

and

Bp/π = E0(π)m(π)−1

E0(p)m(p)−1
, (27)

Cp/π = m(p) − m(π), (28)

respectively. The fit curves to the experimental and simu-
lated data are show in the figure. The hashed bands were
obtained using the correlated systematic uncertainties ΔFK

syst.

and ΔF p
syst. reported in Table 10 on the determinations

of the ratios (23) and (24), respectively. In Fig. 23a the
band is defined by the curves fitting Eq. (23) to the points
Fh(K )/Fh(π) + ΔFK

syst. and Fh(K )/Fh(π) − ΔFK
syst.. The

band in Fig. 23b is defined by the curves obtained fit-
ting Eq. (24) to the points Fh(p)/Fh(π) + ΔF p

syst. and

Fh(p)/Fh(π) − ΔF p
syst.. All the fits were performed using

only statistical uncertainties. The values of the parameters
obtained in the fits are reported in Table 11. The first uncer-
tainty value is the statistical uncertainty corresponding to
the square root of the diagonal term of the fit error matrix.
The systematic uncertainty (second uncertainty value) is
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Table 11 Values of the parameters BK/π (Eq. (25)) andCK/π (Eq. (26))
obtained fitting Eq. (23) to the experimental and simulated values of
Fh(K )/Fh(π) as a function of Ebeam shown Fig. 23a. Values of the
parameters Bp/π (Eq. (27)) andCp/π (Eq. (28)) obtained fitting Eq. (24)
to the experimental and simulated values of Fh(p)/Fh(π) as a function
of Ebeam shown Fig. 23b. In the case of simulated (experimental) data
results, statistical (statistical and systematic) uncertainties are reported.
The fit χ2 probability values are also shown

Experimental data Simulated data

BK/π 0.936 ± 0.065 ± 0.083 1.014 ± 0.004

CK/π 0.057 ± 0.021 ± 0.023 0.0182 ± 0.0014

χ2 prob. 0.944 1.767 × 10−7

Bp/π 1.975 ± 0.023 ± 0.192 1.735 ± 0.0074

Cp/π −0.137 ± 0.004 ± 0.027 −0.090 ± 0.0014

χ2 prob. 0.311 8.17910 × 10−7

equal to half of the differences between the determinations
obtained fitting Eq. (23) to the points Fh(K )/Fh(π)+ΔFK

syst.

and Fh(K )/Fh(π) − ΔFK
syst. and Eq. (24) to the points

Fh(p)/Fh(π)+ΔF p
syst. and Fh(p)/Fh(π)−ΔF p

syst., respec-

tively. In the table, the fit χ2 probability values are reported.
In the case of simulated data fits the probabilities are very
small.

The values of BK/π and CK/π obtained using experimen-
tal and simulated data agree within two sigmas. The values of
Bp/π and Cp/π obtained using experimental and simulated
data differ significantly.

Fits of Eq. (22) to the determined values of R〈E raw〉 as a
function of Ebeam (Fig. 20) allows for the determination [17]
of m and

A = 1

(E0)m−1 [( e
h

)−1 − 1]. (29)

The resulting fits to the experimental and simulated deter-
minations are overlapped in Fig. 20. The hashed bands
were obtained using the correlated systematic uncertainties
ΔRE raw

syst. reported in Table 6. They are bounded by the curves

obtained fitting Eq. (22) to the points RE raw + ΔRE raw

syst. and

RE raw − ΔRE raw

syst. . All fits are performed accounting for the
statistical uncertainties on the data points. The obtained val-
ues of A and m are reported in Table 12. The first uncertainty
value is the statistical uncertainty. It corresponds to the square
root of the diagonal term of the error matrix. The system-
atic uncertainty (second uncertainty value) is equal to half of
the differences between the determinations obtained fitting
Eq. (22) to the points RE raw + ΔRE raw

syst. and RE raw − ΔRE raw

syst. .

The fit χ2 probability values are reported. In the case of the
fits to kaon and proton simulated data the probabilities are
very small.

Table 12 Values of the parameters A (Eq. (29)) and m obtained fitting
Eq. (22) to the experimental and simulated energy response normal-
ized to incident beam energy, RE raw

, as a function of Ebeam. The fit
functions are overlapped to the determinations in Fig. 20. In the case
of experimental data results statistical and systematic uncertainties are
reported. Only statistical uncertainties appear in the case of simulated
data results. The χ2 probability values of the fits are reported

Experimental data Simulated data

Pions

A −0.2612 ± 0.0019 ± 0.0165 −0.3557 ± 0.0052

m 0.9187 ± 0.0023 ± 0.0041 0.8258 ± 0.0048

χ2 prob. 0.004 0.238

Kaons

A −0.2481 ± 0.0171 ± 0.0095 −0.3620 ± 0.0025

m 0.9715 ± 0.0210 ± 0.0008 0.8428 ± 0.0023

χ2 prob. 0.981 2.634 × 10−14

Protons

A −0.5041 ± 0.0044 ± 0.0005 −0.6208 ± 0.0031

m 0.7885 ± 0.0029 ± 0.0004 0.7338 ± 0.0016

χ2 prob. 0.632 4.295 × 10−12

The values of m obtained using pions, kaons and pro-
tons data without making any assumption on the values of
e/h and E0 are: 0.919 ± 0.005 (0.826 ± 0.005), 0.97 ±
0.02 (0.843 ± 0.002) and 0.789 ± 0.003 (0.734 ± 0.002),
respectively. The values in parenthesis were obtained using
simulated data. According to Ref. [17] values of m around
0.87 are expected. The determinations can be compared with
previous pion measurements summarized in [17].

To compare the results discussed in this paper with the
ones obtained previously using pions beams with energy in
the range 10-350 GeV and incident in the TileCal modules at
η = 0.35 [12], Eq. (22) was fit to the pion determinations fix-
ing E0 = 1 GeV. The obtained values e/h = 1.3535 ± 0.0304
and m = 0.9187 ± 0.0047 agree with the previous determi-
nation 1.33 ± 0.02 and 0.85 ± 0.03, respectively [12]. The
uncertainties include statistical and systematic uncertainties
combined in quadrature.

6.2 Parametrization of the energy resolution as a function
of Ebeam

The resolution of the energy measurements as a function of
the beam energy Ebeam can be parametrized according to

Rσ raw = a√
Ebeam

⊕ b. (30)

where a/
√
Ebeam describes the fluctuations on the number

of particle produced in the showers, b describes the non-
uniformity of the cell response and the symbol ⊕ indicates
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Table 13 Values of the parameters a and b obtained fitting Eq. (30)
to the experimental and simulated fractional resolution values Rσ raw

obtained using pions (π ), kaons (K ) and protons (p) as a function of
1/

√
Ebeam[GeV] (Fig. 21). In the case of experimental data results, sta-

tistical and systematic uncertainties are reported. Only statistical uncer-
tainties are shown for simulated data. The χ2 probability values of the
fits are reported. Previous pion results are also shown (π [12])

a (% GeV−1/2) b (%) χ2 prob.

Experimental data

π 46.68 ± 0.30 ± 2.22 4.99 ± 0.11 ± 0.58 0.941

K 49.9 ± 2.60 ± 2.46 1.78 ± 2.78 ± 1.03 0.935

p 40.28 ± 0.38 ± 0.08 4.79 ± 0.15 ± 1.44 0.007

π [12] 52.9 ± 0.9 5.7 ± 0.2 -

Simulated data

Pions 42.25 ± 1 6.2 ± 0.4 0.0008

Kaons 42.8 ± 0.3 5.3 ± 0.1 0.058

Protons 38.05 ± 0.23 5.12 ± 0.08 0.392

the sum in quadrature. In the considered beam energy range
the noise contribution is negligible (Sect. 3.4).

The curves in Fig. 21 were obtained fitting Eq. (30) to
the experimental and simulated determinations of Rσ raw

as a
function of 1/

√
Ebeam[GeV]. The hashed bands in the figure

were obtained by using correlated systematic uncertainties
ΔRσ raw

syst. reported in Table 6. They are defined by the curves

obtained fitting Eq. (30) to the points Rσ raw + ΔRσ raw

syst. and

Rσ raw −ΔRσ raw

syst. . All fits were performed using only statistical
uncertainties. The resulting values of a and b are reported in
Table 13. The statistical uncertainty is equal to the square root
of the corresponding diagonal term of the fit error matrix.
The systematic uncertainty is equal to half of the differences
of the determinations obtained fitting Eq. (30) to the points
Rσ raw + ΔRσ raw

syst. and Rσ raw − ΔRσ raw

syst. . In the table the χ2

probability values of the fits performed to the central values
are reported.

The values of a obtained analyzing pion and kaon data are
consistent within the large uncertainties of about 4%. The
value obtained using protons is 14% smaller. The constant
term b is about 5% and is consistent between the three particle
beams. Similar extraction using simulated data results in 10%
smaller values for a while the values for b are 30% larger.

The values of a and b obtained analyzing pion data are
consistent within about 2.6 sigmas with the results obtained
in Ref. [12].

7 Summary and conclusions

The results described in this paper were obtained by expos-
ing three modules of the ATLAS Tile Calorimeter to positive
pion and kaon and proton beams with energies equal to 16,

18, 20 and 30 GeV and incident at the centre of the front face
of a calorimeter module cell with an angle of 14◦ from the
normal. Two Cherenkov counters in the beam line made it
possible to identify pions, kaons and protons. The effects of
electrons contaminating the pion samples in reconstructing
the pion energy were determined by exploiting the differ-
ence of electromagnetic and hadronic shower profiles in the
detector.

The main purpose of this study is to compare the measured
energy of particles with the predictions of the Geant4-based
simulation program used in ATLAS to simulated jets pro-
duced in proton-proton collisions at the LHC.

Eleven (Nine) determinations of the twelve energy responses
(resolutions) normalized to incident beam energy have a total
uncertainty smaller than 1.4% (1.9%). For kaons with Ebeam

= 16 GeV, due to the large statistical error, the uncertainty
on the determination of R〈E raw〉, is equal to 2.4%. The uncer-
tainty values of the determinations of R〈σ raw〉 obtained in the
case of 16 GeV pion and kaon and 18 GeV kaon beams are
equal to 3.1%, 20.3% and 10.4% respectively.

Determinations of all the energy responses and of the
pion and kaon energy resolutions obtained using experimen-
tal and simulated data agree within the uncertainties. The
average of the absolute values of the differences between
the energy response measurements was found to be 1.1%
with an average total uncertainty of 1.4%. The average dif-
ference between all the resolution measurements was found
to be 3.4%. The average total uncertainty of proton (pion and
kaon) resolution measurements is 0.6% (5.6%).

In the considered Ebeam range, the measured ratios of the
kaon over pion energy responses is constant with a weighted
average equal to 0.967 ± 0.002 (−0.014). In parenthesis the
difference between the experimental and simulated results is
shown. The ratio of the energy responses of protons and pions
ranges between 0.908 ± 0.008 (+0.009) at Ebeam = 16 GeV
to 0.941 ± 0.001 (+0.010) at Ebeam = 30 GeV. The values
of the ratios of the energy resolution determinations are con-
stants. The weighted averages values are Rσ raw

(K )/Rσ raw
(π)

= 0.95 ± 0.01 (-0.011) and Rσ raw
(p)/Rσ raw

(π) = 0.888 ±
0.005 (+0.011).

The differences between pion, kaon and proton responses
and resolutions result from the different fraction of non-
electromagnetic energy deposited by incident particles:
Fh(π), Fh(K ) and Fh(p) and to the non-compensating nature
of the detector. Experimental (simulated) data from the dif-
ferent beam energies have consistent Fh(K )/Fh(π) and the
resulting weighted average numerical is 1.13 ± 0.01 (1.072
± 0.001). The ratio Fh(p)/Fh(π) decreases from 1.351 ±
0.04 (1.361 ± 0.003) at Ebeam 16 GeV to 1.24 ± 0.01 (1.281
± 0.003) at Ebeam 30 GeV.

The non-electromagnetic energy component of showers
can be expressed in terms of the parametersm and E0 [GeV].
The ratio between the responses to purely EM and hadronic
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components of showers e/h describes the non-compensation
nature of the calorimeter (Sect. 6.1). The values ofm obtained
using experimental (simulated) pions, kaons and protons data
are 0.919 ± 0.005 (0.826 ± 0.005), 0.97 ± 0.02 (0.843 ±
0.002) and 0.789 ± 0.003 (0.734 ± 0.002), respectively.

As discussed in Sect. 6.2, the energy resolution as a func-
tion of the beam energy can be parametrized with a statistical
term a/

√
Ebeam[GeV] and a constant terms b. The values of

a [% GeV−1/2] obtained analysing pions, kaons and protons
are 47 ± 2 (42 ± 1), 50 ± 3 (42.8 ± 0.3) and 40.3 ± 0.4
(38.1 ± 0.2), respectively. The values in parenthesis were
obtained analysing simulated data. The corresponding b [%]
values are 5.0 ± 0.6 (6.2 ± 0.4), 2 ± 3 (5.3 ± 0.1) and 5
± 1 (5.12 ± 0.08).
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