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Abstract. In this paper we present the CERN Analysis Preservation service as
a FAIR (Findable, Accessible, Interoperable and Reusable) research data preser-
vation repository platform for LHC experiments. The CERN Analysis Preser-
vation repository allows LHC collaborations to deposit and share the structured
information about analyses as well as to capture the individual data assets asso-
ciated to the analysis. We describe the typical data ingestion pipelines, through
which an individual physicist can preserve and share their final n-tuples, ROOT
macros, Jupyter notebooks, or even their full analysis workflow code and any
intermediate datasets of interest for preservation within the restricted context of
experimental collaboration. We discuss the importance of annotating the de-
posited content with high-level structured information about physics concepts
in order to promote information discovery and knowledge sharing inside the
collaboration. Finally, we describe techniques used to facilitate the reusability
of preserved data assets by capturing and re-executing reproducible recipes and
computational workflows using the REANA Reusable Analysis platform.

1 Introduction
The preservation, management and accessibility of research data is an important challenge,
one which a wide range of scientific disciplines have attempted to tackle. A variety of agen-
cies and organisations have declared the importance of Open Science initiatives [1], and the
European Union in particular has repeatedly argued for the value of Open Data [2] and their
accessibility. In High Energy Physics (HEP) the culture of sharing notes, data, and discov-
eries (even before their publication) has been a staple for many years now, something evident
in the creation of platforms like ArXiv, and even the creation of the World Wide Web.

CERN hosts the Large Hadron Collider (LHC), the world’s largest scientific instrument,
producing millions of petabytes of data every year. All this information is securely stored,
however, it is still very difficult to retrieve it at will, or to optimally reproduce an experiment
using data and methodologies from many years ago. To address this challenge, a number of
platforms and tools are either implemented at CERN, or created by teams that are heavily
engaged with CERN.

CERN Analysis Preservation (CAP) started in 2014 in order to provide an integrated
platform for scientific analysis, preservation and reuse. It is a digital repository for the de-
scription and preservation of all individual analysis assets, operating in the context of Open
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Science [3]. Through CAP, researchers can capture all the necessary metadata, save analysis
components, engage in best practices for scientific preservation, and allow extensive collab-
oration between the researchers. This paper presents CERN Analysis Preservation as an end-
to-end solution for scientific preservation and collaboration, with HEP-specific functionality.
CAP aims at responding to two parallel demands:

Inside of the Collaborations: Due to the high degree of complexity of the analyses, preserv-
ing them becomes very challenging.

Externally: As a matter of policy, research funders are increasingly demanding that funded
research programs institute data management frameworks to support data and knowledge
preservation, but also the reuse, reinterpretation and reproducibility of research findings [4].

Figure 1: The CERN Analysis Preservation web interface.

2 Concept & Implementation

2.1 Motivation

CERN Analysis Preservation aspires to become the bridge between the different facets of
a complete scientific analysis, i.e. a platform that can preserve all the different components,
necessary to understand and rerun a HEP experimental analysis even several years in the
future.

HEP researchers require a very specific workflow structure, with strictly defined policies
on the access and preservation of their data, which all of the LHC collaborations follow.
According to the Study Group for Data Preservation and Long Term Analysis in High
Energy Physics, the previously mentioned policies state [5]:

1. all data (primary or otherwise) are to be available Open Access,

2. constructed datasets (simplified) are made available in educational and outreach con-
texts,
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3. simulated datasets, including the necessary software are available Open Access after a
predetermined embargo period, and

4. the petabytes of the raw LHC data are restricted and preserved for the long-term.

CERN Analysis Preservation tries to encapsulate the policies presented above into a sin-
gle, easy-to use platform, that can be used for all the steps that scientists need to take in
order to preserve and reuse their analysis components. The preservation of raw data is not
the domain of CAP, as the storage capacities required exceed 1 petabyte per day.

2.2 Integration Features

2.2.1 Integrations with External Services

As mentioned in the introduction, an important target for CERN Analysis Preservation is to
provide an end-to-end tool for scientific preservation, which includes not only the experimen-
tal code and datasets, but also a variety of metadata, like researcher affiliations or provenance
information. In order to accommodate researchers, CAP provides a variety of integrations
with external services, including:

• Zenodo [6] is a multidisciplinary open source platform developed and hosted at CERN.
The integration with Zenodo makes it possible to generate Digital Object Identifiers
(DOIs) for software through the CAP submission form by fetching the code from Git-
Lab, for example, and then uploading it to Zenodo where a DOI can be registered.

• The CERN Document Server (CDS) [7] and Indico [8], the internal CERN services
for media and file storage, and appointment scheduling.

• The Research Organization Registry (ROR) [9], is a service that provides institution
details, which helps unifying affiliations in publications and conferences.

• ORCID [10] is a service that provides a persistent digital identifier for each researcher,
enabling them to distinguish themselves and keep a persistent record of all their pro-
fessional information. ORCID’s use is widely adopted at CERN [11].

2.2.2 Code Preservation & Git Repositories

Software repositories and version control have been key features of software development in
the last decades, and CERN Analysis preservation fully supports their integration. The two
most well-known version control platforms, GitHub and GitLab are providing webhook
integration [12] through their respective APIs. The users can connect their GitHub/GitLab
accounts with the service and link their repositories to an analysis, allowing for instant and
automatic updates, on specified repository events, i.e. releases, or pushing new code. This
feature is an important time-saver for scientists, as it combines the ease of use of a general
and very popular version control system with the ability to run always up-to-date code, if they
choose to do so.

2.2.3 Computational Workflows & REANA Reproducible Analysis Platform

Although capturing metadata and code from external services are two necessary steps for
describing and preserving a physics analysis, it is also very important to attach the informa-
tion about the computing environment and how the data processing and data analysis were
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performed. One way to achieve this is through containerising (e.g. using Docker images) the
analysis steps and preserving the computational workflow steps and their inputs.

Making a research data analysis reproducible basically means to provide structured
’runnable recipes’, addressing the following: where is the input data, what software was used
to analyse the data, which computing environments were used to run the software, and which
computational steps were taken to run the analysis. To achieve this, the REANA service
was integrated with CAP, to give the possibility to attach the computational workflows, the
input and the output results of various steps of an analysis and link them with the metadata
in perpetuity.

REANA is a reusable and reproducible research data analysis platform [13]. It helps
researchers to structure their input data, analysis code, containerised environments and com-
putational workflows so that the analysis can be instantiated and run on remote compute
clouds.

REANA was born to target the use case of particle physics analyses, but is applicable
to any scientific discipline. The system paves the way towards reusing and reinterpreting
preserved data analyses even several years after the original publication.

Figure 2: An overview of the REANA platform. The user can interact with the platform
via a command line and Web clients. The platform dispatches users’ requests to workflow
engines and runs necessary tasks on the containerised cloud. The workflow tasks share the
same workspace throughout the run.

2.3 FAIR Data

Capturing all the information mentioned above and to achieve better preservation of anal-
yses, the metadata are treated with FAIR (Findable, Accessible, Interoperable, Reusable)
principles in mind. This means that the data are described by rich metadata and a plu-
rality of relevant attributes, following domain-relevant community standards. Through the
experiment-specific schemas and by promoting association of information we capture with
detailed provenance, we aim for data conformity and data that are usable and reusable to the
collaboration and the researchers forever.

By handling data collections in a FAIR way and by integrating DOIs and other Persistent
Identifiers (PIDs) from CERN internal and external services, users can connect their analysis
components together in one place in a persistent way.

It should be noted that while CAP tries to integrate FAIR and Open Science principles
where possible, in order for the service to be useful for our users, control over public sharing
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of outputs always remains with the researchers or collaborations, respecting embargoes and
other internal procedures (e.g. reviewing).

2.4 Advanced Search Features

The provision of all the above integrated services, as well as experiment-specific databases,
allows CERN Analysis Preservation to become a powerful aggregator of most of the informa-
tion that a researcher could need. This is why all this information is combined in appropriate
mappings, and indexed in an ElasticSearch cluster, which is the main search engine of CAP.

Triggers, datasets, filters, and other information that was only available through legacy
interfaces, is now available through CAP, which can provide fast retrieval of datasets, along
with useful dates and statistics, with simple, free-text queries. The ease of use, greatly facili-
tates the collaboration between theory and practice.

2.5 Technical Details

2.5.1 System Architecture

The service is a web application that follows the pattern of microservice architecture. The
implementation language of choice for the backend is Python [14], as it offers an assortment
of useful data-specific modules and libraries. The platform is built on top of Invenio [15], a
large-scale digital library framework, that provides an integrated solution for data repositories
and integrated library systems, through an ecosystem of compatible modules (based in Flask
[16] and SQLAlchemy [17]).

PostgreSQL [18] is used as CAP’s Relational Database Management System. Its main
advantage over other databases is the native support for JSON, which is the format of choice
for modeling the metadata, and encompasses complicated relations and data types. Content
and metadata stored into the system are modeled, validated and checked for compliance with
community standards by using JSON Schemas [19]. This way, everything is then ready
to be indexed and become searchable, through our ElasticSearch [20] cluster, our search
infrastructure that is there to satisfy the information retrieval and recommendation features
of the service. All the records are indexed, along with metadata from various other sources,
e.g. datasets from external CERN databases.

For the handling of most asynchronous and background tasks, the use of Celery [21], a
distributed system that acts task scheduler, was introduced, together with the help of Rab-
bitMQ [22] as the default message broker. Finally, Redis [23] is used as a caching mecha-
nism for the system to handle sessions, permissions, etc. The main web interface is a Reac-
tJS [24] single page application, written in Javascript [25]. The design follows a responsive
paradigm, making it browsable in most browsers and screen sizes.
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Figure 3: General architecture of CERN Analysis Preservation. The diagram is not exhaus-
tive, as CAP interacts and depends on a variety of external APIs and CERN services.

2.5.2 Personal Data Handling

Metadata and data collected through user submission or automated processes are all retrieved
either from open/public databases and repositories, and therefore do not require confidential
handling, or from closed/restricted sources, for which data accessibility and retrieval follow
the same conditions as those specified at the source. For the use of the service and the clas-
sification of users’ access rights, standard institutional user authentication is in place, which
associates users with their CERN account and their group memberships, without making any
information available to third parties.

2.5.3 Scalability and Sustainability Considerations

An important target for CERN Analysis Preservation is to allow for the potential scalability of
the service. Although the current schemas and data models are built under the specifications
of the LHC experiments (ALICE, ATLAS, CMS, LHCb), more users, experiments and work-
ing groups are expected to use the service as it exits the beta phase. To accommodate this,
CAP is deployed through the Openshift platform provided by CERN, a service that handles
the orchestration of Docker containers, that can be adapted to the services needs.

CAP has been designed to be integrated seamlessly into the way experimental teams
work, such that preserving analysis artifacts is not an additional burden on researchers, but
rather is facilitated through a service which offers efficiencies to users as they conduct their
research. Although this activity remains primarily the domain of experimental teams, for the
purposes of sustainability it is considered that the delivery of the service and its continued
development/evolution should remain the responsibility of the host lab. Given that the preser-
vation of data and associated analysis artifacts is critical to retaining sufficient knowledge to
make meaningful use of data in the future, and potentially beyond the life of an experiment,
the sustainability of preservation services and of the preserved assets themselves should be
considered an organisational imperative, as a core service in the data management/open data
ecosystem of a laboratory. In this way, data and analysis preservation becomes part of the
archival record and intellectual legacy of an organisation.

2.6 Interacting with the service

It is possible to interact with CAP in 3 ways: through the web interface, by using our API or
the command line client.
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2.6.1 Web Interface

The main way of using and accessing the service is through the web interface. The user
has the ability to create an analysis workspace, populate it with metadata, upload analysis
content (e.g. files, data) and link persistently with external entities, such as code repositories
or computational workflows. Users are also able to version analyses and have various options
for sharing their work within their collaboration, group, etc. Through the web interface, it is
also possible to manage user profiles as well as user tokens for ’remote’ authorisation.

2.6.2 RESTful API

The core of the CERN Analysis Preservation platform is its powerful RESTful API. Ev-
erything from the SPA, to file upload/download, the webhooks, etc. are handled by it. An
OpenAPI v3 specification [26] is also available to help with tests, client integrations, tools,
and documentation.

2.6.3 CAP Client

The CAP Client is an alternative to the web interface and the REST API that provides easy
access to a subset of the core functionality int. It is an installable Python package, found in
PyPI.

It can be very useful as a basic functionality cli tool, that can be integrated in local work-
flows and be part of a researcher’s Unix pipeline.

3 Example Use Cases

In general, preservation efforts and needs at CERN change from one experiment to another.
Even in the same experiment/collaboration, there are different working groups that work and
do analyses in their own way. With CERN Analysis Preservation, we have built a tool that
can accommodate these needs, depending on the specifications and requirements individual
groups have (e.g. their own data models).

Currently the platform provides content types and use cases for the 4 LHC experiments
(ALICE, ATLAS, CMS, LHCb). Each of them, has a customised data model, and is using the
platform for their individual needs and their collaboration’s internal systems/databases/APIs
that are already in place. Some examples of use cases include:

• CMS: The CMS experiment’s needs are mainly focused on metadata and integration
of their experiment databases inside the CAP platform for easier information submis-
sion, and better and faster search functionalities [4]. CAP is able to harvest and query
their dataset and analysis databases (DAS, CADI), helping connecting experiment en-
tities with the ones inside CAP. CMS are also working on preserving containerised
computational workflows through REANA as a stating point.

• ATLAS: The use case for ATLAS is mostly centered around preserving containerised
computational workflows (through REANA), as well as connecting with their own sys-
tems (e.g. Glance) [27].
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4 Conclusion

In this paper we presented CERN Analysis Preservation, a platform that follows the FAIR
principles for data management, and enables the preservation and reuse of research data.
CAP is a digital repository platform that enables LHC experiments to store information about
analyses and related assets, the user code, the container image, individual n-tuples and plots.
CAP integrates with the REANA reproducible analysis platform for reinterpreting preserved
data and analysis workflows. The CAP and REANA services were designed with ALICE,
ATLAS, CMS and LHCb experiment use cases in mind.

The pilot experiments allowed to identify a clear need for custom metadata models tar-
geted to each use case scenario. It is our vision to empower LHC collaborations and re-
searchers to use the CERN Analysis Preservation service as a generic and extensible tool,
each community applying their own preservation rules, data models and schema mappings,
in order to seamlessly integrate analysis preservation and reproducible science practices and
tools into their daily workflows.
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