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A B S T R A C T

In order to avoid the damage of the dump target of the Future Circular Collider’s proton ring, the beam will
be swept over its surface using dilution kickers oscillating in the x/y planes with 90◦ phase difference, and
an amplitude changing with time, thereby creating a spiral-like pattern. The natural time-dependence of the
amplitude is the exponential decay of a damped oscillating circuit, which results in a decreasing pitch, and
thereby increasing energy deposition density towards small radii. Compared to the optimal pattern with a
flat energy density, this pattern requires a larger target size, larger total kicker strength or higher allowed
energy density in the target material. We propose the realization of the optimal pattern using two beating
frequencies. This method has the advantage of using the same, very simple circuitry as the baseline proposal:
independent damped oscillator circuits (including the kicker magnets), which interfere only in their effect on
the beam. This concept results in an 18% decrease of the maximum excursion of the pattern (i.e. target size),
and 13% decrease of the total kicker power with respect to the baseline solution, at no extra cost. Besides the
demonstration of the concept, a sensitivity analysis to the circuit parameters is presented.
. Introduction

The Future Circular Collider (FCC) study [1] was launched in 2014
o identify the key challenges of the next-generation particle colliders
fter the Large Hadron Collider (LHC), propose technical solutions and
stablish baseline designs for the different machines covered by the
tudy. One of these challenges is the handling of the unprecedented
.3 GJ stored energy of the circulating beams in the proton–proton
ollider FCC-hh [1]. Table 1 compares the relevant parameters of the
CC-hh and LHC beams. Both beams must be extracted from the ring
nd absorbed in a dump target at the end of all collision cycles, or
n case of any critical fault signal from the interlock system (safety
eam abort). The beam extraction system is illustrated schematically
n Fig. 1a for both the LHC and FCC-hh rings. The beam receives a
mall kick from a fast-switched (3 μs and 1 μs rise times for the LHC
nd FCC, respectively) extraction kicker magnet system (MKD), and
tarts to diverge from the nominal trajectory, entering into the high-
ield domain of the septum magnet, which then gives the final and large
eviation to the beam out of the ring. In order to avoid that during
he rise-time of the extraction kicker magnets some bunches are swept
cross the protection elements (not shown) and the physical wall of the
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septum magnet between its zero-field and high-field domains, the fill
pattern of the ring contains beam-free intervals (1 and 4 for the LHC
and FCC, respectively), called the ‘‘abort gaps’’. The extraction kicker
magnets are normally triggered synchronously to the passage of the
abort gap (synchronous beam dump).

Fault signals of the entire accelerator complex are classified by their
severity, and require different actions. Their discussion is beyond the
scope of this paper, see [2–4] for more details. These fault signals
interrupt the beam interlock loop and typically trigger a beam abort
with a reaction time of the extraction system of less than 3 turns,
i.e. 1 ms, synchronized with the abort gap. Spurious, partial triggering
of the MKD magnets is a critical fault that causes the beam to start
oscillating within the ring. Since the fault is within the extraction
system, a safety abort could physically be triggered much faster than
in the general case mentioned above, with a reaction time which is less
than the distance between the abort gaps. It is important to note that
due to the highly modular design of the extraction kicker system, the
impact of a single misfiring MKD module has been minimized to such
a level that the immediate re-triggering of the entire extraction system
(eventually out of synchrony with the abort gap, i.e. an asynchronous
dump) is not needed. The miskicked beam would oscillate with a
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Fig. 1. (a) Schematic illustration of the beam extraction system (in reality, the LHC uses a two-plane extraction scheme where the beam is deflected horizontally by the kickers,
and vertically by the Lambertson septa; in the FCC both would deflect the beam vertically). (b) Dump pattern of the LHC.
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displacement of about 1.5𝜎 around the nominal trajectory, which can
be accommodated by the ring, and the subsequent beam abort would
be synchronized with the next abort gap. These measures minimize
the probability of an asynchronous dump. Nevertheless, this scenario
cannot be excluded completely at this stage of the design, and has
to be dealt with. This can happen in case of the spurious triggering
of several or all MKD units, which can be due to the failures of the
trigger synchronization unit, or the trigger fan out, which distributes
the trigger to the MKD generators.

Dumping the beam poses a challenge already at the LHC with an
almost 23 times lower stored energy: there exists no technical solution
today to safely absorb this energy impinging into a single spot, and the
beam therefore needs to be distributed over the surface of a large target
block made of graphite or carbon-reinforced composite (CfC) materials,
which are suitable for this purpose since they combine a relatively low
density with a high thermal shock resistance and a high melting point.

The high-energy protons impacting on the dump core create a
hadronic cascade via inelastic hadron–nucleus collisions, accompanied
by an electromagnetic shower component due to the decay of neu-
tral pions into energetic gammas. A significant fraction of the energy
released by the beam in the dump is eventually dissipated by the
electromagnetic component. The maximum energy deposition density
and hence the peak temperature in the dump critically depend on the
overlap of transverse shower tails of different proton bunches swept
across the dump surface. When designing the sweep pattern, it is
important to study both the separation of bunches along the sweep
path and the radial separation of different spiral branches. Even for
large radial branch separations of several centimetres, the overlap of
shower tails is not negligible and has to be taken into account in the
optimization of the pattern.

The dump pattern of the LHC is shown in Fig. 1b. A similar system is
planned for the FCC-hh ring, but due to the longer bunch train (10400
bunches instead of the 2808 in the LHC, arriving at the same intervals
of 25 ns) and the higher stored energy, the extraction system and the
dilution pattern of the beam is more complex [5]. The natural choice for
the pattern is a spiral, which can be realized by two sets of oscillating
kicker magnets, deflecting the beam in the horizontal and vertical
directions, respectively (Fig. 1a), with a 90◦ phase difference between
them, and an amplitude changing with time. In order to maintain
the inductive voltage of the kicker magnets, and the requirements on
the power supplies within limits, the dilution kicker magnet system
is planned to be modular, consisting of several tens of independent
circuits containing a single magnet and its driving circuitry [1,2,6]. As
described before, this arrangement also contributes to the mitigation
of the consequences of hardware failure (no or erratic triggering), by
reducing the effect of a single failing module.

Although different dilution patterns could be constructed to ef-
ficiently distribute the beam on the dump target with an allowed
maximum energy deposition density, the feasibility of the necessary
hardware is a major limit on one’s creativity. In particular, using a
fixed-frequency oscillation of the magnetic field seems to be by far the
most realistic choice, and therefore in the following we will not address
any dilution patterns which would require time-variant frequencies or

any more complex waveforms. These considerations lead to a spiral
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Table 1
Parameters of the LHC and FCC-hh beams, relevant for the dump systems [1].

Parameter LHC FCC-hh Unit

Stored energy per beam 0.35 8.3 GJ
Number of stored bunches 2808 10400
Bunch-to-bunch spacing 25 25 ns
Revolution time (max. possible bunch train length) 90 326 μs
Dump beamline length 0.9 2.5 km

pattern with fixed frequency, where the excursions of the pattern (𝑥,
𝑦) in the two planes can be described as

𝑥 = 𝑅(𝑡) sin(𝜔𝑡)𝐻(𝑡) (1)

𝑦 = 𝑅(𝑡) sin(𝜔[𝑡 − 𝜋∕2𝜔])𝐻(𝑡 − 𝜋∕2𝜔) (2)

where 𝑡 is time, 𝑅(𝑡) is the time-dependent envelope of the kicker
magnets’ waveform, 𝜔 is the angular frequency of their oscillating field,
and 𝐻 is Heaviside’s function describing the absence of any deflection
efore the trigger at 𝑡 = 0. The peripheral progression velocity of this
attern decreases linearly with radius, and if the average bunch density
s to be kept constant for the optimal distribution, the radial progression
elocity d𝑅(𝑡)∕d𝑡 needs to increase linearly with 1∕𝑅, resulting in the
ormulae

o(𝑡) =
√

𝑡
𝛿𝑡

𝑆0
𝜋

+ 𝑅2
min (3)

𝑅i(𝑡) =
√

𝑇 − 𝑡
𝛿𝑡

𝑆0
𝜋

+ 𝑅2
min (4)

where 𝛿𝑡 is the bunch-to-bunch spacing, 𝑇 is the length (in time) of the
whole bunch train, 𝑆0 is the average area necessary for a single bunch
to stay below the damage threshold of the material, and 𝑅min = 𝑑∕𝜔
is the minimum radius of the pattern, determined from the frequency
𝜔 of the magnet circuit, and the minimum required spatial bunch
separation 𝑑 on the target. The subscripts o and i refer to an outward-
running or inward-running pattern, respectively. Their difference will
be discussed later. Even though this approach is oversimplified (the real
energy deposition density must be calculated by the superposition of
single-bunch energy deposition profiles), it nicely illustrates that for
the optimal pattern the envelope function 𝑅(𝑡) needs to be concave.
Unfortunately, the exponential envelope of the most natural implemen-
tation, a damped RLC circuit is convex, leading to a slow progression
of the pattern in both the radial and peripheral directions, and thereby
to an increasing energy distribution density towards small radii. This
would in turn call for a larger dump target, and larger deviations by
the dilution kickers (or longer tunnel length), in order to keep the
maximum energy density in the allowed range.

For an outward-running spiral, the dilution kicker system does
not require any pre-triggering; the pattern would never cross itself.
The amplitude of the pattern (i.e. the total deflection by the dilution
kicker magnets) is monotonically increasing with time, in contrast
to the decreasing amplitude of the oscillating field of the individual
kicker magnets, when damped oscillating circuits are used. Even though

this scheme could be realized by the method described later in this
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manuscript, it is difficult and ineffective, and will therefore not be
treated further in this article. For an inward-running spiral pattern,
the kicker magnets in one of the two planes must be pre-triggered,
so that their magnetic field reaches its maximum by the time the
first bunch arrives. The pattern then progresses by spiralling inwards.
Pre-triggering is not possible in the case of an immediate asynchronous
dump, resulting in a self-crossing pattern and the associated increased
energy deposition density. Another problem of the asynchronous dump
is the appearance of a ‘‘hot spot’’ in the energy deposition density map
(see Fig. 8). This is due to the magnetic field of the kickers in one
plane reaching its extremum and having a zero time-derivative, right
before the trigger in the other plane, if the sharp 90◦-offset triggering
scheme described by Eq. (2) is used. This leads to the overlap of several
subsequent bunches. It must be noted that in the LHC the circuits of
both planes are triggered simultaneously, but one of them is modified
to exhibit a longer initial risetime, leading to its 90◦ delay [7]. This
configuration would reduce the maximum energy density at the above
mentioned hot spot in case of an asynchronous dump. On the other
hand, the modifications of the circuits of one plane can have unwanted
side-effects on the precise shape of the waveform, and thereby on the
long, carefully tuned and delicate 2D pattern. This has not been studied
in detail yet.

A further requirement on the dump system is that it should safely
tolerate a failure rate of as much as 10% of the dilution kickers (i.e. only
90% of them being triggered) [1,2]. The value of 10% has been chosen
somewhat arbitrarily giving a failure tolerance margin in the operation
of the machine before intervention is unavoidable.

2. Synthesis of the ideal pattern by beating frequencies

A well known method to realize a desired waveform is to syn-
thesize it as the weighted sum of a series of harmonic components
(Fourier synthesis). Since the building blocks of the baseline proposal
for the hardware are RLC circuits (where the inductive component is
practically the magnet itself, and the damping is due to all the losses
of the circuit), it seems natural to ask whether the purely harmonic
components of the Fourier synthesis could be replaced by damped
sinusoidal functions, and for the sake of simplicity of the following
analysis, to only use a few different frequencies — at the extreme case
only two. This case is more properly called ‘‘beating frequencies’’. Since
the dilution kicker system is anyway planned to be modular, the beating
frequencies method could be realized with the same hardware as in the
baseline proposal. The different units only need to be classified into two
different frequency classes, and would remain otherwise unchanged,
and uncoupled from each other. It is only their effect on the beam,
which interferes and produces the desired pattern.

In the following the problem will be discussed in terms of excursions
of the pattern from the origin measured at the target. This decouples
the problem from kicker magnet and beamline parameters, which can
then be defined later, as a function of one-another. The excursion of
the pattern is parameterized as

𝑥(𝑡) =𝐴1 exp
(

− 𝑡
𝜏

)

sin (2𝜋[𝑓 − 𝛥𝑓 ]𝑡)𝐻(𝑡)

+ 𝐴2 exp
(

− 𝑡 − 𝛥𝑡
𝜏

)

sin (2𝜋𝑓 [𝑡 − 𝛥𝑡])𝐻(𝑡 − 𝛥𝑡) (5)

in the horizontal plane, where 𝐴1 and 𝐴2 are the amplitudes of the
two components measured in metres, 𝜏 = 𝑄∕2𝜋𝑓 and 𝑓 are the time
constant and frequency of the damped circuit, respectively, 𝑄 is the
quality factor of the resonator circuit, 𝛥𝑓 is the difference between the
two frequencies, 𝛥𝑡 is the delay (i.e. an initial phase difference) between
he two components, which is calculated from the easier-to-understand
hase difference 𝛥𝜙 as 𝛥𝑡 = 𝛥𝜙∕2𝜋𝑓 , and Heaviside’s function 𝐻 is

again describing the absence of any deflection before the trigger. The
pattern’s excursion in the other plane, 𝑦(𝑡) was defined by the same
formula as 𝑥(𝑡), but triggered at a 90◦ phase delay calculated from the
weighted average of the two frequencies:

𝑦(𝑡) = 𝑥(𝑡 − 𝑇̂ ∕4) (6)
3

𝑇̂ =
𝐴1 + 𝐴2

𝐴1(𝑓 − 𝛥𝑓 ) + 𝐴2𝑓
(7)

As is visible from the above equations, the same two frequencies
re used in both planes. Different frequencies would lead to a less
ven energy distribution, and if a large enough phase slip is reached
etween the two planes during the long bunch train, the pattern would
e similar to a self-crossing Lissajous curve.

For the frequency 𝑓 the highest feasible value is preferred, giv-
ng the largest bunch-to-bunch separation on target. In the following
nalysis 𝑓 = 50 kHz was used, which is a compromise between the
otal number of magnets and generators (cost) and the goal to limit
he maximum voltage (to increase the reliability of the system). For
xample, the system voltage is 𝑉 = 2𝜋𝑓𝑁𝐴𝑙𝑚𝐹𝐵 = 20 kV for magnets
ith a length of 𝑙𝑚 = 1.5 m, aperture (in both planes) of 𝐴 = 35 mm,
agnetic field of 𝐵 = 1 T, frequency 𝑓 = 50 kHz, and a factor 𝐹 =
.2 accounting for the stray inductance with respect to the hard-edge
odel. Higher frequency could either be reached using shorter (more)
agnets, or higher voltage. More magnets mean more circuits and

hereby an increased cost, and more gaps between the magnets, leading
o a smaller average field. Restricting 𝛥𝑓 to be positive, the frequency
f the other component will remain below this limit as well. For the
uality factor the value 𝑄 = 200 was chosen as a realistic estimate
ased on the experience with similar hardware in the past.

The FCC dump core is assumed to be composed of different graphite
egments similarly to the dump configuration presently used in the
HC. The central part of the core, where the particle showers reach
heir maximum, is assumed to be filled with graphite of low den-
ity (1.0 g/cm3) in order to reduce the maximum energy deposition
ensity and hence the maximum temperature induced by the FCC
unches (see Fig. 2 and the annotations in Fig. 3a). This low-density
egment is assumed to be complemented by higher-density graphite
locks (1.8 g/cm3) at both the up- and downstream ends in order to
nhance the absorbing capabilities of the dump and therefore reduce
he overall dump length. Here we assume that the upstream higher-
ensity segment is 1.5 m long, followed by a 4.5 m long lower density
egment. The total dump length needs to be of the order of 10 m. Fig. 3a
hows the maximum energy deposition density due to a single bunch
s a function of penetration depth into the dump target, as obtained by
FLUKA [8,9] simulation. Fig. 3b shows the radial energy deposition

ensity profile of a single bunch impinging at the origin, at a depth of
75 cm, where the maximum energy deposition density was found to
e the highest for the typical sweep patterns.

Fig. 3c shows the 2D transverse energy deposition density map for
single bunch impinging at the origin, on a 1 × 1 mm grid. This was

btained by integrating the fitted radial function (shown in Fig. 3b)
ithin each bin. The energy density map of a complete sweep pattern
ust then be calculated by the superposition of such maps, shifted

y the impact positions (measured in integer number of bins) of the
unches. This method is, however, insensitive to the relative position
f a bunch impact within a bin. In order to refine the sensitivity without
ignificantly increasing the computing time, the following approach
as used. Nine such single-bunch transverse profile histograms were
re-calculated as described before, with the impact position of the
unch being scanned over 3 × 3 positions within the bin, at 𝑥, 𝑦 =
−1∕3, 0, 1∕3) × 𝑏 with respect to the bin centre, where 𝑏 is the binsize.
or each bunch of the beam, its relative impact position within a bin
as determined and then used to choose one of these nine histograms
ith the closest relative impact position. These histograms were shifted
y the appropriate number of bins and superimposed to get the energy
eposition map of the entire beam.

A large pattern requires a large dump target, and powerful (or
umerous) dilution kickers and/or a long tunnel. High maximum en-
rgy deposition density requires more sophisticated target material and
tructure. There is a trade-off between the two goals of having a small
attern and low maximum energy deposition density. This trade-off is
artial, because even a large pattern can have high maximum energy
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𝐸

Fig. 2. Geometry model of the FCC beam dump used in this study.
Fig. 3. (a) Longitudinal profile of the maximum energy deposition density of a single bunch as a function of penetration depth, plotted as energy deposited per unit volume
(J/cm3, black) or unit mass (J/g, blue), evaluated over the transverse plane. The dashed vertical lines indicate the boundaries between three domains of the graphite target with
densities 1.8 g/cm3, 1 g/cm3 and 1.8 g/cm3. (b) Simulated and fitted radial energy deposition density profile of a single bunch at a depth of 375 cm. The fitted function is

= 38.91∕
[

𝑟2 + 0.2988
]

, where 𝐸 is the energy deposition density measured in J∕cm3, and 𝑟 is the radial distance measured from the origin in centimetres. (c) Two-dimensional
energy deposition density map of a single bunch impinging at the origin. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
t
t
i
e
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deposition density if the pattern is not optimized, and has an uneven
energy distribution. In order to take into account both goals, a penalty
function was defined as the weighted sum of the maximum excursion
of the pattern, 𝑆, and the maximum energy deposition density of the
superimposed map, 𝐸max:

𝑃 = 𝑤𝑒
𝐸max
𝐸0

+𝑤𝑠
𝑆
𝑆0

(8)

Here, 𝑤𝑒 and 𝑤𝑠 are the weights associated with the energy- and
size-terms of the penalty function, giving different importances to the
two goals. The purpose of the two scaling factors 𝑆0 and 𝐸0 is to
make the two terms dimensionless, and to bring their values to the
same order of magnitude. 𝑆0 was chosen to be 0.6 m, which is a
typical size of the patterns, determined during the development of
the algorithm empirically. 𝐸0 = 5 kJ/cm3 is an energy scale factor,
defined as the maximum energy density we allow in the target material.
The choice of its value was motivated by previous material robustness
tests with 440 GeV proton beams at CERN’s HiRadMat facility [10,11],
where energy deposition densities of ≈3.4 kJ/g have been achieved in
Graphite and CfC targets (≈1.8 g/cm3). No material failure has been
observed in these irradiation experiments. We assume that a similar
energy deposition per unit mass is also acceptable for the considered
low density segment (1.0 g/cm3) of the FCC dump core. For rare failure
scenarios, like the asynchronous beam dumps, higher energy densities
up to 4–5 kJ/g could be allowed. It cannot be excluded that local
damage occurs inside the dump for such energy densities, but the
dump is expected to remain functional. More irradiation experiments,
material characterization studies and thermo-structural simulations are
needed to better quantify the acceptable load conditions for the FCC
dump. The beam brightness achieved so far in the HiRadMat facility did
not permit to probe the damage limit of Graphite and CfC absorbers. It
is expected that up to 80% higher bunch intensities can be reached in
the HL-LHC era, which will offer the opportunity to test the response
of these materials for peak loads higher than 5 kJ/g. Depending on
the outcome of these future experiments, the allowed energy density
might require an adjustment, but this does not affect the general ideas
presented in this paper.

A simplex minimum-finding algorithm was used to find the mini-
mum of the penalty function as a function of the free parameters 𝐴 , 𝐴 ,
1 2 m

4

𝛥𝑓 and 𝛥𝑡. The optimization was made with different weights, keeping
their sum 𝑤𝑒 +𝑤𝑤 = 1 constant.

The fill pattern of the ring is complex, containing several gaps (due
to the filling scheme, or the abort gaps). Interplay of these gaps with
each other or the binning structure would cause a more unsmooth
behaviour of the penalty function. Therefore during the optimization, a
continuous fill pattern was used, with bunches spaced at every 25 ns for
a length of 326 μs. This choice gives an upper estimate of the maximum
energy deposition density.

3. Results and discussion

Fig. 4 shows the maximum energy density and the maximum ex-
cursion of the optimized dilution pattern, as a function of the ratio of
the two weights. As is visible, when increasing the ratio 𝑤𝑒∕𝑤𝑠, the
algorithm gives more weight to the maximum energy density in the
penalty function and therefore tries to decrease it more aggressively,
at the cost of an increased pattern radius. This approach leaves a
decision possibility for the designers at a later stage, when the concept
is more developed, and more is known about the hardware (material
and equipment price, damage threshold of the target material, etc.).
The exact values of the scaling factors 𝑆0 and 𝐸0 are not relevant, their
change would simply result in the same optimized hardware parameters
at a different value of the otherwise irrelevant ratio 𝑤𝑒∕𝑤𝑠.

Fig. 5 shows the optimized values of the parameters in Eq. (5) as
a function of the weight ratio 𝑤𝑒∕𝑤𝑠. The last three points in Fig. 5b,
and the last point in Fig. 5c seem to break the smooth trend shown by
the remaining points. However, the scattering of these points is small
compared to the value of these parameters. It is due to the reduced sen-
sitivity and the unsmooth behaviour of the penalty function in response
to these parameters. These scattering points have no significance.

As is visible in Fig. 5a, the values of 𝐴1 and 𝐴2 fall close, meaning
hat the number of kickers with similar strengths is balanced between
he two frequency classes. The sum of these amplitudes (dashed line),
.e. the total power of all kicker units, is larger than the maximum
xcursion of the pattern (solid black line, replotted from Fig. 4b). This
s due to the fact that initially, when the inward-running spiral is at its

aximum excursion, the two frequencies are in a partially constructive
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Fig. 4. (a) Maximum energy density, and (b) maximum excursion of the dilution pattern, as a function of the weight of the energy- and size-terms of the penalty function.

Fig. 5. Values of the optimized parameters as the function of the 𝑤𝑒∕𝑤𝑠 weight ratio: (a) amplitudes of the two components with different frequencies, their sum, and the total
excursion of the pattern resulting from the beating of the two frequencies; (b,c) phase offset and frequency difference between the two components acting in the same plane. The
arrows indicate the chosen solution.

Fig. 6. Waveforms of the dilution sweep patterns in the 𝑥 and 𝑦 planes, and total excursion of the pattern from the origin for the weight ratio 𝑤𝑒∕𝑤𝑠 = 0.125: (a) during the
first 25 μs, (b) during the full length of the beam. Solid green and dashed black lines: waveforms of the two frequency components of the optimized scheme in the 𝑥 plane (both
plots). Solid thick blue line: sum of the two frequency components (complete waveform) of the optimized scheme in the 𝑥 plane (both plots). Solid thin blue line: the delayed,
complete waveform of the optimized scheme in the 𝑦 plane [plot (a) only]. Dashed red line: radial excursion of the optimized dilution pattern (both plots). Solid magenta line:
radial excursion of the unoptimized, exponential dilution pattern with the same maximum energy deposition density [plot (b) only]. The arrows marked by ‘‘A’’ and ‘‘B’’ indicate
the trigger of the second frequency component in the 𝑥 plane, and the trigger of the first frequency component in the 𝑦 plane. The same marks are also shown in Fig. 8. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Energy density map of three patterns in case of a synchronous dump: (a) the optimized pattern using beating frequencies, (b) a simple, exponentially damping spiral with
the same maximum excursion as for the optimized pattern, and (c) an exponentially damping spiral with the same maximum energy density as for the optimized pattern. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Dilution patterns in case of an asynchronous dump: (a) optimized pattern, (b)
exponentially damped pattern (same parameters as in Fig. 7c). The arrows marked by
‘‘A’’ and ‘‘B’’ indicate the trigger of the second frequency component in the 𝑥 plane,
and the trigger of the first frequency component in the 𝑦 plane. The same marks are
also shown in Fig. 6. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Table 2
Values of the optimized parameters at the chosen weight ratio of
𝑤𝑒∕𝑤𝑤=0.125.

Parameter Value Unit

𝐸max 2.289 kJ/cm3

𝑆 0.414 m
𝐴1 0.209 m
𝐴2 0.228 m
𝛥𝜙 40.66 degree
𝛥𝑓 0.97 kHz

interference only, their phase difference being around 40.5◦ (Fig. 5b).
Since 𝛥𝜙 and 𝛥𝑓 are positive, the higher-frequency component is trig-
gered later, and will ‘‘catch up’’ with the other component with time,
getting into a fully constructive interference condition, as illustrated in
Fig. 6. After this the two frequencies will start to run out of phase again,
and lose fully constructive interference. This results in the concave
envelope of the superposition of the two components, shown by the
red line in Fig. 6, even though their individual envelopes are convex
(exponential).

For Fig. 6 and in the following illustrations the optimized solution
at 𝑤𝑒∕𝑤𝑠 = 0.125 was chosen, which gives a good and realistic com-
promise between maximum energy density and dump target size. The
values of the resulting parameters are shown in Table 2. Fig. 7a shows
the energy deposition density map of the optimized pattern, in case of
a synchronous dump. Fig. 7b shows the same map for an exponentially
damped spiral pattern with the same size, which has a 40% higher
maximum energy deposition density. Fig. 7c shows an exponentially
damped spiral pattern with the same maximum energy as that of the
optimal pattern. With respect to this pattern, the optimized pattern has
18% less maximum excursion, and 13% less total kicker power.
 b

6

A further benefit of the proposed method is the reduction of the high
energy density at the hot spot for an asynchronous dump, which comes
as a bonus. The first trigger of the kickers in the 𝑦 plane (marked with
‘‘B’’ in Figs. 6 and 8a) is at an approximately 90◦ phase delay with
respect to the first component of the waveform in the 𝑥 plane. Since
now the waveforms are not purely harmonic but have two components
with a certain delay, the maximum of the kicker waveform in the 𝑥
plane is not in coincidence with the first trigger in the 𝑦 plane, but
at a later time. That is, the progression of the pattern does not come
to a full stop at any time. Fig. 8 shows the energy deposition density
maps for the optimized and exponentially damped patterns, in case of
an asynchronous dump. The optimized pattern has a hot-spot energy
density reduction of about 8%.

The dilution pattern is created by the interplay between two sim-
ple oscillatory components with fine-tuned frequency differences, and
relative delays (the latter being between the two different frequency-
components acting in the same plane, as well as between the waveforms
of the two planes). In practice, each of the two frequency components
of the beating waveform of one plane is realized as several individual
magnet modules. Uncertainties of the parameters of these magnet
modules can destroy the fine-tuned interference, and finally lead to the
distortion of the ideal pattern. In order to study this effect, each of the
two frequency components of a waveform, acting in any of the two
transverse planes, was decomposed into multiple parts:

𝑥(𝑡) =
𝑁1
∑

𝑖=1
𝐴(𝑖)
1 exp

(

− 𝑡 + 𝛿𝑡(𝑖)

𝜏(𝑖)

)

sin
(

2𝜋[𝑓 (𝑖) − 𝛥𝑓 ][𝑡 + 𝛿𝑡(𝑖)]
)

𝐻(𝑡 + 𝛿𝑡(𝑖))

+
𝑁2
∑

𝑗=1
𝐴(𝑗)
2 exp

(

− 𝑡 + 𝛿𝑡(𝑗) − 𝛥𝑡
𝜏(𝑗)

)

sin
(

2𝜋𝑓 (𝑗)[𝑡 + 𝛿𝑡(𝑗) − 𝛥𝑡]
)

× 𝐻(𝑡 + 𝛿𝑡(𝑗) − 𝛥𝑡) (9)

nd similarly for the waveform in the 𝑦 plane. 𝑁1 and 𝑁2 is the assumed
umber of modules of the two frequency components. The parameters
earing the upper indices in parentheses, 𝐴(𝑖)

1 , 𝐴(𝑗)
2 , 𝜏(𝑖,𝑗), 𝑓 (𝑖,𝑗), and the

ime jitter 𝛿𝑡(𝑖,𝑗) were randomly generated around their respective ideal
alues 𝐴1∕𝑁1, 𝐴2∕𝑁2, 𝜏, 𝑓 and 0, according to a normal distribution
ith standard deviations given in Table 3. These values were deter-
ined based on past experience with the given type of hardware. The
umber of units was chosen to be 𝑁1 = 19, 𝑁2 = 21, since these values
eem to be realistic based on a general beamline optimization study
unning in parallel to the current work, taking into account realistic
ardware parameters (magnetic field, magnetic length, aperture, tunnel
ength, etc.). The ratio of the two integer numbers 𝑁1∕𝑁2 is chosen
o be close to the ratio of the amplitudes 𝐴1∕𝐴2, ensuring that the
agnetic field of the individual magnets are roughly equal.

A set of 10 000 patterns was generated with randomly chosen
ardware parameters. Fig. 9a shows the distributions of the maximum
nergy densities for a synchronous and asynchronous dump. Since
he parameters were optimized for a synchronous dump, all pertur-
ations result in a worse scenario in this case, i.e. higher maximum
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Fig. 9. Distribution of (a) the maximum energy densities for a synchronous and asynchronous dump, and (b) the maximum excursion of the patterns due to the uncertainty of the
hardware parameters. The dashed lines show the case when 10% of the kickers fails. The arrows indicate the corresponding values for the ideal, unperturbed case. (c) A particular
pattern with perturbed parameters. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Table 3
Assumed uncertainties of the hardware parameters.

Parameter standard deviation

Frequency (𝑓 ) ±0.2%
Amplitude (𝐴) ±2%
Time constant (𝜏) ±1%
Time jitter (𝛿𝑡) ± 250 ns

energy density. The same statement does not hold for the case of the
asynchronous dump. For each of the parameter sets, the maximum
energy density stays below the maximum allowed energy density in
the target material (5 kJ/cm3), although for the worst error case, an
synchronous dump with 10% of the kickers (randomly chosen from
he two frequency classes) failing, the distribution extends significantly
etween 4–5 kJ/cm3. A more reliable value of the maximum allowed
nergy will later be estimated based on dedicated experiments. The
tudy must then be repeated, possibly choosing a different 𝑤𝑒∕𝑤𝑠 ratio
n Fig. 5 if needed. Fig. 9b shows the distribution of the maximum
xcursion of the patterns, for all kickers on, or 10% of the kickers
ailing. The distributions extend over a range of few centimetres only,
nd therefore no extra physical margin is required for the dump target
ue to the parameter uncertainties beyond what would be determined
or the unperturbed pattern. Fig. 9c shows a particular pattern with a
elatively high maximum energy density chosen from the simulated set.

. Summary

Handling and safely disposing the extremely large energy stored in
he circulating beams of the planned Future Circular Collider poses a
ajor challenge for the design of both the extraction system and the
ump target. There exists no material today, which could survive the
mpact of the beam into a single spot. Therefore a set of magnets called
‘dilution kickers’’ with oscillating fields in the two transverse planes
s foreseen to distribute the beam over an extended target. With an
mplitude decreasing with time, and a 90◦ phase difference between
hem, the resulting pattern is an inward-running spiral. However, the
xponential attenuation of the amplitude of the trivial hardware choice,
lossy RLC magnetic circuit, leads to an increasing energy deposition

ensity towards small radii. As a consequence, the pattern (and thereby
oth the target size, and the kickers’ strength) needs to be larger
han for a spiral with a flat energy deposition density. This work has
resented a new concept of using several magnet modules grouped
nto two different frequency classes, so that the interference of their
ffect on the beam produces an optimized pattern with a flat energy
eposition density. An attractive feature of this concept is that it can
e realized with the very same simple hardware as that used in the
aseline design, namely a set of independent RLC circuits in which the
nductive component is the magnet itself. Application of this concept

ould decrease the dump target size by 18%, and the total strength

7

of the kicker magnets by 13%. A bonus feature of this concept is the
8% reduction of the high energy deposition density at the ‘‘hot spot’’
associated with asynchronous dumps, due to the absence of coincidence
of the trigger in the 𝑦 plane with the maximum of the waveform in the
𝑥 plane. Scattered values of the hardware parameters can destroy the
fine-tuned interference between the individual modules. This effect was
estimated and shown to stay within acceptable limits.
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