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Through the creatures Thou hast made

Show the brightness of Thy glory,

Be eternal Truth displayed

In their substance transitory,

Till green Earth and Ocean hoary,

Massy rock and tender blade

Tell the same unending story —

“We are Truth in Form arrayed.”

Teach me so Thy works to read

That my faith, — new strength accruing, —

May from world to world proceed,

Wisdom’s fruitful search pursuing;

Till, thy truth my mind imbuing,

I proclaim the Eternal Creed,

Oft the glorious theme renewing

God our Lord is God indeed.

Give me love aright to trace

Thine to everything created,

Preaching to a ransomed race

By Thy mercy renovated,

Till with all thy fulness sated

I behold thee face to face

And with Ardour unabated

Sing the glories of thy grace

James Clerk Maxwell,

A Student’s Evening Hymn, 1853
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Abstract

Charge, Parity and Time (CPT) symmetry is known to be one of the most fundamental symmetries

of the Standard Model of particle physics. As a consequence of CPT symmetry, it is predicted that

fundamental properties of matter-antimatter conjugates are identical, apart from signs. Although no

CPT violation has ever been observed, the unsolved mystery of matter-antimatter asymmetry in the

universe has inspired experimental CPT tests in a variety of fields which compare these properties

with high precision. As a part of such physics programs, the BASE collaboration has performed

stringent CPT tests in the proton-antiproton system by Penning trap measurements, comparing as

their charge-to-mass ratios and the magnetic moments.

This thesis discusses the high-precision proton-to-antiproton comparison of the charge-to-mass

ratios conducted by BASE. No CPT violation was observed at a relative precision of 6.9× 10−11

in a measurement carried out in 2014. Additional developmental works described in this thesis were

performed since then to further improve the precision of the comparison.

The principle of charge-to-mass ratio comparison is based on cyclotron frequency measurements

of charged particles with a Penning trap. In case of the proton-to-antiproton comparison, cyclotron

frequencies are compared between an antiproton and an H− ion rather than a proton, in order to

avoid a systematic effect induced by polarity inversion of the trap.

For improvement of the precision, a two-fold strategy was conceived. The first was to install a

new image-current detection system in order to eliminate a source of the most dominant systematic

error in the 2014 measurement. The other was to improve the cyclotron frequency stability and

therefore to reduce of the statistical uncertainty. For this purpose, an improved magnetic field shielding

was developed and environment conditions of the apparatus were optimized. These upgrades and

developments have been installed and commissioned in BASE 2017 antiproton run, leading to a

significantly improved measurement condition. Under this condition, an improvement of precision at

least by a factor of 3 over the last measurement is expected.
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1
Introduction

1.1 Background

Precision measurements have played important roles in the advances of modern physics. As repre-

sented by the history of atomic hydrogen spectroscopy in the course of the development of quantum

mechanics, experiments with higher precision [1–4] have often showed a way for the theory to follow

[5–9]. One notable example among them is the measurement of the energy difference between the

2S1/2 and 2P1/2 levels conducted by W. E. Lamb Jr. and R. C. Retherford [4], which discovered a

limitation of the Dirac’s relativistic quantum mechanics accepted at the time, and eventually led to

the development of quantum electrodynamics (QED) [9].

The relevance of such precision studies remains today, which can be seen through the situation

of today’s particle physics. The Standard Model of particle physics [10] has been established over

the last century, which describes the elementary particles as fermions and their interactions with

SU(3)⊗ SU(2)⊗U(1) gauge theory. On one hand, it has achieved significant successes. For example,

the value of fine-structure constant α, which defines the electromagnetic coupling, has been measured

by various experiments, and the measurements agree with the theoretical calculation based on the

Standard Model with relative precisions on a level of 10−10 [11, 12]. The Standard Model has also

correctly predicted masses of the W and the Z bosons, which are the carriers of the weak interaction

[13]. In 2012, the Higgs boson, the last missing piece of the Standard Model, was discovered by

experiments at the Large Hadron Collider (LHC) at CERN [14, 15].

On the other hand, the Standard Model is known to be incomplete. For example, the neutrino

masses, which are necessary to explain recently discovered neutrino oscillations [16], are not included

in the Standard Model. It cannot explain the observed asymmetry between abundance of matter and

antimatter in the universe. Nor the gravitational interaction is included. Because of such insufficien-
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cies, it is commonly believed that the Standard Model is a low-energy limit of a more fundamental

theory. This led various theories beyond the Standard Model (BSM) to be proposed [17–19]. Many

efforts have been made to directly detect new particles or new interactions predicted by the BSM

theories in high energy experiments as represented by experiments at the LHC [20, 21]. However, none

of the experiments have given a proof for the BSM theories to this present day. This is where the

precision studies are highly relevant. Ultra-high precision measurements at low energies can search

for undiscovered deviations from the Standard Model, which could point to new physics [22, 23]. This

complementary approach enables us to indirectly search new particles and/or set limits on coupling

constants in an energy region which are not accessible even by future accelerators.

The subject of this thesis is precision studies of the fundamental properties of the antiproton, the

antiparticle of the proton.

Antimatter has been an intriguing subject of research since the prediction [24] and the discovery

[25] of the positron, the antiparticle of the electron. Currently, an antiparticle has been found for each

quark and lepton [10], and antinucleons and anti-nuclei such as antiprotons [26], antineutrons [27]

and anti-helium nuclei [28] have been produced by accelerators. In 1995, antihydrogen atoms were

synthesized for the first time at CERN’s Low Energy Antiproton Ring (LEAR) [29].

The precision studies of antimatter provide unique tests of fundamental laws of physics, as will be

discussed in more detail in the next section. Today, among other experiments on antimatter, there

are six experimental groups conducting research at CERN’s Antiproton Decelerator (AD) [30], a

unique facility in the world which provides low-energy antiprotons usable for precision tests. These

experiments are named Antihydrogen TRAP (ATRAP), Atomic Spectroscopy and Collisions Using

Slow Antiprotons (ASACUSA), Antihydrogen Laser Physics Apparatus (ALPHA), Antihydrogen

Experiment: Gravity, Interferometry, Spectroscopy (AEgIS), Gravitational Behavior of Antihydrogen

at Rest (GBAR) and Baryon Antibaryon Symmetry Experiment (BASE)1.

1.2 Tests of fundamental physics with antiprotons

In this section, some theoretical aspects of fundamental physics which can be addressed by precision

studies of antimatter are summarized.

1.2.1 CPT symmetry

Discrete symmetries in the Standard Model

A test of CPT symmetry is one of the primary objectives in high-precision comparison of properties

between matter and antimatter. CPT symmetry is defined as a symmetry of the laws of physics

under a combined transformation of Charge conjugation (C), Parity transform (P) and Time reversal
1Listed in the order of the project approvals.
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(T). These discrete operations relate the properties of particles and antiparticles. The fundamental

properties of a particle such as its mass, charge, magnetic moment, and lifetime are CPT conjugates

with that of its antiparticle. Consequently, CPT symmetry predicts these properties to be equal

between the corresponding particle and antiparticle, apart from signs. Therefore, CPT symmetry can

be tested by comparison of those physical properties between matter and antimatter.

Among the AD experiments mentioned in the last section, the purpose of ATRAP, ASACUSA,

ALPHA, and BASE is to test CPT symmetry by comparison of fundamental properties of antiprotons

and protons (ATRAP [31], ASACUSA [32] and BASE [33]) or spectroscopic properties of antihydrogen

and hydrogen (ATRAP [34], ASACUSA [35] and ALPHA[36]).

For a long time, it was believed on the basis of the fundamental equations of classical dynamics

and electromagnetism that the individual C-, P- and T symmetries are conserved in general physical

processes. However, investigations on the weak interaction since the 1950s [37–39] have revealed that

C- and P symmetries are violated in the weak interaction. Later, also the T- and CP symmetries were

found to be violatedin K meson decays [40]. Currently, C- and P- violations have been understood as

the V-A form of the weak interaction [41]. The CP violation has been incorporated in the Standard

Model by the CKM matrix [42, 43] which mixes three generations of quarks. Even so, it is worth to

note that these theoretical treatments are not determined by the fundamental guiding principles, but

chosen among other possibilities to explain experimental observations.

Despite these discoveries of the violations of the other discrete symmetries, CPT symmetry has

stood all the experimental tests so far. A theorem called CPT theorem has been proven, which states

that CPT symmetry holds for any relativistic quantum field theory on the basis of a few fundamental

assumptions: Lorentz invariance, unitarity, locality, and flat space-time [44]. Thus a test of CPT

symmetry examines the very foundations of the Standard Model.

Baryon asymmetry

One mystery which motivates to test CPT symmetry is a so-called baryon asymmetry. It is an

unexplained dominance of matter over antimatter in the baryonic sector observed in the cosmological

scale. The baryon asymmetry η is expressed by

η = NB −NB̄
Nγ

(1.1)

where NB and NB̄ represent the number of baryons and antibaryons, respectively. Nγ represents the

number of photons in the present universe. From the latest observations, the asymmetry is estimated

to be η obs ∼ 6× 10−10 [45].

The Standard Model cannot explain this matter-antimatter imbalance. In 1967, A. D. Sakharov

postulated three conditions to be fulfilled for the baryon asymmetry to occur in the scenario of the

Big Bang theory [46]. They are: (i) non-conservation of baryon number, (ii) violation of C- and CP
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relative uncertainty energy resolution (GeV)
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Figure 1.1: Comparison of selected tests of CPT symmetry. (A) is in a unit of relative uncertainty,
and (B) in a unit of absolute energy resolution at GeV. From the top row: electron/positron magnetic
moment, or g−2, comparison [12, 49], muon/antimuon magnetic moment comparison [50, 51], K0/K0
meson mass comparison [10], proton/antiproton magnetic moment comparison [52, 53] and charge-to-
mass ratio comparison [54], hydrogen/antihydrogen 1S-2S transition frequency comparison [55, 56],
and hyperfine transition frequency comparison [57, 58].

symmetries, and (iii) the interactions occurring out of thermal equilibrium, which are compatible

with the Standard Model. However, an estimate based on Sakharov’s conditions under the currently

known Standard Model CP violations gives only η SM ∼ 10−20 [47], which is 10 orders of magnitudes

too small to explain the observed asymmetry. CPT violation, if ever found, could provide a solution

to this mystery [48].

Experimental CPT tests

As we do not know how CPT violation could occur, CPT symmetry should be tested in all systems

where the tests are possible.

In Fig. 1.1, some of the most precise CPT tests are listed. They are selected from different sectors:

leptons (electron/positron, muon/anti-muon), mesons (K0/K0 mesons), baryons (proton/antiproton)

and atoms (hydrogen/antihydrogen). They are shown in a unit of relative uncertainty in Fig. 1.1 (A),

and in (B), in a unit of absolute energy resolution, which is often used as a measure to compare

sensitivities between different CPT tests. In this perspective, the proton-antiproton comparisons

provide stringent CPT tests in the baryonic sector with high energy resolution.

1.2.2 Antimatter gravity

Another interest antimatter experiments is to study how antimatter behaves in a gravitational field.

This is of special interest in view of the absence of a successful quantum gravity theory.

A specific subject of the investigation is a test of the weak equivalence principle. The weak equiv-

alence principle, also known as the universality of free fall, is one of the foundations of General

Relativity. It states that in a uniform gravitational field, any body experiences the same acceleration.
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This universality has been thoroughly tested for ordinary matter at relative precisions on the order of

10−13 [59], but has not been well tested on antimatter. In fact, even the sign of the interaction has not

been experimentally determined, which has led some to propose theories which suppose antimatter

to repel matter in the gravitational interaction [60–62]. These, so-called anti-gravity theories could

explain some aspects of the above-discussed baryon asymmetry [63].

The difficulty of gravity tests of antimatter is that electrically neutral objects are not readily

available unlike the case of ordinary matter. Some experiments in the AD are currently aiming to

test the weak equivalence principle on the antimatter by measuring the gravitational acceleration of

antihydrogen atoms. In 2013, ALPHA constrained the gravitational acceleration ḡ of antihydrogen

atoms to be [64]

− 65g < ḡ < 110g (95% C.L.) (1.2)

from annihilation signals of antihydrogen atoms trapped by and then released from a magnetic trap.

Although this was the first bound on antihydrogen atoms, it did not constrain the sign of ḡ. Recently,

an extension of the ALPHA experiment named ALPHA-g was proposed to further improve this

measurement by a vertical atom trap [65]. Two other AD experiments, AEgIS [66] and GBAR [67],

also aim to perform direct measurements of the gravitational acceleration of antihydrogen.

Although the antiproton measurements discussed in this thesis are not involved in the direct

gravity test on antimatter, a result of the proton-to-antiproton charge-to-mass ratio comparison

provides an indirect constraint on the possible gravitational anomaly of antimatter by regarding it

as the comparison of gravitational redshift acting on a particle and an antiparticle [54] as will be

discussed in Section 8.1.2.

1.3 BASE collaboration

In the above context of the antiproton experiments, BASE was proposed in 2012 to test CPT sym-

metry by high-precision comparisons of the fundamental property of the proton and the antiproton

[68]. The particular targets are their charge-to-mass ratios and the magnetic moments. To measure

and compare these properties with unprecedented precision, we employ methods of single-particle

spectroscopy by an advanced Penning trap system [69].

BASE is an international collaboration of institutes in Japan and Germany. The collaboration

operates experiments at three locations, the AD at CERN, Mainz University and Hannover University.

The team at CERN is working on measurements of the magnetic moment of the antiproton [52,

70], and the proton-to-antiproton comparison of the charge-to-mass ratios [54]. The main subjects of

the Mainz team are measurements of the proton magnetic moment [53, 71, 72] and development of

a sympathetic cooling method [73] which will be transferred to CERN in a later stage. In Hannover,

works are being made to develop a novel cooling method and to apply quantum-logic spectroscopy

6
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Figure 1.2: Timeline of events described in this thesis. Shown by gray bars are periods when the
experiment was assembled and commissioned for the experiments. Blue bars indicate periods when
important measurements took place, shown with the respective publications where the results were
reported [52, 54, 70].

methods to single protons [74].

1.4 About this thesis

This thesis presents experimental results of the BASE group at CERN to which the author has

contributed. In the timeline of Fig. 1.2, experimental activities of the BASE team at CERN are

shown for a period during which the author has been a part of.

I joined BASE in February 2014 as a master’s student. This was the year when the experiment

first became online and received antiproton beams. In this year, BASE performed a high-precision

comparison of proton-to-antiproton charge-to-mass ratio at a relative uncertainty of 69 p.p.t.2 [54].

Aspects of the commissioning of the trap system and the reservoir methods are summarized in my

master’s thesis [75].

In 2015, I started my Ph.D. course with a focus on an improved comparison of the proton-to-

antiproton charge-to-mass ratio. In 2015 and 2016, the works of the BASE at CERN were dedicated

to the measurement of the magnetic moment of the antiproton. The experiment from October 2015 to

December 2016 was one continuous run, maintained with antiprotons stored in a reservoir trap [33].

This is referred to as 2015/2016 run in this thesis. In this period, BASE achieved two measurements

of the magnetic moment of the antiproton by different methods with respective relative uncertainties

at 0.8 p.p.m. [70] and 1.5 p.p.b. [52]. In addition, storage of antiprotons in the reservoir allowed us

to set an improved lower limit of the directly measured lifetime of the antiproton to be 10.2 a in

68% confidence level (C.L.) [76]. I have contributed to these measurements as a part of the team

which maintained the experiment. In parallel, upgrades for improvement of the charge-to-mass ratio

comparison (Chapters 10 and 11) were developed and used to help these measurements [77].

In 2017, the experiment was commissioned for a purpose to improve the charge-to-mass ratio
2parts per million (p.p.m.) = 10−6, parts per billion (p.p.b.) = 10−9, parts per trillion (p.p.t.) = 10−12
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comparison. The 2017 run was divided into two parts by a reinstallation of the apparatus in Septem-

ber/October. They are referred to as 2017 run-I and run-II throughout this thesis. Over the 2017 run,

I was involved in all aspects of the experimental operation, and continually checked the frequency

stabilities against the conditions of the experiment, which eventually led to a significant improvement

of stability compared to the 2014 measurement. The upgrades (Chapters 9 to 11) for this year’s run

also played important roles. In December 2017, we started data collection of proton-to-antiproton

comparison of charge-to-mass ratio with the improved measurement condition.

This thesis summarizes the experimental results above. It contains

1. experimental results obtained from 2014 to 2016 (Part IV)

2. developmental studies and works for an improved charge-to-mass ratio comparison (Part V)

3. experimental works during 2017 run for an improved charge-to-mass ratio comparison (Part VI).

The first is what I contributed as a part of the team, and have been published in recent BASE

publications [52, 54, 70, 76]. The second and the third are where I played a major role. A part of

their contents has been published as Ref. [78]. However, I note here that the experiment was run by

a collaborative effort, and none of the experimental data presented in the thesis would have existed

without constructive and collaborative works by the entire team. Most of the operation of the 2017

run was shared by James A. Harrington, and aspects of the run which are not described in this

thesis, including final data analysis of the 2017 charge-to-mass ratio comparison, will be discussed in

his Ph.D. thesis [79].

What follows is a more detailed outline of the thesis.

Part II gives a review of experimental principles and methods which are referred to in a later

part of the thesis. In Chapter 2, the principles of a Penning trap and related experimental methods

are discussed. In Chapter 3, experimental methods which allow one to measure physical properties of

interest from frequency measurements by a Penning trap are discussed.

Part III is an overview of the experimental setup. After a brief summary about the AD facility in

Chapter 4, we shall see the apparatus of BASE in Chapter 5. It has been designed before the author

joined BASE, and the purpose of this chapter is to provide a summary of the necessary information

for the discussion in a later part. The system is described for its status in 2017 run-II, therefore some

details differ from a review article published in Ref. [33]. The characterization of the superconducting

magnet in Section 5.1 was made between 2017 run-I and run-II, when we re-energized and shimmed

the magnet.

Part IV summarizes the recent experimental results achieved by the BASE team at CERN, to

which the author has contributed. Among them, the proton-to-antiproton charge-to-mass ratio com-

parison performed in 2014 is reviewed in detail in Chapter 7. Based on this, the strategy conceived

in the 2017 run for the improvement is discussed.

8
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In Part V, upgrades installed in the 2017 run for an improved charge-to-mass ratio comparison

are discussed. The three major upgrades were an axial detection system with a tunable functionality

of the resonance frequency (Chapter 9), an advanced magnetic shielding system (Chapter 10), and a

monitoring system which constantly record conditions of the apparatus (Chapter 11). Among them,

the tunable detection system is founded on work by previous students Hiroki Nagahama [80] and

Toya Tanaka [81]. The scope of this thesis is its characterization after installation in the experiment.

What is described in Chapters 10 and 11: design and commissioning of superconducting magnetic

shielding system and construction of a data monitoring system to record environmental conditions of

the experiment, are primarily the author’s work.

Finally in Part VI, experimental results acquired in the 2017 run are discussed. The three prin-

cipal chapters are Chapters 13, 14 and 16. In Chapter 13 experimental methods to prepare a single

antiproton and a single H− ion needed for the measurement are covered. In Chapter 14, methods

to characterize and optimize the trap used for the measurement are explained and their results are

discussed. Following that, Chapter 16 presents the development of the cyclotron frequency stability

over the course of optimization works performed to the apparatus. In preparation of the discussion

of the achieved cyclotron frequency stability, the principal limit of the cyclotron frequency stability

under the employed method is discussed in Chapter 15.

9
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Principles and methods
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2
Penning trap

The Penning trap is the central tool of our experiment. First introduced by H. G. Dehmelt in the

early 1960s [82, 83], it has proven to be a versatile tool of high-precision measurements of fundamental

properties of charged-particles [69, 84–86]. This chapter reviews the principles of a Penning trap and

related experimental methods.

2.1 Ideal Penning trap

A Penning trap is a three-dimensional confinement of charged particles by a combination of static

magnetic- and electric fields. The principle of the confinement is described in the schematic of Fig. 2.1.

The magnetic field applied along the trap axis z provides an effective radial confinement by contain-

ing the particles to circular orbits by the Lorentz force. The quadrupole electrostatic potential is

superposed to it, which is formed by application of voltages on the trap electrodes, and prevents the

particles from escaping in the axial direction.

2.1.1 Eigenmodes of a charged particle in a Penning trap

In the following, we shall discuss behaviors of a single particle with mass m and electric charge q

confined in an ideal Penning trap, where we neglect trap imperfections such as magnetic field inho-

mogeneity, anharmonicity of the electric potential, and ellipticity or tilts of the trap electrodes. The

trapping field consists of a homogeneous magnetic field B along the z-axis of a cartesian coordinate

system (x, y, z),

B = Bẑ, (2.1)

11
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B

ρ

z

axial position z

on-axis potential V

V 0

GND

GND

Figure 2.1: Principle of particle confinement with a Penning trap. The magnetic field B in z-direction
is applied to provide radial confinement of the particle. The quadrupole electrostatic potential for
axial confinement is applied through the hyperbolic electrodes, whose cross sections are represented
by the hatched domains in the figure. The on-axis electric potential is a harmonic potential as shown
on the right.

and a quadrupole electric potential Φ(x, y, z)

Φ(x, y, z) = V0C2

(
z2 − x2 + y2

2

)
(2.2)

where C2 is a trap specific parameter with 1/
√
|C2| having the dimension of length. Two important

frequencies1 are the cyclotron frequency ωc and the axial frequency ωz defined by

ωc = qB

m
, (2.3)

ωz =
√

2qC2V0

m
. (2.4)

Using these, the Newtonian equation

mẍ = qẋ×B − q∇Φ(x) (2.5)

is expressed as 
ẍ− ωcẏ − ω2

zx/2

ÿ + ωcẋ− ω2
zy/2

z̈ + ω2
zz

 =


0

0

0

 . (2.6)

Looking at Eq. (2.6), it can be seen that the z component is the equation of motion of a harmonic

oscillation at the axial frequency ωz. It can also be seen that the x and y motions are coupled to each
1Throughout this thesis, a frequency ν and the corresponding angular frequency ω = 2πν are both referred to as a

frequency interchangeably.
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other. By defining a complex variable u = x+ iy, they can be expressed in a single equation

ü+ iωcu̇−
ω2
z

2 u = 0. (2.7)

The general solution of Eq. (2.7) is in a form u = e−iωt with ω satisfying

ω2 − ωcω + ω2
z

2 = 0. (2.8)

This equation has two roots:

ω± = ωc

2 ±
√
ω2

c − 2ω2
z

2 . (2.9)

The eigenfrequencies ω+ and ω− are called the modified cyclotron frequency and the magnetron

frequency, respectively. In order that a periodic solution of Eq. (2.8) exists,

ω2
c − 2ω2

z > 0 ⇐⇒ V0 <
qB2

4mC2
(2.10)

is required. This gives a criterion of trap parameters for stable particle storage.

The general solution of Eq. (2.7) is expressed as

u(t) = ρ+e
−i(ω+t+α+) + ρ−e

−i(ω−t+α−) (2.11)

with parameters of real numbers ρ± > 0 and α±. This represents a superposition of two circular

motions with radii ρ+, ρ−, frequencies ω+, ω−, respectively. Thus the motion of the particle can be

decomposed into three eigenmodes with respective eigenfrequencies ωz, ω+ and ω−. An example of

the trajectory of the particle is depicted in Fig. 2.2.

Some useful relations between the eigenfrequencies can be derived from Eq. (2.9):

ω2
z = 2ω+ω− (2.12)

ωc = ω+ + ω− (2.13)

ω2
c = ω2

+ + ω2
z + ω2

−. (2.14)

Eq. (2.14) is of special importance, which relates the three eigenfrequencies and the cyclotron fre-

quency ωc, and remains to hold in the presence of dominant trap imperfections, such as elliptical

distortion of the potential, or misalignment between the magnetic and electrostatic axes of the trap

(Section 2.2). Under usual operating conditions which satisfy Eq. (2.10), a hierarchy between the

eigenfrequencies

ω+ � ωz � ω− (2.15)

exists. For example, typical eigenfrequencies of a single proton/antiproton in a Precision trap (see

13
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B
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magnetron mode
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Figure 2.2: Classical trajectory of a charged particle in a Penning trap. The motion of the particle is a
superposition of three eigenmodes: the axial mode, the modified cyclotron mode, and the magnetron
mode.

Section 5.3) during BASE 2017 run-II, where B ≈ 1.945 T, are

ω+ ≈ 2π × 29.656 MHz, ωz ≈ 2π × 640 kHz, ω− ≈ 2π × 6.9 kHz. (2.16)

2.1.2 Energy contributions of the eigenmodes

To see the energy contribution of each eigenmode to the total energy, we formulate the Hamiltonian

of the system. To introduce the magnetic potential A corresponding to B, we choose the Coulomb

gauge ∇ ·A = 0;

A =


−yB/2

xB/2

0

 . (2.17)

The Hamiltonian of the charged particle in the electric and the magnetic potential is given as [87]

H = 1
2m (p− qA)2 + qΦ(x) (2.18)

with p being the canonical momenta

p = mẋ+ qA. (2.19)
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Eq. (2.18) is expanded as

H = 1
2m

[(
px + qBy

2

)2
+
(
py −

qBx

2

)2
+ p2

z

]
+ qV0C2

(
z2 − x2 + y2

2

)
= 1

2m

[(
px + mωcy

2

)2
+
(
py −

mωcx

2

)2
+ p2

z

]
+ mω2

z

4 (2z2 − x2 − y2)

= 1
2m (p2

x + p2
y + p2

z) + ωc

2 (pxy − pyx) + mω2
z

2 z2 + mω2
1

8 (x2 + y2).

(2.20)

ω1 ≡
√
ω2

c − 2ω2
z is introduced in the last line to simplify the expression. The canonical transformation

(x, y, z, px, py, pz) 7→ (q+, q−, q3, p+, p−, p3) defined below decouples the mixed terms of x and y [88]

q+ = 1√
2

(√
mω1

2 x−
√

2
mω1

py

)
p+ = 1√

2

(√
mω1

2 y +
√

2
mω1

px

)
q− = 1√

2

(√
mω1

2 x+
√

2
mω1

py

)
p− = 1√

2

(
−
√
mω1

2 y +
√

2
mω1

px

)
q3 = √mωzz

p3 = 1
√
mωz

pz

(2.21)

to obtain

H = ω+

2 (q2
+ + p2

+)− ω−
2 (q2

− + p2
−) + ωz

2 (q2
3 + p2

3). (2.22)

Thus the Hamiltonian is expressed by contributions of the three independent harmonic oscillators,

corresponding to the three eigenmodes discussed in the last section. It can be seen here that the

magnetron mode has a negative energy contribution to the total Hamiltonian unlike the other two

modes.

The canonical equations of motions becomeq̇+

ṗ+

 =

 ∂H
∂p+

− ∂H
∂q+

 = ω+

 p+

−q+


q̇−
ṗ−

 =

 ∂H
∂p−

− ∂H
∂q−

 = −ω−

 p−

−q−


q̇3

ṗ3

 =

 ∂H
∂p3

− ∂H
∂q3

 = ωz

 p3

−q3

 .

(2.23)

General solutions of the radial modes can be expressed with real parameters Q+ > 0, Q− > 0, η+, η−
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as q+(t)

p+(t)

 = Q+

sin(ω+t+ η+)

cos(ω+t+ η+)

 ,

q−(t)

p−(t)

 = Q−

cos(ω−t+ η−)

sin(ω−t+ η−)

 . (2.24)

From Eq. (2.21), x and y are expressed as

x = q+ + q−√
mω1

= Q+√
mω1

sin(ω+t+ η+) + Q−√
mω1

cos(ω−t+ η−)

y = p+ − p−√
mω1

= Q+√
mω1

cos(ω+t+ η+)− Q−√
mω1

sin(ω−t+ η−).
(2.25)

With

η+ = α+ + π

2 + 2πN, η− = α− + 2πN (N : integer), (2.26)

we find a correspondence to Eq. (2.11) and hence

Q+ = √mω1ρ+, Q− = √mω1ρ−. (2.27)

Denoting the energy contribution of each eigenmode to the Hamiltonian as H = E+ +E−+Ez, each

of them can be expressed by the amplitude of the eigenmode as

E+ = ω+

2 (q2
+ + p2

+) = 1
2mω1ω+ρ

2
+

= 1
2m(ω+ − ω−)ω+ρ

2
+

= 1
2mω

2
+ρ

2
+ −

1
4mω

2
zρ

2
+,

(2.28)

E− = −ω−2 (q2
− + p2

−) = −1
2mω1ω−ρ

2
−

= −1
2m(ω+ − ω−)ω−ρ2

−

= 1
2mω

2
−ρ

2
− −

1
4mω

2
zρ

2
−.

(2.29)

Ez = ωz
2 (q2

3 + p2
3) = 1

2mω
2
zz

2. (2.30)

Applying the hierarchy of Eq. (2.15),

E+ ≈
1
2mω

2
+ρ

2
+, (2.31)

E− ≈−
1
4mω

2
zρ

2
−. (2.32)

The term − 1
4mωzρ

2
± in Eq. (2.28) or Eq. (2.29) represents a repulsive electric potential, whose contri-

bution makes the magnetron energy negative. When the magnetron mode is discussed in the following

part of this thesis, the absolute energy |E−| = −E− is used for clarification, and the term cooling

refers to a reduction of the radius ρ−.
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Figure 2.3: Energy diagram of a charged particle in a Penning trap. Note the degeneracy of the levels
from the frequency hierarchy ω+ � ωz � ω−. The energy contribution of the magnetron quantum
number n− is negative, opposing to the other modes. See Eq. (2.36) for the values of the energy
differences in our setup.

So far we have discussed in the classical framework. The quantum picture is obtained in a straight-

forward way by the canonical quantization, i.e. to introduce the commutation relations

[q̂j , p̂k] = i~δj,k, [q̂j , q̂k] = [p̂j , p̂k] = 0 (for j, k ∈ {+,−, 3}). (2.33)

By the standard prescription [89], the number operators n̂+, n̂−, n̂z and the eigenstates of the modes

|n+〉 , |n−〉 , |nz〉

n̂+ |n+〉 = n+ |n+〉 , n̂− |n−〉 = n− |n−〉 , n̂z |nz〉 = nz |nz〉 (2.34)

can be defined, with n+, n−, nz being the respective quantum numbers. The Hamiltonian is now

written as

Ĥ = ~ω+

(
n̂+ + 1

2

)
− ~ω−

(
n̂− + 1

2

)
+ ~ωz

(
n̂z + 1

2

)
. (2.35)

The energy diagram is shown in Fig. 2.3. The energy differences between the levels in our typical

eigenfrequencies Eq. (2.16) are

~ω+ ≈ 1.23× 10−7 eV, ~ωz ≈ 2.65× 10−9 eV, ~ω− ≈ 2.85× 10−11 eV. (2.36)

In practice, the quantum numbers n+, n−, nz are on the order of 105 for most of the cases treated in

this thesis , therefore the classical treatment suffices.
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2.2 Invariance theorem

The relations between the eigenfrequencies Eqs. (2.12) and (2.13) do not hold exactly in the presence

of a misalignment of the electrostatic potential in respect of the trap axis, or an asymmetry of

the electric potential, which exist in a realistic trap. To take Eq. (2.12) as an example, with two

misalignment angles θ, φ and a first-order asymmetry parameter ε which modify the magnetic field

and the electric potential as

B = B


cos θ

sin θ cosφ

sin θ cosφ

 , (2.37)

Φ(x, y, z) = V0C2

(
z2 − x2 + y2

2 − εx
2 − y2

2

)
(2.38)

and letting ω+, ωz, ω− be the shifted eigenfrequencies, the error of Eq. (2.12) becomes [90]

ω− −
ω2
z

2ω+
≈ 9

4θ
2 − 1

2ε
2. (2.39)

However, as for Eq. (2.14), it was proven by L. S. Brown and G. Gabrielse [90] to be insensitive to

these trap imperfections, i.e,

ω2
c = ω2

+ + ω2
z + ω2

−. (2.40)

This equation, so-called the invariance theorem, gives a prescription to determine the cyclotron fre-

quency in the presence of the first order imperfections of a trap, and enables high-precision cyclotron

frequency measurements by Penning traps. Eq. (2.39) is useful in approximately determining the

magnetron frequency. With a typical order of the trap misalignment and a usually small potential

asymmetry, the approximation

ω− ≈
ω2
z

2ω+
(2.41)

is valid to a relative precision of ω− on the order of 10−3.

There are other kinds of imperfections which do not cancel by the invariance theorem. They

are e.g. deviations of the electromagnetic field from the homogenous magnetic field and a perfect

quadratic electric potential assumed in the ideal Penning trap. Shifts of the eigenfrequencies caused

by these imperfections need to be taken into account individually. They are discussed in detail in the

following sections.
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2.3 Electric and magnetic imperfections

Although the quadruple electric potential and a homogeneous magnetic field defined by Eqs. (2.1)

and (2.2) are a good approximation of a Penning trap, a real Penning trap deviates from an ideal

Penning trap by having an asymmetry and higher order terms of the electric potential, or inhomo-

geneities of the magnetic field. In this section, the terms which characterize these imperfections of

the field are defined, and their effects on the eigenfrequencies are discussed.

2.3.1 Anharmonicity of the electric potential

Cylindrical Penning trap

For further discussion, a cylindrical Penning trap used by BASE is introduced. We use open-end

cylindrical Penning traps [91] such as shown in the schematic of Fig. 2.4, where a quadrupole elec-

trostatic potential is produced by a set of cylindrical electrodes. This type of trap is suited to our

experiment as it allows access for particle loading, and transport between adjacent traps. Further-

more, cylindrical electrodes have more precise manufacturing tolerances than hyperbolic electrodes,

and possible machining errors can be assessed more simply.

In the following discussion, we shall treat a cylindrical trap with the geometry defined in Fig. 2.4 (A).

The trap consists of five electrodes with respective lengths li. They are categorized to three types:

two endcap electrodes, two correction electrodes, and one ring electrode, having the lengths


l1 = l5 = lec : endcap electrodes

l3 = lr : ring electrode

l2 = l4 = lce : corerction electrodes.

(2.42)

The axial positions of the ends of the electrodes are defined as z0, · · · , z9 in the cylindrical coordinate

system (ρ, z, θ) defined in Fig. 2.4 (A), having the trap center as its origin (ρ, z, θ) = (0, 0, 0). The

distance between the electrodes is d, the total trap length Λ, and the inner radius of the electrodes

a. As shown in Fig. 2.4 (B), voltages V1, · · · , V5 are applied to each electrode to form a step-like

boundary potential

Φ(a, z) =



V1 (z0 ≤ z ≤ z1)

V1 + V2 − V1

z2 − z1
(z − z1) (z1 ≤ z ≤ z2)

V2 (z2 ≤ z ≤ z3)
...

...

V5 (z8 ≤ z ≤ z9).

(2.43)
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on-axis potential!
        Φ(ρ=0,z) 

boundary potential !
        Φ(ρ=a, z)

po
te

nt
ia

l 

axial position z

correction electrode ring electrode
endcap electrode

Figure 2.4: Definition of the parameters of a cylindrical Penning trap used in the text. (A) A cylin-
drical coordinate system (ρ, z) is defined with the trap center as the origin, and the trap axis as the
z axis. Five electrodes are placed, with the respective lengths defined by li (i = 1, · · · , 5) and the
inner radius a. and the gap by d. The axial coordinates of the ends of the electrodes are defined by
zi (i = 0, · · · , 9). (B) Electric potential formed in the cylindrical trap. The voltage applied to each
electrode is defined as Vi (i = 1, · · · , 5), forming the boundary potential at ρ = a shown by the green
line. At the center of the trap, quadrupole potential is produced as shown in the color density plot
in (A). The blue curve represents the harmonic cross sectional potential at z = 0.
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Definition and derivation of the potential anharmonicity terms in a

cylindrical trap

We define the coefficients which parameterize the anharmonicity of the electric potential. The electric

potential in the trap is obtained by solving the Laplace equation ∇2Φ = 0 for a Dirichlet boundary

condition defined by the boundary potential. In a spherical coordinate system (r, θ, φ) originating

from the trap center and taking the direction of the trap axis as the zenith direction, the general

solution of the Laplace equation can be expressed as [87]

Φ(r, θ) =
∞∑
j=0

V3Cjr
jPj(cos θ) (2.44)

under the rotational symmetry around the pole. Here Pj are the Legendre polynomials. We define Cj
to be parameters which characterize the anharmonicity of the potential, each having the dimension

of [L−j ]. In case of the ideal Penning trap discussed in the last section, Cj = 0 for j 6= 2 i.e.,

Φ(r, θ) = V3C2r
2
(

3
2 cos2 θ − 1

)
= V3C2

(
z2 − x2 + y2

2

)
.

(2.45)

In what follows, we derive the form of Cj for a cylindrical trap by comparing Eq. (2.44) with a

solution of the Laplace equation which can be obtained by applying the boundary condition in the

cylindrical coordinates Eq. (2.43).

The Laplace equation in the cylindrical coordinates of Fig. 2.4 reads

1
ρ

∂

∂ρ

(
ρ
∂Φ
∂ρ

)
+ ∂2Φ
∂z2 = 0, (2.46)

under the azimuthal symmetry. The solution is found by a separation-ansatz Φ(ρ, z) = R(ρ)Z(z),

which decouples the Eq. (2.46) into the following two differential equations:

1
ρ

d
dρ

(
ρ

dR(ρ)
dρ − k2R(ρ)

)
= 0 (2.47)

d2Z(z)
dz2 + k2Z(z) = 0 (2.48)

with k a real number constant. The solution of Eq. (2.47) is found in a form R(ρ) ∝ I0(kρ), with I0
being the modified Bessel function of the first kind of order zero. We impose on Eq. (2.48) a boundary

condition Φ(ρ,Λ/2) = Φ(ρ,−Λ/2) = 0, that is to set the voltages on the endcap electrodes to ground.
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Then the solution is restricted to a form

Z(z) ∝ sin
(
knz + nπ

2

) (
with kn ≡

nπ

Λ

)
. (2.49)

The solution of Eq. (2.46) is expressed as

Φ(ρ, z) =
∞∑
n=1

AnI0(knρ) sin
(
knz + nπ

2

)
. (2.50)

By comparing Eqs. (2.44) and (2.50) (for a comprehensive derivation, see Section A.1), the relation

between An and Cj can be found as

Cj =
∞∑
n=1

An
V3

(−kn) j
j! sin

(
n− j

2 π

)
. (2.51)

The explicit forms of An and Cj under the boundary condition Eq. (2.43) of the five-electrode

Penning trap can be derived as (see Section A.2)

An = 2
ΛI0(kna)

[
1
kn

(
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

))
+

4∑
i=1

Vi+1 − Vi
k2
nd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]
.

(2.52)

∴ Φ(ρ, z) =
∞∑
n=1

[
1
kn

(
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

))
+

4∑
i=1

Vi+1 − Vi
k2
nd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]

· 2
Λ
I0(knρ)
I0(kna) sin

(
knz + nπ

2

)
,

(2.53)

Cj =
∞∑
n=1

[
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

)
+

4∑
i=1

Vi+1 − Vi
knd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]

· 2 · (−1) j
j!ΛV3

· k j−1
n

I0(kna) · sin
(
n− j

2 π

)
.

(2.54)

The cylindrical trap is operated by setting the voltages to be


V1 = V5 = 0 : endcap electrodes (grounded)

V3 = VR : ring electrode

V2 = V4 = TR · VR : correction electrodes.

(2.55)
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The voltage VR is called the ring voltage, and the ratio TR the tuning ratio. By choosing an appropriate

TR, the potential can be tuned to harmonic. Substituting Eq. (2.55), Eq. (2.54) is reduced to

Cj =
∞∑
n=1

[
TR · (cos(kn(lec + d))− cos(knlec))

+(TR − 1) ·
(

cos
(
kn

(
Λ
2 −

lr
2 − d

))
− cos

(
kn

(
lr
2 + Λ

2

)))]
· (1 + (−1)n) · 2 · (−1) j

j!ΛV3
· k j−1

n

I0(kna) · sin
(
n− j

2 π

)
.

(2.56)

Thus Cj = 0 for terms of odd j. These terms are suppressed by the symmetry of the cylindrical trap.

However, the Cj with even j are not generally zero. Parameters Dj and Ej associated with the TR

are defined by

Cj = Ej +Dj · TR. (2.57)

It has been shown by G. Gabrielse, L. Haarsma and S. L. Rolston [91] that by appropriately

choosing the lengths lce, lr and the radius a, the trap can be designed to have D2 = 0 (this feature

is called orthogonality) and that C4 = C6 = 0 for a specific TR (so-called compensation). The

compensation of the trap allows suppression of dominant anharmonicity terms, thus realizes a highly

harmonic potential. The orthogonality does not improve the precision of the measurements, but an

advantageous feature for operation of the trap where the axial frequency ωz ∝
√
C2VR stays constant

when the TR needs to be adjusted to optimum. The cylindrical Penning traps in our system employ

this orthogonal and compensated design. Further details of the trap design are described in Georg L.

Schneider’s Master’s thesis [92].

2.3.2 Magnetic imperfections

We shall define the higher order terms of the magnetic field such as Cj for the electric potential

discussed in the last section. To apply a multipole expansion as in Eq. (2.44), we introduce the

magnetic scalar potential Ψ such that

B = −∇Ψ. (2.58)

Since ∇ ·B = 0, Ψ satisfies the Laplace equation ∇2Ψ = 0. We define the principal magnetic field

to be B0ẑ. Ψ which gives this term as the magnetic field of order zero is expressed in the spherical

coordinates as [87]

Ψ(r, θ) = −
∞∑
j=0

Bj
j + 1r

j+1Pj+1(cos θ). (2.59)
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The corresponding magnetic field is

B = −∂Ψ
∂z
ẑ − ∂Ψ

∂ρ
ρ̂

= −
(

cos θ∂Ψ
∂r
− sin θ

r

∂Ψ
∂θ

)
ẑ −

(
sin θ∂Ψ

∂r
+ cos θ

r

∂Ψ
∂θ

)
ρ̂

=
∞∑
j=0

Bjr
j

[
P j(cos θ)ẑ + 1

j + 1Pj
1(cos θ)ρ̂

]
.

(2.60)

Here Pj1 are the associated Legendre polynomials defined by

Pn
m(x) = (−1)m(1− x2)m/2

(
d

dx

)m
Pn(x). (2.61)

Relations between the Legendre polynomials

x2 − 1
n

dPn(x)
dx = xPn(x)− Pn−1(x) (2.62)

(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) (2.63)

are used to obtain the last line of Eq. (2.60). To denote the first few terms explicitly,

B(ρ, z) = B0ẑ +B1

(
zẑ − ρ

2 ρ̂
)

+B2

[(
z2 − ρ2

2

)
ẑ − zρρ̂

]
+ · · · . (2.64)

2.3.3 Frequency shifts by the electromagnetic imperfections

The electromagnetic imperfections Cj and Bj defined in the last sections cause shifts of the eigenfre-

quencies depending on the amplitudes of eigenmotions of the particle. These shifts do not cancel by

the invariance theorem, and need to be accounted for individual imperfection terms. We shall discuss

the effect of each imperfection term in this section. The formulae Eqs. (2.70), (2.76) and (2.80) will

be referred to in the later part of this thesis.

Effects of the electric imperfections

The term C1 results in a constant electric force which shifts the axial equilibrium position of the

particle to z = −C1/(2C2), but does not influence the frequencies of the particle on the first order.

Although Eq. (2.56) requires that the odd terms of Cj vanish from the symmetry of the cylindrical

trap, in reality, different offsets voltages on the electrodes can cause the potential to be asymmetric,

producing a non-zero C1. This can be evaluated by Eq. (2.54).

The higher order terms of the potential results in an anharmonic oscillation of each mode. To take
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the axial mode as an example, the equation of motion from the electric field at ρ = 0 is

z̈ = − q

m

∂

∂z
Φ(ρ, z)

∣∣∣∣
ρ=0

= − q

m

∂

∂z

VR
∑
j≥2

Cjz
j


= −2qC2VR

m

(
z + 3C3

2C2
z2 + 4C4

2C2
z3 + · · ·

)

∴ z̈ + ω2
zz = −ω2

z

∑
j≥3

jCj
2C2

zj−1



(2.65)

In case of C1 6= 0, the expansion should be done around the equilibrium point z = −C1/2C2 instead

of z = 0, leading to the same coefficients in the first order. Eq. (2.65) can be treated in a perturbative

way by incorporating the higher term contributions on the right hand side order by order [93]. For

the perturbation corresponding to the term Cj , we substitute and ansatz z(j) = z0 cos(ω̃t) to obtain:

z̈(j) + ω2
zz

(j) = −ω2
z

jCj
2Cj

(z(j))j−1

(−ω̃2 + ω2
z)z0 cos(ω̃t) = −ω2

z

jCj
2Cj

(z0 cos(ω̃t))j−1.

(2.66)

As the first order perturbation, we only consider the oscillatory term at frequency ω̃ by taking

∫ 2π/ω̃

0
dt cos(ω̃t) [ · · · ] . (2.67)

on both sides of Eq. (2.66). By use of

∫ 2π/ω̃

0
dt cos(ω̃t)n =

∫ 2π/ω̃

0
dt
(
eiω̃t + e−iω̃t

2

)n

=


(2k)!

22k(k!)2
2π
ω̃

(for n = 2k)

0 (for n = 2k + 1),

(2.68)

we obtain

ω̃2

ω2
z

=


1 + jCj

2jC2

j!
((j/2)!)2 z

j−2
0 (for j : even)

0 (for j : odd)
(2.69)

thus it can be found that the odd terms of Cj do not contribute on the first order, and that the even

terms cause frequency shifts which depend on the amplitude of the mode. Comprehensive calculations
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of the frequency shifts can be found in Ref. [94]. The results for C4 and C6 are summarized as below:



∆ω+

ω+

(C4)

∆ωz
ωz

(C4)

∆ω−
ω−

(C4)


=MC4


E+

Ez

|E−|

 ,



∆ω+

ω+

(C6)

∆ωz
ωz

(C6)

∆ω−
ω−

(C6)


=MC6



E2
+

E2
z

|E−|2

E+Ez

E+|E−|

Ez|E−|


(2.70)

MC4 ≡
1
qVR

C4

C2
2



3
4η

4 −3
2η

2 −3η2

−3
2η

2 3
4 −3

−3η2 3 −3


(
with η ≡ ωz

ω+

)

MC6 ≡
1
qVR

C6

C3
2


−15

16η
6 −45

16η
2 −45

4 η
2 45

8 η
4 −45

4 η
4 45

2 η
2

45
16η

4 15
16

45
4 −45

8 η
2 45

2 η
2 −45

4
45
8 η

4 45
8

15
2 −45

2 η
2 45

2 η
2 −45

2


Here the energies of the eigenmodes Eqs. (2.28) and (2.29) are used instead of the amplitudes, as

they are more convenient in application to the experiment.

Effects of the magnetic imperfections

Similarly to C1, the magnetic gradient B1 also causes a shift of the equilibrium position, resulting in

a shift of the cyclotron frequency. Considering the axial equation of motion including B1,

z̈ = −2qC2VR

m
z + q

m

(
ẋ×B1

(
zẑ − ρ

2 ρ̂
))

z

= −ω2
zz −

q

m

B1

2 (ẋy − ẏx)
(
∵ Bx = Bρ

ρ
x, By = Bρ

ρ
y

)
.

(2.71)

Using Eq. (2.11) and u = x+ iy,

ẋy − ẏx = Im(uu̇)

= ω+ρ
2
+ + ω−ρ

2
− + ρ+ρ−(ω+ + ω−) cos((ω+ − ω−)t+ α+ − α−)

≈ L+ + L−
m

(2.72)

with L± = mω±ρ
2
± being the angular momentum of the modified-cyclotron and the magnetron

modes. The oscillatory term in the second line of Eq. (2.72) is averaged to zero when considering the

equilibrium state. Such approximation is called the rotating-wave approximation. By denoting the z
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component of the angular magnetic moment as µl,

µl = q

2m (L+ + L−). (2.73)

Applying Eqs. (2.72) and (2.73) to Eq. (2.71),

z̈ = −ω2
zz −

µlB1

m
, (2.74)

thus the second term on the right hand side represents the force from the corresponding term of the

magnetic potential −µl ·B. The shift of the equilibrium position by B1 is

δz(B1) = −µlB1

mω2
z

(2.75)

A consequent shift of magnetic field experienced by the particle leads to a shift of the cyclotron

frequency
∆ω(B1)

c

ωc
≈ − 1

mω2
z

(
B1

B0

)2
(E+ + |E−|)(

∵ L+ ≈
2E+

ω+
, L− ≈ −

2E−
ω+

)
.

(2.76)

This is effectively a difference of the offset of B0. However, it needs to be accounted when the

cyclotron frequencies of two particles at different energies are compared [52].

To consider the effect of the next term B2, the modified axial equation of motion now reads

Eq. (2.71)

z̈ = −
(
ω2
z + 2B2µl

m

)
z. (2.77)

The shifted axial frequency is

√
ω2
z + 2B2µl

m
= ωz

√
1 + 2B2µl

mω2
z

= ωz

(
1 + B2µl

mω2
z

+ · · ·
)
.

(2.78)

Hence the shift ∆ω(B2) is found to be

∆ω(B2)
z

ωz
≈ 1
mω2

z

B2

B0
(E+ + |E−|). (2.79)
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To list the rest of the contributions of B2 [69],



∆ω+

ω+

(B2)

∆ωz
ωz

(B2)

∆ω−
ω−

(B2)


=MB2


E+

Ez

|E−|

 , MB2 ≡
1

mω2
z

B2

B0


−η2 1 −2

1 0 1

2 −1 2

 . (2.80)

The higher order terms Bj (j ≥ 4) can be treated in the same way as Cj by the perturbation method

[94].

2.3.4 Other trap effects

The frequency shifts from the imperfections of the electromagnetic fields discussed above are the most

relevant trap imperfections in the discussion in this thesis. The other major systematic effects in a

real Penning trap, which are orders of magnitude smaller than the above-discussed effects, are briefly

summarized below.

Relativistic effect

Variation of the relativistic mass of the particle by the velocity of the motion causes shifts of the

eigenfrequencies as [69, 95]



∆ω+

ω+

(r)

∆ωz
ωz

(r)

∆ω−
ω−

(r)


= − 1

mc2


1 1

2 η2

1
2

3
8

η2

4

−η2 −η
2

4
η4

4



E+

Ez

|E−|

 . (2.81)

Image-charge effect

This is a frequency shift induced by the electrical interaction with the particle and the trap electrodes.

The effect can be treated as an interaction between the particle and the image charges induced in

the trap electrode, which results in the following frecency shifts [96]

∆ω(ch)
z = − 1

4πε0
q2

2mρ3
0ωz

(2.82)

∆ω(ch)
± = ∓ 1

4πε0
2q2

mρ3
0ωc

(2.83)
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with ε0 being the permittivity of the free space and ρ0 a parameter depends on the electrode geometry,

which is on the same order as the trap radius.

Image-current shift

For the image-current detection of the particle’s frequencies (discussed in Section 2.4), a resonant

tank circuit is connected to an electrode, which couples the motion of the particle to the detection

circuit via the image-current induced in the trap electrode. This introduces a damping term γρ̇ξ in

the equation of motion of the coupled mode. The imaginary part of the impedance of the detection

system Im(Z), which can be caused by detuning of the resonant frequency of the detection system,

leads to frequency shifts as [97, 98]

∆ωξ
ωξ

(cu)
= − q

m

1
2ωξD2

ξ

Im(Zξ(ωξ)) (for ξ ∈ {+, z}). (2.84)

Here Zξ(ωξ) represents the impedance of the detection system coupled to the corresponding mode,

and Dξ the respective effective electrode distance (see Section 2.4.1), which is on the same order as

the size of the trap.

The effects discussed above are on the order of 10−11 or below in relative shifts of the cyclotron

frequency for an antiproton with our trap parameters [52], each can be corrected with relative uncer-

tainties on the order of 10%. In case of the last charge-to-mass ratio comparison, these shifts influence

the frequency ratio on the order of 10−14 or below [54].
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2.4 Image-current detection

In this section, the principle of frequency measurements of a particle in a Penning trap is discussed.

The method we employ was first demonstrated by D. J. Wineland and H. G. Dehmelt [99], which

non-destructively measures the eigenfrequencies of a particle by detecting image currents induced by

the oscillations. In what follows, the detection principle is discussed for the axial mode, which is the

most relevant in the discussion in this thesis.

2.4.1 Interaction of particles with the detection system

trap
resonator amplifier

output

detection system 

I  : image currentp

Figure 2.5: Basic setup of the image-current detection. One of the trap electrodes is connected to a
detection system which consists of a superconducting resonator and a cryogenic low-noise amplifier.
The trap and the detection system is placed at a cryogenic temperature of liquid helium (≈ 4 K).
The image currents induced by the particle’s oscillation are detected by the detection system. Note
that the DC bias lines which provide the electrostatic potential for trapping are omitted from the
figure (so for all the related figures starting from Fig. 2.6). For actual wiring of the trap electrodes,
see Fig. 5.12.

A basic setup of the image-current detection is shown in Fig. 2.5. A charged particle is trapped

in a Penning trap. One of the trap electrodes is connected to a detection system, which consists of a

superconducting resonator and a low-noise amplifier. Image currents induced by the particle motion

are detected through the interaction of the particle with the circuit. The oscillation frequency of the

particle is measured by analyzing the signal of the detection system.

To discuss the principle of the detection, we shall first see how the image currents induced by

the axial mode of a single particle interact with the rest of the circuit. Consider now a situation as

depicted in Fig. 2.6 (A), where the trap is connected to a circuit through an impedance Z. The amount

of the image current Ip induced by the particle is proportional to its velocity [100]. We introduce a

specific length Dz for which

E(0, 0) · ẑ = U

Dz
, (2.85)

with the left hand side of the equation expressing the z component of the electric field at the center
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ẑ ẑ

Figure 2.6: Equivalent circuits of an oscillating particle. (A) Particle in a Penning trap producing
an image current through its axial motion. (B) Introduction of the effective electrode distance Dz.
The Penning trap electrodes are replaced by an equivalent two-plate capacitor with the electrode
distance Dz. (C) Particle’s axial oscillation replaced by equivalent inductive components introduced
in Eq. (2.90).

of the trap, and U the electric potential applied on the pick-up electrode. The length Dz is called the

effective electrode distance, with which Fig. 2.6 (A) can be considered to be equivalent to (B), where

the trap electrodes are simplified to a parallel-plate capacitor whose distance between the plates Dz.

Dz can be uniquely evaluated for given geometries and configurations of the trap electrodes [101,

102], and Dz = 10.3 mm in case of axial detection with the BASE Precision Trap (see Section 5.3 for

naming of the traps). By this Dz, the image current Ip is expressed as

Ip = qż

Dz
. (2.86)

The axial equation of motion of the particle is expressed as

z̈ + ω2
zz = Fe

m
(2.87)

with Fe being the external force from the circuit, which is expressed as

Fe = qU

Dz
+ Find. (2.88)

Find represents a Coulomb force from the image charge induced in the electrode, which is much smaller

than the other term, hence can be neglected in this discussion. Then Eq. (2.87) can be rewritten by

use of Eq. (2.88) to be

ls
dIp
dt + 1

cs

∫
Ipdt = U (2.89)

with ls, cs defined by

ls ≡
mD2

z

q2 , cs ≡
q2

mω2
zD

2
z

, ∴ ω2
z = 1

lscs
(2.90)

Thus the oscillating particle can be regarded as a reactive component of the circuit. In case a resistive

component of the impedance Z of the detection system is present R = Re(Z) 6= 0, a damping term

31



CHAPTER 2. PENNING TRAP

should be added to each of Eqs. (2.87) and (2.89), leading to the following equations of motion

z̈ + γz ż + ω2
zz = Fe

m
(2.91)

ls
dIp
dt +RIp + 1

cs

∫
Ipdt = U (2.92)

with γz defined by

γz = q2R

mD2
z

. (2.93)

Its inverse τz ≡ 1/γz gives a time constant of the energy dissipation of the particle through Reff . The

above model can be extended to a case ofN particles z1, z2, · · · , zN by considering their center-of-mass

(CM) mode

zcm =
N∑
k=1

zk
N
. (2.94)

The correspondences of Eqs. (2.86), (2.91) and (2.92) are

Ip,N = Nqżcm

Dz
, (2.95)

z̈cm + γz,N żcm + ω2
zzcm = Fe

m
, (2.96)

ls
N

dIp,N
dt +RIp,N + 1

Ncs

∫
Ip,Ndt = U. (2.97)

Therefore, the equivalent LC components ls,N , cs,N and the damping constant γz,N of the CM mode

of N particles are

ls,N = ls
N
, cs,N = Ncs, γz,N = Nγz. (2.98)

2.4.2 Frequency measurement by dip detection

The image current Eq. (2.86) induced by a thermal energy particle is on the order of fA. To provide

sufficient impedance to detect such minuscule currents, a high-quality resonator is used in the detec-

tion system. The resonator is represented as a parallel tank circuit with its inductance and parallel

resistance/capacitance as L,Rp, Cp as in Fig. 2.5. The total impedance Zres is

Zres(ω) =
(

1
Rp

+ i

(
ωCp −

1
ωL

))−1
, (2.99)

whose real component being

Re(Zres(ω)) =

1
Rp

1
R2

p
+
(
ωCp −

1
ωL

)2 . (2.100)
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The resonance frequency ω0,res is

ω0,res = 1√
LCp

. (2.101)

The full-width-half maximum (FWHM) of the resonance in the power spectrum is denoted as ∆ω0,res

which can be found by solving

Re(Zres(ω0,res ±∆ω0,res)) = 1
2 Re(Zres(ω0,res)) (2.102)

to be

∆ω0,res = 1√
CpRp

. (2.103)

Near the resonance, i.e., |ω − ω0,res| � ω, Eq. (2.100) is approximated by

Re(Zres(ω)) ≈ Rp

1 + 4
(
ω − ω0,res

∆ω0,res

)2 . (2.104)

The quality factor Q characterizes the ratio of the energy stored by the oscillation to the energy

loss, and defined by

Qres = ω0,res

∆ω0,res
(2.105)

∴ Qres = ω0,resCpRp = Rp

ω0,resL
. (2.106)

Eq. (2.106) is an important relation which links the resonator-characteristic Rp to a measurable

Q-factor.

In practice, parallel resistances and capacitances of the other components such as the amplifier and

the trap electrodes exist. The circuit including these parasitic components is shown in Fig. 2.7 (A). We

denote the effective parallel resistance/capacitance of the detection system as a whole, as Fig. 2.7 (B),

by Reff , Ceff , and redefine Zeff , ω0,eff ,∆ω0,eff , Qeff by the corresponding replacements in Eqs. (2.99)

to (2.103), (2.105) and (2.106). The detailed circuit analysis of the actual system will be discussed in

Chapter 9.

Now let us discuss a combined system of the detection system and the trapped particle as in

Fig. 2.7 (B). Represented by uth in Fig. 2.7 (B) is the Johnson-Nyquist noise [103, 104] on the resistive

component of the system, whose amplitude given by

u2
th = 4kBT Re(Ztot)fb, (2.107)

with kB being the Boltzmann constant, T the effective temperature of the detection system, Ztot the

impedance of the combined system of the particle and the detection system, and fb the measurement

bandwidth. The effective temperature T is primarily determined by the physical temperature of
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Figure 2.7: (A) Example of the circuit of the system which includes the equivalent inductive compo-
nents of a particle and parasitic capacitances and resistances. uth represents Johnson-Nyquist noise
due to the resistive components. (B) Equivalent circuit of (A) where effective parallel resistance and
capacitance are represented by Ceff , Reff . The coupling κ determines the transmission of the signal
from the system to the output.

the components at ≈ 4.2 K determined by LHe, but can become higher due to electric noise. Axial

detection systems of BASE typically have 5–10 K2.

In the following, we treat a case of ωz ≈ ω0,eff where Re(Zeff) ≈ Reff .

When the particle has a higher axial energy than ≈ kBT , it loses the energy through the dissipation

on Re(Zeff) by the damping constant γz

γz = q2Reff

mD2
z

(2.108)

until it reaches an equilibrium with the thermal voltage source uth, where

〈Ez〉 = 1
2mω

2
z〈z2〉 = kBT. (2.109)

This means of cooling of the motional energies of particles is called resistive cooling.

The state of the system after the thermalization3 is what is represent by Fig. 2.7 (B), where the

particle behaves as the effective ls, cs. Then the total impedance Ztot becomes

Ztot(ω) =

 1

i

(
ωls −

1
ωcs

) + 1
Reff

+ i

(
ωCeff −

1
ωL

)
−1

, (2.110)

2The effective temperature of the detection system is important information, therefore is measured regularly (see
Section 14.1.1) to assure that it does not vary significantly over the time when the measurements are performed.

3 In plasma physics, temperature of a cloud of particles is defined from the energy distribution of the ensemble of
particles. When we discuss the temperature defined for a single particle in this thesis, we always treat a mode of the
particle in equilibrium to a certain thermal bath, therefore we stand on the Ergodic hypothesis and define the respective
temperature by the energy distribution obtained by repetitive measurements of energy of such a mode of the particle.
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Re(Ztot(ω)) = Reff

1 +
(

1
∆ω0,eff

(
ω2 − ω2

0,eff

ω

)
−
(

1
γz

(
ω2 − ω2

z

ω

))−1)2

≈ Reff

1 +
(

2
∆ω0,eff

(ω − ω0,eff)
)2(

1− γz
2(ω − ωz)

· ∆ω0,eff

2(ω − ω0,eff)

)2

= Reff

(
1 +

(
2(ω − ω0)

∆ω0
− γz

2(ω − ωz)

)2
)
.−1

(2.111)

Approximations by |ω − ω0,res| � ω, |ω − ωz| � ω is used in the second last line of Eq. (2.111).

The function Re(Ztot(ω)) has a peak at ω = ω0,eff with a width ∆ω0,eff and a dip at ω = ωz with a

width γz. Near the peak of the resonance of the detection system, i.e. |ω−ω0| � ∆ω0, this is further

simplified to

Re(Ztot(ω)) ≈ Reff

(
1 +

(
γz

2(ω − ωz)

)2
)−1

. (2.112)

The power spectrum Pth(ω) of the dissipation by uth is expressed as

Pth(ω) = G2(κ2u2
th(ω) + e2

n)
Rin

= G2

Rin

(
4κ2kBT Re(Ztot(ω)) + e2

n
)
fb

(2.113)

with G being the gain of the amplifier, e2
n the equivalent input noise at the amplifier input, and the

Rin the input impedance of the measurement device. κ (0 < κ < 1) represents a coupling factor

defining the coupling strength of the resonator signal to the output, as represented in Fig. 2.7. (see

Chapter 9 for details). By sufficient amplification, we can measure the axial frequency by observing

this thermally driven resonance Eq. (2.113).

An example of the Fast Fourier Transform (FFT) spectrum of data of an actual detection system

is shown in Fig. 2.8. The data points in the blue dots are well fitted by the theoretical line shape

based on Eq. (2.111). Thus the axial frequency of the particle is measured by the interaction with the

detection system having a close resonance frequency to the oscillation. Merits of this method are that

it is non-destructive, and that the particle is measured at low energy, reducing the systematic effects

by the trap imperfections discussed earlier. Typical axial amplitudes of a single particle in thermal

equilibrium are on the order of 10 µm.

The width of the dip determined by γz is called a dip-width ∆νz defined as

∆νz ≡
γz
2π = 1

2π
q2Reff

mD2
z

, (2.114)

likewise, the width of the resonance ∆ν0 ≡ ∆ω0,eff/(2π). The signal height at ν = νz ± ∆νz/2 is,
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data
fit

SNR 

3 dB

Figure 2.8: FFT spectrum of an axial detection system. A dip produced by a single antiproton is
observed at the center of the spectrum.

from Eq. (2.111),

Pth(ν = νz ±∆νz/2)
Pth(ν)|max

=
[

1 +
(

2
(
ν0 − νz ±∆νz/2

∆ν0

)
∓ 1
)2
]−1

≈

[
1 +

(
∆νz
∆ν0

− 1
)2
]
.−1 (∵ νz ≈ νz)

(2.115)

When ∆νz � ∆ν0 (or, equivalently γz � ∆ω0), Eq. (2.115) ≈ 1/2, thus the dip-width appears as

the FWHM of the dip as in Fig. 2.8 (the 3 dB width in the log scale of the graph).

The signal-to-noise ratio (SNR) of the dip is determined by the SNR of the resonance of the

detection system. We define it in the the ratio of the voltages, as given by

SNR =

√
u2

th(ω)|ω≈ω0,eff + e2
n

en
=
√

4kBTReffκ2 + e2
n

en

≈
√

4kBTReffκ

en
,

(2.116)

where en represents the equivalent input noise of the amplifier in Fig. 2.7, which defines the baseline

of the resonance in Fig. 2.8. It is practical to discuses the SNR in the decibel scale, which we define

as

SNR [dB] = 20 log10

(√
4kBTReffκ

en

)
= 10 log10

(
4kBTReffκ

2

e2
n

)
. (2.117)
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0.50.5

70.4

Figure 2.9: (A) Signal height of the resonance at ν = νz ±∆νz/2 evaluated from Eq. (2.115), as a
function of ∆νz/∆ν0. (B) Example of spectra for ∆νz/∆ν0 = 0.4, 7.0. The frequencies at ν = νz±∆/2
are indicated by vertical lines. Note that the vertical axis of (B) is in a linear scale, unlike Fig. 2.8.
When the dip-width ∆ν0 is sufficiently small compared to ∆ν0, ∆νz corresponds to the FWHM of
the dip. As ∆νz becomes larger, the signal height at ν = νz ±∆νz/2 scales according to (A). For the
case ∆νz/∆ν0 = 7.0, ∆νz is about twice larger than the FWHM of the dip.

The third expression in Eq. (2.117) is an equivalent definition of the SNR as the ratio of power. In

reality, detuning of the dip frequency or instability of the axial frequency can cause the minimum of

the dip not to reach the baseline of the resonance. If necessary, we distinguish SNR|res and SNR|dip;

SNR|dip ≤ SNR|res.

In case of detection of multiple particles, the discussion above can be directly applied to the CM

mode of the ensemble. Recalling Eq. (2.98), the dip-width of the signal of N particles is

∆νz,N = γz,N
2π = N∆νz. (2.118)

This relation can be used to count the number of trapped particles from a measured dip-width. When

a trap contains many particles; ∆νz & ∆ν0, the dip-width no longer corresponds to the 3 dB width of

the dip. The general scaling of Eq. (2.115), the signal height at ν = νz ±∆νz/2, is shown in Fig. 2.9,

where it can be seen that the “dip-width” in case ∆νz > ∆ν0 is wider than the dip itself. However

even in this case, ∆νz,N , hence the number of the particles N , can be estimated by fitting a spectrum

by the line shape based on Eq. (2.111).

2.4.3 Temperature control by electronic feedback

An important experimental technique associated with the image-current detection is the control of

the particle’s temperature through electric feedback. It was applied to a Penning trap for the first

time by B. D’Urso, B. Odom and G. Gabrielse to cool a trapped electron [105].

To discuss the principle, we consider only the dissipative interaction between the particle and the

detection system. In Fig. 2.10 (A), the detection system is simplified as a resistive component R0. The

uth denotes the Johnson-Nyquist noise on R0, and the temperature T0 expresses the temperature of
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II

R0(T0)

U2

U1

I

R0(T0)

Figure 2.10: Circuit of feedback control of the temperature of the particle. (A) Without feedback.
The detection system is represented by its effective parallel resistive component R0. Temperature T0
represents the temperature of the detection system without feedback, which together with R0, defines
the amplitude of the Johnson-Nyquist noise uth (B) Feedback signal is applied to the ground level
of the trap with a gain GFB. (C) Equivalent circuit of (B) experienced by the particle in the trap.

the system which drives uth. Feedback is applied conceptually as Fig. 2.10 (B). The fluctuating voltage

uth is fed back to the lower ground level of the system with a gain GFB. uG expresses noise added by

application of the feedback. For the particle in the trap, this system is experienced as Fig. 2.10 (C).

The equivalent RFB, TFB, uFB are defined so that the potential induced by the particle damping and

the fluctuating potential across the trap electrodes are the same between Fig. 2.10 (B) and (C), i.e.,

U2 − U1 = IRFB

(U2 − U1)2 −
(
U2 − U1

)2 = u2
FB

(2.119)

with U2, U1 being the potential at the electrodes as indicated in Fig. 2.10 (B). From the property of

thermal noise, we assume uth = uG = uFB = 0. Then Eq. (2.119) becomes

IR0(1−GFB) = IRFB

(1−GFB)2u2
th +G2

FBu
2
G = u2

FB,

(2.120)

∴ RFB = (1−GFB)R0, u2
FB = (1−GFB)2u2

th +G2
FBu

2
G. (2.121)

The effective temperature TFB is defined by

u2
FB = 4kBTFBRFB. (2.122)

Therefore
TFB

T0
=
(

(1−GFB)2 +G2
FB · u2

G

/
u2

th

) R0

RFB

= 1−GFB + G2
FB

1−GFB
· u2

G

/
u2

th .

(2.123)

Eq. (2.123) states that the temperature achieved by feedback cannot be TFB = 0 because of the
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presence of the noise uG. In practical discussion, we can ignore the noise uG. In this case,

TFB

T0
= RFB

R0
= 1−GFB. (2.124)

Experimentally, the gain and the phase of the feedback signal can be set by amplifiers and phase-

shifting components in the feedback circuit (see Section 9.3). We call GFB > 0 in the setting of

Fig. 2.10 negative feedback (equivalent to applying a negative-phase feedback signal on the level of

U2), which cools the detection system and hence the particle. Positive feedback, corresponding to

GFB < 0, can also be applied by an appropriate choice of the phase to heat the particle.

From Eq. (2.106), the effective parallel resistances R0, RFB are proportional to the Q of the

respective resonances of the detection system:

QFB

Q0
= TFB

T0
, (2.125)

which can be used in practice to estimate the temperature of the system. To discuss the features of

the dip signal with the fed-back detection system, we recall Eq. (2.114) to find

∆νz,FB

∆νz,0
= γz,FB

γz,0
= TFB

T0
. (2.126)

2.5 Sideband coupling method

Among the eigenfrequencies of a particle in a Penning trap, the axial frequency ωz can be measured

by the image-current detection discussed in the last section. The two radial eigenfrequencies ω+, ω−

can be measured by coupling the radial mode to the axial mode by an external drive. This so-called

sideband coupling method was first demonstrated by E. A. Cornell et al. [106].

Principle of measurement of the radial eigenfrequencies

We consider an oscillating quadruple electric potential in a form of

Φq(t) = Ezx cos(ωrft+ ϕrf). (2.127)

Here E corresponds to the gradient of the electric field. Experimentally, such potential can be gener-

ated by applying an alternating electric potential on a radially segmented electrode (see Section 5.4.2).

Φq contributes to the Hamiltonian of the system by an interaction term

Hint = qEzx cos(ωrft+ ϕrf). (2.128)
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By the canonical transform Eq. (2.21) (x, y, z, px, py, pz) 7→ (q+, q−, q3, p+, p−, p3), the term zx can

be decomposed to q3(q+ + q−). In the following discussion, it is more convenient to discuss using the

mode amplitudes z, r+, r− with r± defined as

r+ = √mω1q+, r− = √mω1q− (2.129)

with which we rewrite Hint as

Hint = Hint,+ +Hint,− (2.130)

Hint,+ = qEzr+ cos(ωrft+ ϕrf)

Hint,− = qEzr− cos(ωrft+ ϕrf).
(2.131)

Hereafter, we shall treat them individually; first Hint,+ and then Hint,−. We will later see that they

take effects in different cases. The equations of motion under H +Hint,+ can be easily found by the

canonical equations of motion of q+, p+, q3, p3 (Eq. (2.23)) with inclusion of Hint,+. The outcome is


r̈+ + ω2

+r+ = −qE
m
z cos(ωrft+ ϕrf)

z̈ + ω2
zz = −qE

m
r+ cos(ωrft+ ϕrf)

(2.132)

From a general knowledge of a forced oscillator, we expect the solution to take forms of modulation

of the original oscillations at ωz and ω+, hence we bring the ansatzes below:

r+(t) = Re
(
C+(t)
√
mω+

eiω+t

)
, z(t) = Re

(
Cz(t)√
mωz

eiωzt

)
. (2.133)

The complex notation is introduced to facilitate the calculation. C+(t) and Cz(t) are defined as com-

plex functions, having dimensions of actions. We also introduce a complex notation for the oscillatory

term at ωrf :
qE

2
√
m2ωzω+

cos(ωrft+ ϕrf) = Re
(

Ω(z+)
0 eiωrft

)
, (2.134)

with Ω(z+)
0 being a complex number which includes the phase ϕrf as Ω(z+)

0 = |Ω(z+)
0 |eiϕrf . Ω(z+)

0

is defined to have a dimension of a frequency. Assuming that C+ and Cz vary much more slowly

compared to ω+ and ωz, respectively, Eqs. (2.133) and (2.134) rewrite Eq. (2.132) to be

Re
(
iω+Ċ+e

iω+t
)

= −ω+ Re(Ω(z+)
0 eiωrft) · Re(Czeiωzt)

Re
(
iωzĊze

iωzt
)

= −ωz Re(Ω(z+)
0 eiωrft) · Re(C+e

iω+t).

(2.135)

(2.136)
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Next, we multiply e−iω+t to both sides of Eq. (2.135), and eiωzt to Eq. (2.136).

(Eq. (2.135) L.H.S.) · e−iω+t = e−iω+t

2
(
iω+Ċ+e

iω+t − iω+Ċ+e
−iω+t

)
= 1

2
(
iω+Ċ+ − iω+Ċ+e

−2iω+t
)

(2.137)

(Eq. (2.135) R.H.S.) · e−iω+t = (−ω+)e−iω+t

4

(
Ω(z+)

0 eiωrft + Ω(z+)∗
0 e−iωrft

) (
Cze

iωzt + Cze
−iωzt

)
= −ω+Cz

4

(
Ω(z+)

0 ei(ωrf−ω++ωz)t + Ω(z+)∗
0 e−i(ωrf+ω+−ωz)t

+Ω(z+)
0 ei(ωrf−ω+−ωz)t + Ω(z+)∗

0 e−i(ωrf+ω++ωz)t
)
, (2.138)

with Ω(z+)∗
0 expressing the complex conjugate of Ω(z+)

0 . In the same way,

(Eq. (2.136) L.H.S.) · e−iωzt = 1
2
(
iωzĊz − iωzĊze−2iωzt

)
(2.139)

(Eq. (2.136) R.H.S.) · e−iωzt = −ωzC+

4

(
Ω(z+)

0 ei(ωrf+ω+−ωz)t + Ω(z+)∗
0 e−i(ωrf−ω++ωz)t

+Ω(z+)
0 ei(ωrf−ω+−ωz)t + Ω(z+)∗

0 e−i(ωrf+ω++ωz)t
)
. (2.140)

By the rotating wave approximation, we ignore fast oscillatory terms≥ ω+ for Eqs. (2.137) and (2.138),

and ignore ≥ ωz for Eqs. (2.139) and (2.140). The secular terms on the right hand sides remain in

either of the following two cases: (i) ωrf ≈ ω+ − ωz

(ii) ωrf ≈ ω+ + ωz.

(2.141)

Otherwise, the equations of motion reduce to the ones without the interaction Hamiltonian, thus the

two modes do not couple to each other.

By applying the same procedure as Eqs. (2.135) to (2.141) to the interaction under H + Hint,−

whose associated equations of motion being


r̈− + ω2

−r− = qE
m
z cos(ωrft+ ϕrf)

z̈ + ω2
zz = −qE

m
r− cos(ωrft+ ϕrf),

(2.142)

with

r−(t) = Re
(
C−(t)
√
mω−

eiω−t
)
,

qE
2
√
m2ωzω−

cos(ωrft+ ϕrf) = Re
(

Ω(z−)
0 eiωrft

)
. (2.143)
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It is found that the interaction becomes effective only in either of the two cases below:(iii) ωrf ≈ ωz + ω−

(iv) ωrf ≈ ωz − ω−.
(2.144)

Thus the terms Hint,+ and Hint,− become effective separately.

We define the detuning δ(±)
± as

δ
(+)
+ = ωrf − (ω+ + ωz) (for ωrf ≈ ω+ + ωz) (2.145)

δ
(−)
+ = ωrf − (ω+ − ωz) (for ωrf ≈ ω+ − ωz). (2.146)

δ
(+)
− = ωrf − (ωz + ω−) (for ωrf ≈ ωz + ω−) (2.147)

δ
(−)
− = ωrf − (ωz − ω−) (for ωrf ≈ ωz − ω−). (2.148)

In case (i) ωrf ≈ ω+ − ωz, Eqs. (2.135) and (2.136) are simplified to

d
dt

C+

Cz

 = 1
2

 0 iΩ(z+)
0 eiδ

(−)
+ t

iΩ(z+)∗
0 e−iδ

(−)
+ t 0

C+

Cz

 . (2.149)

This is analogous to a two-level system driven by an external field [107]. At δ(−)
+ = 0, the amplitudes

C+ and Cz, having the dimension of actions, are exchanged at the Rabi frequency |Ω(z+)
0 |.

In case δ(−)
+ 6= 0, we expect the solution to be expressed by a frequency ω, differing from ωz by

ε ≡ ω − ωz as C+(t)

Cz(t)

 =

D+e
i(ε+δ(−)

+ )t

Dze
iεt

 . (2.150)

This is by an analogy of the two-level states [108] where the dressed-states can be expressed in a form

eiϕ/2 |1〉 ± e−iϕ/2 |2〉 with e−iϕ/2 being the phase from the external field. (D+, Dz) is the eigenvector

for ε.

Substituting Eq. (2.150) to Eq. (2.149) and applying the rotating wave approximation, we obtain


(ε+ δ

(−)
+ ) ·D+ = Ω(z+)

0
2 Dz

εDz = Ω(z+)∗
0
2 D+

(2.151)
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without a sideband drive with a sideband drive 

Figure 2.11: Application of the sideband coupling method. (A) Axial dip spectrum without appli-
cation of a drive. (B) The spectrum during application of a sideband drive at νrf ≈ ν+ − νz. A
double-dip spectrum is observed, where the dip is splint into two frequency component.

from which we obtain the characteristic equation for ε below:

ε2 + δ
(−)
+ ε− |Ω

(z+)
0 |2

4 = 0

∴ ε = 1
2

(
−δ(−)

+ ±
√

(δ(−)
+ )2 + |Ω(z+)

0 |2
)
.

(2.152)

They represent the frequencies of the new eigenstates in the presence of the drive, between which the

action exchange occurs at a Rabi frequency of
√

(δ(−)
+ )2 + |Ω(z+)

0 |2. In Fig. 2.11, this effect is observed

in spectra obtained in an actual measurement. The spectrum in Fig. 2.11 (A) is a spectrum of a dip

signal at the axial frequency νz without a coupling drive. Fig. 2.11 (B) shows the spectrum while a

sideband coupling drive at νrf ≈ ν+ − νz, is applied. The dip is split into two frequency components,

labeled by “l” and “r” (meaning “left” and “right”), corresponding to two ε of Eq. (2.152). They are

called double-dip. They can be expressed as

νl = νz + εl
2π

νr = νz + εr
2π

(2.153)

with εl ≡ −
δ

(−)
+
2 −

√
(δ(−)

+ )2 + |Ω(z+)
0 |2

2 , εr ≡ −
δ

(−)
+
2 +

√
(δ(−)

+ )2 + |Ω(z+)
0 |2

2

Between νz, ν+νrf , νl, νr, an important relation

ν+ = νrf − νz + νl + νr (2.154)
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is found, which cancels the detuning and allows determination of the modified cyclotron frequency

ν+ from νz, νrf , νl, νr, which can all be obtained through measurements.

The discussion up to here for case (i) ωrf ≈ ω+ − ωz can be applied in the same way to the

other cases listed in Eqs. (2.141) and (2.144). The relation corresponds to Eq. (2.154) in case (iii)

ωrf ≈ ωz + ω− is

ν− = νrf + νz − (νl + νr). (2.155)

For cases (ii) and (iv), a term in a form of
√
δ2−Ω2

0 appears in Eq. (2.152), leading to exponential

growths of the modes involved in the coupling. The behavior strongly depends on the initial phases

of the modes, and equilibrium states as in cases (i, iii) are not observed.

Mode temperatures during the sideband coupling

During an application of a sideband coupling drive, the action exchange between the involved modes

occurs continuously. The temperature can be defined for the mode which is coupled to the axial

mode. This can be more easily discussed in the quantum picture. The action exchange discussed on

Eq. (2.149) corresponds to an exchange of quanta in the quantum picture. In the following, we take

as an example the coupling between the axial- and modified-cyclotron modes by a sideband drive

ωrf = ω+ − ωz.

The possible transitions caused by the drive are either of (n+, nz)→ (n+ +1, nz−1) or (n+, nz)→

(n+ − 1, nz + 1). The matrix elements of these transitions are calculated to be

| 〈n+ + 1, nz − 1| aza†+ |n+, nz〉 |2 = (n+ + 1)nz

| 〈n+ − 1, nz + 1| a†za+ |n+, nz〉 |2 = n+(nz + 1)
(2.156)

Therefore if n+ > nz, (n+, nz) → (n+ − 1, nz + 1) occurs with a higher probability, and (n+, nz) →

(n+ − 1, nz + 1) in case nz < n+. Thus at thermal equilibrium, 〈n+〉 = 〈nz〉. In units of the mode

energies, this corresponds to

〈E+〉
~ω+

= 〈n+〉+ 1
2 = 〈nz〉+ 1

2 = 〈Ez〉
~ωz

∴ 〈E+〉 = ω+

ωz
〈Ez〉 = ω+

ωz
kBTz.

(2.157)

Likewise, a relation

〈E−〉 = ω−
ωz

kBTz (2.158)

is found for the axial-magnetron coupling by ωrf = ωz + ω−. Thus the ratio of the eigenfrequencies

determine the temperature during the coupling. This can be used to cool the radial modes with a

detection system interacting on the axial mode. This technique is referred to as sideband cooling.
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Figure 2.12: Measurement of the classical avoided crossing. The dip frequencies νz, νl, νr are plotted
in (A) and the dip-widths ∆νz,∆νl,∆νr in (B) as functions of the detuning δ/(2π). The theoretical
curves of Eq. (2.153) is shown in (A) with |Ω(z+)

0 | = 2π · 11.2226 Hz. The curves in (B) are drawn
from Eq. (2.165) with |Ω(z+)

0 | = 2π · 11.2226 Hz, νz = 515 188.121 Hz, γz = 2π∆νz = 2π · 1.358 Hz.

Classical Avoided crossing

If the measurement of the double dip is repeated for sideband frequency νrf , the scaling of the double-

dip frequencies νl, νr against the detuning δ according to Eq. (2.153) is observed. This property is

called the classical avoided crossing [106]. The experimentally observed scaling is shown in Fig. 2.12.

In Fig. 2.12 (A), the theoretical scaling of Eq. (2.153) with |Ωz+0 |/(2π) = 11.226 Hz are shown, which

are found to be in good agreement with the measured data points. By looking at Fig. 2.12 (B), we

observe that there is also a scaling according to δ for the dip-widths ∆νl,∆νr of the double-dip. This

reflects the scaling of the damping experienced by theses dressed eigenmodes, which can be explained

as below.

First, we regard the axial mode with the interaction of the detection system as a forced damped

oscillation:

z̈ + γz ż + ω2
zz = f(t). (2.159)

The function f(t) on the right hand side represents an external force which drives the oscillation,

and can be regarded as the force from the Johnson-Nyquist noise of the detection system. Because

γz � ωz, this is a case of the underdamped oscillation, and γz determines the width of the resonance,

which is the dip-width in this case [93]. We seek a characteristic frequency by asserting z = z0e
iω̃t
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with (L.H.S.) = 0, obtaining the result

ω̃ = iγz ±
√

4ω2
z − γ2

z

2 (2.160)

Thus a relation between the characteristic frequency ω̃ and the damping γz is found to be

γz = 2 Im(ω̃). (2.161)

Now let us turn back to the example of coupling between the axial and the modified cyclotron mode.

Inclusion of the damping term γz in the equation of motion of z modifies Eq. (2.149) to

d
dt

C+

Cz

 =

 0 i

2Ω(z+)
0 eiδ

(−)
+ t

i

2
ωz
ω̃z

Ω(z+)∗
0 e−iδ

(−)
+ t −γz2

ωz
ω̃z


C+

Cz

 (2.162)

with ω̃z ≡ ωz − i
γz
2 .

We substitute the ansatz Eq. (2.150) again, but allowing ε to be complex, then obtain

εl = 1
2

−δ + i
γz
2
ωz
ω̃z
−

√
δ2 + (|Ω(z+)

0 |2 + iδγz)
ωz
ω̃z
− γ2

z

4

(
ωz
ω̃z

)2


εr = 1
2

−δ + i
γz
2
ωz
ω̃z

+

√
δ2 + (|Ω(z+)

0 |2 + iδγz)
ωz
ω̃z
− γ2

z

4

(
ωz
ω̃z

)2
 .

(2.163)

The damping of l- and r modes are obtained from above by

γl = 2 Im(εl), γr = 2 Im(εr) (2.164)

In Fig. 2.12, the scaling of measured dip-widths of the double-dip is shown together with γl/(2π) and

γr/(2π) calculated from Eq. (2.165), to find a good agreement. At δ ≈ 0, Eq. (2.165) is simplified to

εl = 1
2

iγz2 ωz
ω̃z
−

√
|Ω(z+)

0 |2 · ωz
ω̃z
− γ2

z

4

(
ωz
ω̃z

)2


≈ 1
2

(
− γ2

z

4ωz
+ i

γz
2 −

√
|Ω(z+)

0 |2
(

1 + i
γz

2ωz

)
− γ2

z

4

(
1− γ2

z

4ω2
z

+ i
γz
ωz

))
(
∵
ωz
ω̃z
≈ 1 + i

γz
2ωz

)
(2.165)

The imaginary part of the term in the square root of Eq. (2.165) is ≈ 0 under |Ω(z+)
0 |, γz � ωz.
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Therefore at δ ≈ 0,

γl ≈ γr ≈
γz
2 , (2.166)

which can also be observed in the scaling of the measured dip-widths in Fig. 2.12 (B).

47



3
Measurement of the physical properties

In the last chapter, we have reviewed the principles and methods of measurement of the cyclotron

frequency by a Penning trap. On this basis, this chapter discusses how the fundamental properties of

interest can be extracted in actual measurements by frequency measurements with a Penning trap.

On the course, some more principles and methods are explained.

In Section 3.1, important statistical measures which are used throughout this thesis are introduced.

Afterward, we shall discuss the principles and methods of the proton-to-antiproton charge-to-mass

comparison and the magnetic moment measurement in Section 3.2 and Section 3.3, respectively.

3.1 Measures of frequency stability and noise char-
acterization

In a later part of this thesis, we will discuss the frequency stability of the system in detail. The

purpose of this section is to introduce the essentials of statistics associated with frequency standards,

and to formalize important measures of frequency stability for the following discussion.

3.1.1 Definition of the frequency fluctuation

We suppose results of a series of frequency measurements {νi} (i = 1, 2, · · · , N), each frequency

measurement averaged over a time τ0, such as seen in Fig. 3.1 (A). The standard deviation of {νi} is

not generally appropriate as a measure of frequency fluctuations, as it is affected by slow drifts which

are present in typical measurements but are not relevant to a short-term stability. Instead, we define
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…

…

1 2 3 … N…i i+1

1 2 3 … M

A

B

… …

Figure 3.1: Example of a series of frequency measurements {νi}. The variables used in the text are
defined in the figure. (A) A series of N frequencies, each sampled in an averaging time τ0. The
fluctuation Ξ is defined by Eq. (3.1) using the differences of the subsequent measurements {δνi}. (B)
The blocks of m (in this example m = 6) measurements are introduced, each defining {yj} by an
average of {νi} (i = m(j − 1) + 1, · · · ,mj + 1).

the fluctuation Ξ of the series by

Ξ =

√√√√ 1
N − 1

N−1∑
i=1

(δνi − δν)2 (3.1)

with {δνi} (i = 1, 2, · · · , N − 1) being the differences of the subsequent measurements and δν their

average:

δνi = νi+1 − νi (i = 1, 2, · · · , N − 1) (3.2)

δν = 1
N − 1

N−1∑
i=1

δνi

= νN − ν1

N − 1 .

(3.3)

The Allan deviation [109] is commonly used for discussion of stabilities of frequency standards.

To define it, we introduce {yj} (j = 1, 2 · · · ,M) in Fig. 3.1 (B). Each yj is obtained by averaging

m = bN/Mc measurements of {νi}, corresponding to the averaging time of τ = mτ0. Here b c is the

floor function. The Allan variance σ2
A(τ) is defined as

σ2
A(τ) = 1

M − 1

M−1∑
j=1

(yj+1 − yj)2. (3.4)
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The Allan deviation σA(τ) is defined by σA(τ) =
√
σ2

A(τ). Here we choose a definition of the Allan

variance which differs by the standard one [110] by a factor of 2. This is in order to match σA(τ0),

the Allan deviation for m = 1 and M = N , to the above defined fluctuation Ξ for a large sample size

N where

N � νN − ν1

ν
=⇒ δν ≈ 0, (3.5)

∴ Ξ ≈ σA(τ0) =

√√√√ 1
N − 1

N−1∑
i=1

(δνi)2. (3.6)

with ν being the average of {νi}. In the following discussions throughout this thesis, the Allan

variance/deviation of a measured quantity (e.g., voltage V ) will be denoted as σ2
A(V, τ) or σA(V, τ),

when necessary.

The defined fluctuation is a relevant measure in discussion of a distribution of frequency ratios

of subsequent measurements. Using the example of Fig. 3.1, we now define σratio to be the standard

deviation of ratios of subsequent measurements:

σ2
ratio = 1

N − 1

N−1∑
i=1

(
νi+1

νi
− r
)2

(3.7)

with r defined by

r = 1
N − 1

N−1∑
i=1

(
νi+1

νi

)
. (3.8)

Since r ≈ 1 for a large sample, Eq. (3.7) becomes

σ2
ratio ≈

1
N − 1

N−1∑
i=1

(δνi)2

νi2

≈ 1
N − 1

N−1∑
i=1

(δνi)2

ν2

(
1− 2ξi

ν
− ξ2

i

ν2

) (3.9)

with ξi defined as

ξi = νi − ν. (3.10)

Since we will treat variations on the order of 10−2 Hz of the particle’s eigenfrequencies ν+, νz, ν− in

the RF range,
2ξi
ν

. O(10−6),

ξ2
i

ν2 . O(10−12).
(3.11)

Therefore

σ2
ratio ≈

1
N − 1

N−1∑
i=1

(δνi)2

ν2 ≈ Ξ2

ν2 (3.12)

Eq. (3.12) relates the absolute cyclotron frequency fluctuation Ξc and the expected distribution of
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the p̄-H− cyclotron frequency ratio in the charge-to-mass ratio comparison.

Details differ from this model in the actual data analysis of the charge-to-mass ratio comparison.

For example, data obtained for the two particles is interpolated to account for a drift between a

measurement of the antiproton and the measurement of the H− ion. However, the principle discussed

here remains valid.

3.1.2 Noise characterization by the Allan variance

The scaling of the Allan variance σ2
A(τ) against the averaging time τ reflects statistical properties of

the noise. Allan variance σ2
A(τ) is related to the power spectrum density (PSD) Sy(f) by [111]

σ2
A(τ) = 4

∫ ∞
0

Sy(f) sin4(πfτ)
(πfτ)2 df. (3.13)

The noise is characterized by its power-law spectral density. Typical noise models used in frequency

metrology are Sy(f) ∼ fα; α = −2,−1, 0,+1,+2, as listed in Table 3.11. Decomposing the PSD into

these components and substituting to Eq. (3.13),

Sy(f) =
2∑

α=−2
hαf

α, (3.14)

∴ σ2
A(τ) = 4

2∑
α=−2

∫ ∞
0

hαf
αSy(f) sin4(πfτ)

(πfτ)2 df

= 4
2∑

α=−2

∫ ∞
0

hα
(πτ)α

sin4(πfτ)
(πfτ)2−α df

= 4
2∑

α=−2

hα
(πτ)α+1

∫ ∞
0

sin4 t

t2−α
dt.

(3.15)

Thus the noise component ∼ fα in the PSD appears in the scaling of the Allan variance ∼ τ−α−1.

The contributions of each noise type to the Allan variance are given in Table 3.1 in explicit forms. The

integral in Eq. (3.15) converges for α = −2,−1, 0. For α = 1, 2, the integral is evaluated by introducing

a cut-off frequency fh, corresponding to the measurement band-width, assuming τfh � 1 [112]. As a

consequence, the results include a fh dependency.

Among the noise types in Table 3.1, the white-noise FM and the random-walk FM are especially

important for our experiment. Hereafter they are simply referred to as the white noise and the random

walk. The white noise is observed in frequency fluctuations such as the ones originated by fluctuations

of the trapping voltage. The random-walk property is observed in some noise caused by environmental

variations.
1PM stands for phase modulation, and FM for frequency modulation
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Table 3.1: Different types of noise and their contributions to the PSD S(f) and the Allan variance
σ2
A(τ). The constant γ in the table is the Euler–Mascheroni constant γ ≈ 0.57721. fh is the band-width

frequency, for which τfh � 1.

Noise model Sy(f) contribution σ2
A(τ) contribution

White noise PM h2 · f2 h2 · 6fh · (2πτ)−2

Flickr noise PM h1 · f1 h1 · (6 ln(2πfhτ) + 6γ − 2 ln 2) · (2πτ)−2

White noise FM h0 · f0 h0 · τ−1

Flickr noise FM h−1 · f−1 h−1 · 4 ln 2 · τ0

Random walk FM h−2 · f−2 h−2 · 4π2/3 · τ

3.1.3 Application to simulated data

In this section, the Allan variance evaluation is applied to data generated by a simulation to show an

example of how the statistical properties of noise are characterized by the Allan variance.

Frequency fluctuations were simulated by a combination of white-noise and random-walk compo-

nents. The evolution of the frequencies is shown in Fig. 3.2 (A). The Allan variances were evaluated

by Eq. (3.4), shown in Fig. 3.2 (B) as a function of the averaging time τ . The solid blue line is a

result of a fit by the theoretical scale of a combination of the white noise and the random walk

σ2
A(τ) = c0 + c−1τ

−1 + c1τ . Each of the white-noise and the random-walk component is plotted

separately by the dashed lines in Fig. 3.2 (B). It can be observed that the Allan variance at short

averaging time τ is dominated by the contribution of ∝ τ−1 term, while the ∝ τ term is dominant at

long τ . As seen in this example, the Allan deviation is a useful tool to study the statistical properties

of noise.
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white noise 
random walk
combined

Figure 3.2: (A) Two datasets produced by simulations. The frequency fluctuations were generated
by a combination of white-noise and random-walk components. (B) The Allan variance evaluated for
the data shown in (A). The solid curve is the fitted curve by the model σ2

A(τ) = c0 + c−1τ
−1 + c1τ .

The green dashed curve indicates a contribution of the white-noise component ∝ 1/τ , and the purple
dashed line the random-walk component ∝ τ .

3.2 Principle of proton-to-antiproton charge-to-mass
ratio comparison

Comparison of charge-to-mass ratios is based on a simple principle of comparison of cyclotron fre-

quencies.

As discussed in Chapter 2, a Penning trap provides a means of high-precision measurement of the

cyclotron frequency of a charged particle in a magnetic field. Suppose we have two kinds of particles

with charge q1, q2 and mass m1,m2. If their cyclotron frequencies are ωc,1, ωc,2 are measured in the

same magnetic field B,
ωc,1
ωc,2

= q1/m1

q2/m2

��B

��B

= q1/m1

q2/m2
,

(3.16)

thus the magnetic field is canceled out, and the ratio of the charge-to-mass ratios is obtained by

the cyclotron frequency ratio. In most cases of actual measurements2 including ours, the cyclotron

frequencies of the two particles are measured at different times, and a variation of the magnetic field
2The exception is the two-ion technique developed by MIT ICR group [113], which simultaneous measured the

cyclotron frequencies of two ions in a Penning trap, and enabled a relative precision of mass comparisons at levels of
10−11 or below. Application of this method to our measurement requires further technical developments and detailed
understanding of systematics arising from interaction of the two particles.
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Figure 3.3: On-axis potential for cyclotron frequency comparison. (Left) Ideal case in the presence
of no trap asymmetries. Inversion of the polarity does not shift the positions of the particles. (Right)
A case where there is a voltage offset ∆V on one of the correction electrodes. The inversion of the
polarity leads to different axial positions between a proton and an antiproton. Due to the magnetic
gradient of the trap B1, This causes a magnetic field difference ∆Bp̄p between the two. If an H− ion is
used instead of a proton, the corresponding magnetic field difference is much smaller ∆Bp̄H− � ∆Bpp̄,
because no polarity inversion is required. The figures are adapted from Ref. [117].

between the measurements is corrected by interpolation [54, 114, 115]. The stability of the magnetic

field experienced by the particles in the time scale of the repetition of the measurements contributes

to the uncertainty of the measurement. This will be discussed in detail when we look at the 2014

proton-to-antiproton charge-to-mass ratio comparison (Chapter 7).

In case of the proton-antiproton comparison, the negatively charged hydrogen ion H− is used as a

proxy for the proton. The reason is to avoid a systematic effect caused by inversion of the polarity of

the trapping potential. This is illustrated in Fig. 3.3. The left figure of Fig. 3.3 describes an ideal case

where there is no offset potential on the electrodes. In such case, inversion of the trapping potential

between a proton and an antiproton does not cause the position of the potential minimum to change.

However, in reality offset potentials exist on the electrodes, and lead to an asymmetric potential as

in the left figure of Fig. 3.3. In this case, the inversion of the polarity causes a large difference of

the axial positions between a proton and an antiproton. Coupled with a magnetic gradient B1 in the

trap, this leads to a difference of the magnetic field experienced by a proton and an antiproton, as

indicated by ∆Bpp̄ in the figure. The use of an H− ion instead of a proton allows us to avoid the

polarity inversion, thereby greatly suppressing the position difference between the two particles, and

hence the magnetic fields experienced.

This idea was originally employed by the TRAP collaboration in the last of a series of its pio-

neering measurements in the 1990s [114], which, together with an improved sampling rate, led to an

improvement of the precision by more than a factor of 10, compared to its previous run where the

proton-antiproton cyclotron frequency ratio was directly measured [116].
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Therefore what we measure is the p̄-H− cyclotron frequency ratio Rp̄H−

Rp̄H− ≡
ωc,p̄

ωc,H−
, (3.17)

which should be converted to ωp̄/ωp by the relation between ωp and ωH− . The mass of the H− ion is

expressed as

mH− = mp + 2me − Eb − Ea, (3.18)

with mp,me, Eb and Ea respectively being the proton mass, the electron mass, the electron binding

energy and the electron affinity energy of the hydrogen atom, all known from previous works with

high precision.

In addition, polarization of the H− ion shifts its cyclotron frequency as discovered by J. K.

Thompson, S. Rainville and D. E. Pritchard [118]. In the rest frame of an H− ion rotating in the

trap, the magnetic field B = Bẑ of the Penning trap is experienced as an effective electric field

Em = ẋ×B (3.19)

which induces an electric dipole moment for a particle with polarizability αpol as

dind = αpolEm. (3.20)

The potential by the interaction of Em and dind is given by

Vd = −1
2αpolE

2
m = −1

2αpolB
2(ẋ2 + ẏ2). (3.21)

This potential contributes to the equations of motion Eq. (2.6) of the polarizable particle as

m


ẍ

ÿ

z̈

+ αpolB
2


ẍ

ÿ

0

 = qẋ×B − q∇Φ(x), (3.22)

leading to a shift of its cyclotron frequency

∆ω(pol)
c

ωc
= −αpolB

2

m
. (3.23)

With this effect taken into account, χpH− , which we defined as the proton-H− cyclotron-frequency

ratio in the same magnetic field, is expressed as

χpH− ≡
ωc,p

ωc,H−
= 1 + 2me

mp
− Eb

mp
− Ea

mp
+
αpol,H−B

2

mp
. (3.24)
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Table 3.2: Contributions and uncertainties of each term of Eq. (3.24) to the cyclotron-frequency ratio
χp̄H− = ωc,p/ωc,H− . The polarization shift is evaluated for B = 1.945 T of 2017 run-II (B = 1.946 T
in the 2014 measurement).

term contribution (10−12) uncertainty (10−12)

1 1 000 000 000 000.0 0
electron-proton mass ratio [119] 2me/mp 1 089 234 043.0 0.1

binding energy [55] −Eb/mp −14 493.0 < 10−3

electron affinity [121] −Ea/mp −803.8 < 10−2

polarization shift [118, 122] αpol,H−B
2/mp 7.7 < 10−6

total χpH− 1 001 089 218 753.9 0.1

Each term of Eq. (3.24) is known with precision at levels of 10−13 or below, as summarized in Table 3.2

with the references. This is sufficient for precision of our measurement at a level of 10−11. The ratio

χpH− is obtained to be

χpH− = 1.001 089 218 753 9(1), (3.25)

which converts the ratio RpH− obtained by the measurement to the ratio of the proton-antiproton

charge-to-mass ratios: ∣∣∣∣ (q/m)p̄
(q/m)p

∣∣∣∣ =
Rp̄H−

χpH−
(3.26)

When CPT symmetry is conserved, Rp̄H− = χpH− . The precision of χpH− is limited by knowledge of

the electron-proton mass ratio. Recently, there was a new measurement of the proton’s atomic mass

[119], which improved the precision by a factor of about 3 than the previous measurement [120]. The

term 2me/mp in Table 3.2 is calculated with this updated proton mass and the electron mass from

CODATA 2014 [11]. At the time of 2014 charge-to-mass ratio comparison [77],

χpH−,2014 = 1.001 089 218 753 6(1). (3.27)

In the publication [54] we quoted a rounded value 1.001 089 218 754(1).
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B

ferromagnetic
ring-electrode

field inhomogeneity

magnetic field lines

Figure 3.4: Magnetic field lines around a ferromagnetic ring electrode obtained by a simulation. The
on-axis magnetic field property is shown on the right. By appropriately selecting the material and
the geometry of the electrode, the trap can be designed to have a desired inhomogeneity B2. Adapted
from Ref. [92].

3.3 Principle of magnetic moment measurement

To measure the magnetic moment of a particle µp, the Larmor frequency ωL

ωL = µpB

~
(3.28)

has to be measured together with the cyclotron frequency. By taking the ratio of the two frequencies,

ωL

ωc
= µpB

~

/
qB

m

= µp
(q~/m) = gp

2

(3.29)

is obtained, where gp is the dimensionless g-factor which expresses the magnetic moment in unit of the

nuclear magnetron µN = e~/(2mp) in case of the proton/antiproton. Therefore the g-factor is obtained

by measuring the Larmor frequency and the cyclotron frequency in the same magnetic field B. Because

the spin precession of a trapped particle is not accompanied by a detectable image current, the Larmor

frequency is extracted from a spin resonance obtained by measuring the transition probability as a

function of an applied excitation frequency. To this end, we employ a method developed for magnetic

moment measurement of the electron/positron [49, 69, 123] which makes use of an inhomogeneous

magnetic field to detect spin transitions of the particle. The principle and the applications of this

method to the proton/antiproton are summarized in the following sections.
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3.3.1 Continuous Stern-Gerlach effect

Let us consider the particle’s motion in a Penning trap with the magnetic potential due to its spin

angular momentum Vs = −µs · B. Specifically, we take the expression of the axial frequency shift

due to the second-order magnetic inhomogeneity B2 Eq. (2.77) which now becomes

z̈ = −
(
ω2
z + 2B2(µl + µs)

m

)
z, (3.30)

leading to rewriting Eq. (2.79) to be

∆ω(B2)
z

ωz
= 1
mω2

z

B2

B0
(E+ + |E−|+B0µs)

= ~ω+

mω2
z

B2

B0

((
n+ + 1

2

)
+ ω−
ω+

(
n− + 1

2

)
+ gp

2 s
)
,

(3.31)

with s = −1/2,+1/2 being the spin quantum number. Therefore, with a sufficiently large B2, a spin

transition can be detected as an axial frequency shift of

∆νz,SF = gp
q~B2

8π2m2νz
. (3.32)

This technique was first introduced by H. G. Dehmelt [123], who named it continuous Stern-Gerlach

effect. The magnetic inhomogeneity term B2 is often referred to as a magnetic bottle in this context.

Because Eq. (3.32) scales as ∝ m−2
p , its application to the proton/antiproton is much more challenging

than to the electron/positron. A Penning trap for the spin-state analysis used in BASE 2015/2016

run had a very large3 magnetic bottle B2 = 2.88× 105 T/m2 to make ∆νz,SF a detectable magnitude

of ∆νz,SF ≈ 172 mHz out of νz ≈ 675 kHz. Such a strong magnetic inhomogeneity in the trap is

realized by utilizing a ferromagnetic material for the ring electrode. In Fig. 3.4, magnetic field lines

produced around a ferromagnetic electrode placed in a homogenous magnetic field are displayed. The

magnitude of B2 can depend on the choice of the material and the geometry of the electrode [69].

As in the case of the cyclotron frequency, the electromagnetic imperfections of the trap discussed in

Section 2.3.3 introduce shifts of the Larmor frequency, depending on the amplitudes of the eigenmodes.

What is especially important are those caused by B2 which are expressed as

∆ω(B2)
L
ωL

= 1
mω2

z

B2

B0

(
−
(
ωz
ω+

)2
E+ + Ez − 2|E−|

)
. (3.33)

3As a reference, the B2 used in the latest electron magnetic moment in Ref. [12] was B2 = 1.5× 103 T/m2 [124].
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3.3.2 Methods of magnetic moment measurement

Prerequisite of the measurement

The key for application of the continuous Stern-Gerlach effect is the axial frequency stability. Obvi-

ously, high intrinsic axial frequency fluctuations mask the axial frequency shifts by spin transitions,

making the detection of the transitions impossible. From Eq. (3.31), frequency shifts induced by sin-

gle quantum transitions of modified-cyclotron and the magneton modes are respectively found to be

61 mHz and 39 µHz, for the 2015/2016 condition. Voltage noise on the order of 100 pV/
√

Hz typi-

cally exists on the trap electrodes and induces these transitions. Assuming these induced transitions

to be electric dipole transitions, the heating rates of these modes scale as ∂n±/∂t ∝ n± [125, 126].

Therefore, it is required that the radii of the modified-cyclotron and magnetron modes are sufficiently

reduced before the measurement.

Statistical spin-flip detection

One way to detect the spin transitions is to compare the axial frequency fluctuations between data

with and without spin-flip RF drives. The frequency fluctuation Ξz(νrf) for a series of axial frequency

measurements with irradiation of an RF drive at νrf ≈ νL before each measurement becomes

Ξz(νrf) =
√

Ξ2
z,back + PSF(νrf)2∆ν2

z,SF, (3.34)

where Ξz,back represents the background axial frequency fluctuation and PSF(νrf) the spin-flip prob-

ability at the drive frequency νrf . The frequency jumps induced by spin transitions increase the

fluctuation. A practical experimental sequence reads as follows:4

1. Measure the axial frequency νz,2k−1.

2. Irradiate an off-resonant drive at νrf,ref < νL.

3. Measure the axial frequency νz,2k.

4. Irradiate a resonant drive at νrf ≈ νL.

The purpose of inserting the off-resonant drive is to measure a reference for the frequency stability

without spin transitions.

The standard deviation of the frequency differences {νz,2k − νz,2k−1} is used to measure Ξz,back,

while that of the differences {νz,2k+1 − νz,2k} is used to measure Ξz(νrf) (see Eqs. (3.1) to (3.3)).

With enough statistics, a statistically significant difference between Ξz(νrf) and Ξz,back can be ob-

tained, from which the spin-flip probability at this excitation frequency PSF(νrf) is determined (see
4This is a simplified procedure to explain the principle of the measurement. For a measurement reported in Ref. [70],

the excitation frequency around the cut of the distribution was scanned extensively. The sequence consisted of 4 axial
frequency measurements each following on/off -resonant drive of νrf . νL and νrf & νL [80].
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Figure 3.5: Results of spin-resonance spectroscopy with a single Penning trap.(A) The unit of the
vertical axis is the cumulative axial frequent fluctuation. Data in the black dots (Ξz) is evaluated from
axial frequency differences with on-resonant Larmor drives between the measurements. The data in
the red dots is from the frequency differences with off-resonant drives between the measurements.
The green curves indicate the uncertainty of Ξz,Ξz,back. After accumulation of enough statistics, a
significant difference between Ξz and Ξz,back of about 60 mHz is observed. From the difference of the
spin-flip probability at the applied drive frequency is obtained by Eq. (3.34). (B) A Larmor resonance
measured by obtained by the statistical spin-flip detection method. For each drive frequency νrf , the
procedure in (A) was repeated to obtain the spin-flip probability as a function of the drive frequency
PSF(νrf). The figure (A) is adapted from Ref. [80], and (B) from Ref. [70].

Fig. 3.5). By repeating the procedure above with different frequencies of νrf , the spin-flip probability

as a function of the excitation frequency is obtained as in Fig. 3.5 (B). The resonance reflects the

Boltzmann distribution of Ez determined by the temperature of the axial detection system, through

the dependance of the Larmor frequency (Eq. (3.33)). The Larmor frequency is determined from the

edge of spin-flip probability distribution which corresponds to νL without the shift due to Ez. The

precision of this method is limited by the line-width caused by the coupling of the strong magnetic

bottle and the Boltzmann distribution of Ez. Typically for the proton/antiproton, the precision of

this method is limited to a level of 10−6 in a fractional precision [127, 128].

Single spin-flip detection and the double-trap technique

If the background axial frequency fluctuation is sufficiently low, individual spin transitions can be

distinguished as discrete frequency jumps as demonstrated in Fig. 3.6. Typically, E+/kB . 50 mK is

required to determine a spin state of a proton/antiproton with fidelity > 90%.

Under such conditions, a novel method called double-trap technique [129] can be applied. The

idea of this method is to use two Penning traps different magnetic field properties; an Analysis Trap

(AT) dedicated to the spin-state analysis, and a Precision Trap (PT) for the cyclotron frequency

measurement and spin-flip trials. The AT should have a strong magnetic bottle, while the magnetic

field in the PT, where the actual spin transition takes place, is kept as homogenous as possible.

60



CHAPTER 3. MEASUREMENT OF THE PHYSICAL PROPERTIES

Figure 3.6: Detection of a spin transition of a single proton in a Penning trap. From the discreet
upward shift of the axial frequency, it can be identified that a transition s = +1/2 → −1/2 has
happened. Adapted from Ref. [33].

As an example, Fig. 3.7 shows an apparatus of the latest proton magnetic moment by the Mainz

group of the BASE collaboration where this method was used. The AT has a strong magnetic bottle

produced by the ferromagnetic ring electrode, while the PT is placed in a homogeneous magnetic

field (Fig. 3.7 (A)). The actual measurement protocol reads as follows (Fig. 3.7 (C)):

1. Prepare low radial energy states of the particle. The magnetron radius is cooled by the sideband

cooling (Section 2.5). The cooling of the modified cyclotron mode is done by resistive cooling

with an image-current detection system at the modified cyclotron frequency (called a cyclotron

detection system) in the PT. The particle is made to interact with the PT cyclotron detection

system, and the energy E+ is subsequently estimated from the axial frequency in the AT,

which reflects E+ through the magnetic bottle B2. A mode energy E+ below the threshold Eth

(typically Eth/kB = 50 mK [53]) for spin-state determination with sufficient fidelity is prepared.

2. Prepare an initial spin state of the particle. This is done by sequence of axial measurements

accompanied by spin-flip drives at the Larmor frequency in the AT. The series is continued

until an axial frequency shift identified to be from the spin transition with enough statistical

significance.

3. Transport the particle to the PT, and irradiate a drive at νrf ≈ νL.

4. Transport the particle to the AT again and examine whether the spin is flipped by the drive in

the PT. The same procedure as step 2 is performed to identify the spin state.

5. Transport the particle to the PT. Measure the cyclotron frequency by the sideband coupling
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method (Section 2.5).

The procedure above is repeated to determine a spin-flip probability at a certain νrf/νc. The cyclotron

frequency νc,i measured at the end of cycle i defines νrf,i+1 so that νrf,i+1/νc,i is constant. By repeating

it for different νrf/νc, a resonance with about 3 orders of magnitude narrower width can be obtained.

The example of such resonance is presented in Fig. 6.6 (c).

The BASE apparatus at CERN is equipped with a multi-Penning trap system which was designed

with an aim to apply such multi-Penning trap technique to the antiproton. See Section 5.3 and Ref. [33]

for details.5

5The 2017 run is dedicated to improvement of the charge-to-mass ratio comparison. Therefore the 2017 setup
explained in Section 5.3 has been revised from the setup for magnetic moment measurement. Particularly, the ferro-
magnetic ring electrode of the AT was replaced by a copper electrode to improve the magnetic field homogeneity.
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Part III

Experimental setup
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4
Antiproton Decelerator

In this part, an overview of the experimental setup is given.

The BASE experiment operates in CERN’s Antiproton Decelerator (AD) [130, 131] facility to-

gether with five other experiments. The AD is a unique facility in the world which supplies low energy

antiprotons for precision studies. It is a part of CERN’s accelerator complex, and receives a beam

of protons from a 26 GeV/c Proton Synchrotron (PS). High energy protons from the PS impinge on

an iridium target to produce antiprotons by a pair production process p + p → p + p + p + p̄. The

produced antiprotons are collected by a magnetic horn, then guided to the 180 m circumference AD

ring.

The layout of the AD is shown in Fig. 4.1. It is a synchrotron equipped with deceleration RF cav-

ities and cooling systems. Six experiments: ATRAP, ASACUSA, ALPHA, AEgIS, GBAR and BASE

receive the decelerated antiproton beams from the AD. The experimental zones of these experiments

are seen inside the facility in Fig. 4.1.

The operation modes of the AD consist of deceleration and cooling. The deceleration is performed

by RF cavities operated in a deceleration phase. Methods of the stochastic cooling [132] and the

electron cooling [133] are used to reduce the transverse beam emittance.

The deceleration is performed in three steps shown in Fig. 4.2. Each step of deceleration is followed

by the cooling process in order to suppress beam divergence caused by the deceleration. At the end

of the deceleration cycle, the antiproton beam is ejected to the experiments at the momentum of

100 MeV/c (5.3 MeV in kinetic energy). The magnetic field of the dipole magnets in the ring is also

changed after each step of deceleration according to the beam momentum. The intrinsic cycle length

of the AD is about 110 s. The interval between subsequent injections varies typically between 112

and 130 s, depending on the super-cycles of the accelerator complex. At the extraction, one bunch

typically contains about 3× 107 antiprotons.

After being decelerated, the antiprotons are ejected from the AD ring, and led to the experimental
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Figure 4.4: Model of the ELENA ring and its components. The ring is found at the center of Fig. 4.1.
Adapted from Ref. [134].

zone of BASE through the transfer line shown in Fig. 4.3. The transfer line consists of standard

beamline components such as dipole/quadrupole magnets, beam monitors for diagnostics, and dipole

magnets called correctors, which deflect the beam in vertical/horizontal direction for fine tuning.

By setting currents of these magnets appropriately, the beam is steered and focused into the BASE

Penning trap system. Together with the beam monitors in the beamline, a cryogenic beam monitor

inside the BASE magnet is used to check the position of the beam. Since 2016, a new deceleration

ring called Extra Low ENergy Antiproton (ELENA) is under commission (Figs. 4.1 and 4.4). The

purpose of this new ring is to decrease the energy of the beam from the AD further down to 100 keV

in kinetic energy. The lower energy of the beam is expected to dramatically improve the efficiency of

antiproton capturing of the most of the experiments in the AD. When it becomes operational in close

future, antiprotons from the AD will be supplied to the experiments via the ELENA ring. In 2017,

ELENA regularly performed test runs using H− ions provided by its ion source. Influence of these

machines to magnetic field fluctuations in the BASE experimental zone is assessed in Section 11.3.1.
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Overview of the BASE apparatus
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Figure 5.1: Cross-sectional view of the BASE apparatus. Adapted from Ref. [92]. Modifications were
made under permission by the author.

This chapter gives an overview of the BASE apparatus. Details of each component will be described

in the following sections. A sketch of the apparatus is shown in Fig. 5.1. The core components are

installed in the superconducting magnet. On the upstream and the downstream sides of the magnet,
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cryostats for liquid nitrogen (LN2) and liquid helium (LHe) are installed. They provide cryogenic

temperatures for the Penning traps and the superconducting electronics. The magnet has its own

refrigerant vessels for LN2 and LHe which are not shown in the figure.

The BASE Penning trap system consisting of multiple Penning traps is placed in a hermetically

sealed cryogenic chamber, called the trap chamber, to provide ultra-high vacuum (UHV) for storage

of antiprotons. A support structure anchors the trap chamber and associated components beneath

the LHe stages of on the bottom of both cryostats and holds the apparatus in an isolation vacuum

in the magnet bore. In the space downstream of the trap chamber, cryogenic electronic components

are placed, which include image-current detection systems for frequency measurements, DC and RF

lines, and cryogenic switches and filters.

When antiprotons are injected to the BASE magnet from the AD, they pass through a degrader

window at the upstream end of the trap chamber. A fraction on the order of 10−4 of the decelerated

antiprotons is captured in the trap by a high voltage pulse. The earlier mentioned beam monitor

is placed upstream of the degrader and used to monitor the position of the beam during the beam

steering.

In the following sections, each component of the system will be described in more detail. The

overview of the apparatus is also found in Ref. [33]. Here, the system of 2017-run II, which is dedicated

for the charge-to-mass ratio comparison is described.

• Section 5.1 summarizes characteristics of the superconducting magnet.

• An overview of the cryogenic assembly is given in Section 5.2. Roles of each component as well

as the cryogenic characteristics are summarized.

• The Penning-trap system is described in Section 5.3.

• Section 5.4 gives a summary of the electronic components associated with the Penning-trap

system. Among them, one crucial aspect needs to be discussed is the stability of the DC voltage

source, which will be treated in Section 5.5.

• Finally, components used to catch the antiproton beams are summarized separately in Sec-

tion 5.6.
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5.1 BASE superconducting magnet

A custom-made superconducting magnet by Oxford Instruments is used to provide a magnetic field

for operation of Penning traps. It consists of the main coil and multiple shim coils to produce a highly

homogeneous magnetic field at the central part of the apparatus.

5.1.1 Energization of the magnet

To energize the magnet, the current of the main coil was increased up to 45.5 A to ramp the magnetic

field to ≈ 1.945 T. A Hall probe1 was placed at the approximate center of the magnet to measure the

field during the ramp. The measured slope of the magnetic field against the applied current is shown

in Fig. 5.2. Afterward, the magnetic field profile along the axis was measured using the Hall probe.

The result is shown in Fig. 5.3. In this section, characterization of the magnet performed before 2017

run-II is summarized.

main coil current 
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Figure 5.2: Charging slope of the magnet. The slope of the fitted line is 42.74 mT/A.

The geometry of the main coil was estimated from the axial magnetic field map. The on-axis

magnetic field of a solenoid coil of a finite length is derived by the Ampère’s law to be

Bz(z) = µ0nI

2

(
z − (zc − l/2)√

(z − (zc − l/2)2) + r2
+ z − (zc + l/2)√

(z − (zc + l/2)2) + r2

)
(5.1)

with µ0, zc, l, r, n and I representing the permeability of vacuum, the position of the center of the

solenoid, the length, the radius, turns per unit length, and the current of the solenoid, respectively.

Fitting of the measured data to this model yielded the results listed in Table 5.1. The curve obtained

by the fit is shown by the green dashed line in Fig. 5.3. The center of the coil is located downstream
1LakeShore HMCT-3160-WN read by LakeShore475 DSP Gaussmeter.
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Figure 5.3: (A) Axial magnetic field distribution measured after the energization of the main coil of
the magnet. The geometrical center of the magnet is defined as the zero of the axial position. The
green dashed curve shows a fit to the model of the on-axis magnetic field distribution of a finite
solenoid. A few vertical lines indicate the geometry of the magnet and the coil; the gray vertical lines
at z = ±478 mm correspond to the upstream- and the downstream end of the magnet bore; the dashed
black line near the center indicate the center of the coil estimated by the fitting zc = −73.6 mm; the
brown dash-dot lines indicate the upstream- and the downstream ends of the main coil estimated by
the fit. (B) Zoomed-in plot of (A) around the homogenous center.

of the geometrical center; according to the fit, zc = −73(1) mm. In Fig. 5.3 (B), the data and the fit

are compared around the homogenous center. The measured magnetic field distribution deviates from

the model, having a weaker magnetic field at the center and a broader homogeneous center than the

model. This implies that though the coil is a solenoid, the windings near the center are more complex

than simple uniform windings for production of a broad homogenous region around the center.

Table 5.1: Geometrical parameters of the main coil of the magnet obtained by the fit to the model of
a finite length solenoid Eq. (5.1).

Fit parameters Results
center zc −73.6(6) mm
length l 616(1) mm
radius r 83(1) mm

turns per unit length n 355 111(120) m−1

5.1.2 Shimming

After the energization, currents of the shim coils were adjusted to produce a homogeneous magnetic

field at the position of the Precision Trap (PT) where the cyclotron frequency measurement takes

place (see Section 5.3 for the names of the traps). Currents of two axial shim coils, respectively for

a gradient of the field and a quadratic field, and two radial shim coils were adjusted sequentially.
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Figure 5.4: Comparison of the on-axis magnetic field distribution before and after the shimming. (A,
B) show the magnetic field B and (C,D) the magnetic field gradient B1 = ∂B/∂z. Plots of (B) and
(D) are zoomed-in plots of (A,C), respectively. The offsets of the magnetic fields subtracted in (A,B)
are 1.9615 T for the data before shimming and 1.945 T for the data after shimming. The difference of
the absolute field came from a decrease of the field between the two measurements preformed with
an interval of 6 days. The homogenous center after the shimming is indicated by the green dashed
line in each plot, and the estimated position of the Precision Trap center in 2017-run II by the gray
solid line.
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Figure 5.5: Setup of magnetic field scans. The cylindrical coordinate (R, z, θ) is defined along the
axis of the magnet. The geometrical center of the magnet is defined to be z = 0. The angular axis
is defined anticlockwise (when seen from the downstream end) with θ = 0◦ as the direction toward
the top of the magnet. The center of bore of the magnet is defined to be R = 0. The NMR probe is
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z-planes. On the upstream side of the magnet, the laser pointer is installed to measure the z position
of the probe. Influence of the LHe dewar placed on the ELENA-side of the magnet was also assessed.
See the text for details.

For each shim coil, the magnetic field distribution was scanned by an NMR probe2 for different

values of the current to obtain the transfer function of the coil, and then the current to be set was

determined. The procedure was iterated for each shim coil. Fig. 5.4 shows the axial field maps before

and after the shimming procedure. The estimated position where the center of the PT was later

installed is indicated in the graph by the gray lines. The mechanical constrains didn’t allow us to

position the trap at the homogeneous center of the magnet. At the position of the PT, the field

gradient was reduced by a factor of > 5 by shimming. The axial gradient from this measurement

B1 = ∂B/∂z ≈ −5 mT/m is consistent with a later measurement by the cyclotron frequency of a

single particle. Modification of geometries of the support structure will realize an even better magnetic

field homogeneity |B1| < 1 mT/m in future.

After the shimming, the radial magnetic field profile around the homogeneous center was charac-

terized by three-dimensional magnetic field scans. The setup of the measurement is shown in Fig. 5.5.

The NMR probe was installed at the end of a rod which is fixed by the rotating flange installed on the

downstream end of the magnet. The cylindrical coordinate (R, z, θ) is defined in the figure. A laser

pointer was installed on the opposite side of the magnet to measure the position of the probe along

the z axis. The same setup but with R = 0 was used to measure the axial map after the shimming

shown earlier in Fig. 5.4.
2Metrolab 1062-R-10M read out by Metrolab PT 2025.
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A few planes along the z axis were chosen and an angular scan θ = 0–360◦ was done on each

plane with a fixed R. The results of the scans for R = 10 mm is shown in Fig. 5.6. For each radial

z plane, a difference from the magnetic field at R = 0 mm i.e. B(R, z, θ) − B(0, z, θ) is plotted. At

z = −95 mm which is about 50 mm downstream of the homogeneous center, the radial gradient of

the field is |∂B/∂R| < 3.8 mT/m. Assuming the upstream/downstream asymmetry to be not large,

the radial gradient at the position of the PT, which is about 50 mm upstream of the homogeneous

center, to be on the same order.

All the magnetic field measurements up to this point were done with a LHe dewar (Wessington

Cryogenics CH-500) placed beside the magnet at the position indicated in Fig. 5.5. The influence of

the dewar to the magnetic field homogeneity was investigated by performing rough scans with and

without the dewar by removing it from the zone between the two measurements. The results are shown

in Fig. 5.7. It can be seen that the direction of the magnetic field has slightly changed between the

two conditions, and the gradient became smaller when the dewar was removed. At z = −15 mm from

the dataset of R = 5 mm, the radial gradient ∂B/∂R is 1.46 mT/m (with the dewar) and 1.23 mT/m

(without the dewar)

From these results, it seems that magnetic materials contained in the dewar influence the field

distribution in the magnet, even though it is about 1 m away from the magnet bore.

Because improvement of a magnetic field gradient on the order of 10−4 T/m is not significant

for the measurement, the dewar was kept placed beside the magnet during actual measurements for

practical reasons. When a more homogenous magnetic field is required in future runs, this effect

should be noted.

5.1.3 Field stability of the magnet

After the energization and the shimming procedures were completed, the magnet was operated in

persistent mode. The stability of the magnet soon after the energization was at (∆B/B)/∆t =

−1× 10−7 /h, it stabilized to |(∆B/B)/∆t| ∼ 1× 10−8 /h after a few days, and reached |(∆B/B)/∆t| <

5× 10−9 /h by the time when the measurement started three months after the energization.

The magnet has no effective shielding against changes of the external magnetic field. The shielding

factor S defined by S = ∆Bext/∆Bin (see Chapter 10 ) was measured to be S ≈ 1. To reduce influences

of the external magnetic field fluctuations, a separate shielding system (Chapter 10) was developed

and installed on the outer surface of the trap chamber.
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Figure 5.6: Results of three-dimensional magnetic field scans at R = 10 mm. B(R, z, θ)−B(0, z, θ) is
plotted for each z and θ. It can be seen that the magnetic field is pointing in the direction of θ ≈ 135◦
as z position goes toward the downstream end from the homogeneous center.

With the LHe dewar Without the LHe dewar 
A

B

C

D

Figure 5.7: Results of three-dimensional scans with and without the LHe dewar. (A, B) Measured
with the LHe dewar next to the magnet. (C, D) Measured without the LHe dewar. (A, C) At
R = 5 mm. (B, D) At R = 10 mm.
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5.2 Cryogenic assembly

US cryostat DS cryostat

LHe reservoir 

77 K stage
heat shield

Magnet bore heat shield (a)
77 K stage braids (f)

Heat shield support
Pin-base (h)

Beam monitor (i) Detection systems (j)

Filter boards (k)

Heat conduction rod (d)

Titanium support (l) Slider (e)

4 K stage braids (c)

Trap chamber (g) 

10 cm

(b)

Figure 5.8: Cryogenic assembly installed in the bore of the superconducting magnet. Adapted from
[33]. See the text for details.

Each of the two cryostats contains 35 L LN2 and 35 L LHe reservoirs which provide cryogenic

temperatures for operation of the experiment. The cryogenic assembly is shown in Fig. 5.8. The

upstream and the downstream ends of the assembly are connected to the LHe/LN2 reservoirs on

the bottom of the cryostats. The compact structure was realized by making the mechanical support

provide cryogenic thermal connections.

The assembly is divided into two stages at different temperatures: the 4 K stage connected to the

LHe reservoirs of the cryostats, and the 77 K stage connected to the LN2 reservoirs. The 77 K stage

surrounds the 4 K stage to prevent direct heat radiation from an exterior at room temperature to 4 K,

thereby reducing consumption of LHe by a factor of about 230. In Fig. 5.8, components of the 4 K

stage at the center are covered by surfaces of the 77 K stage. Between the two stages, heat shields are

installed to reduce the heat load from the 77 K stage to the 4 K stage, which are shown in Fig. 5.8:

• The heat shield in the magnet bore ((a) in Fig. 5.8) is an aluminum tube of 127 mm inner

diameter and 3 mm wall thickness covering the part of the 4 K stage in the magnet bore. It is

mechanically fixed in vacuum chambers at room temperature using a fiber glass disk as thermal

insulation.

• The 77 K stage heat shields (b) consist of aluminum plates of 8 mm thickness assembled to form

boxes which cover the connections of the 4 K stage to the bottoms of the LHe reservoirs.

In addition, the outer surfaces of each of the 4 K- and 77 K stages are entirely covered by about 20

layers of multi-layer insulation foil to further reduce the emissivity of the surfaces.

To provide good thermal connections from the LHe reservoirs to the 4 K stage, the 4 K stage braids

(c) made of oxygen-free high conductivity (OFHC) copper are used in the support structure on each

side. Each of them has 360 mm2 of the total cross section. On each side, the braids are attached to the

16 mm diameter heat conduction rod (d) made of annealed OFHC copper, which conducts heat from
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the 4 K stage to the LHe reservoir. The thermal link with the assembly is ensured by screwing the

rods on the last sections of the copper segments of the 4 K stage. The sliders (e) with ball bearings are

used in the support structure of the braids. The braids as well as the sliders compensate mechanical

stress by contraction of the inlay during cool down of the apparatus. Similar copper braids (f) are

also used in the 77 K stage structure for the same purpose.

The main components of the 4 K stage are the following:

• The trap chamber (g) is a cylindrical indium-sealed vacuum chamber containing a Penning

trap system. It is made of high-purity copper, having dimensions of 77 mm inner diameter,

234 mm length, and 1.2 L in volume. The downstream flange called pin-base (h) has cryogenic

feedthroughs of all the AC and DC lines from the trap system. The upstream flange has a

9 mm diameter degrader window at the center. The details of the degrader are described in

Section 5.6.1. The degrader window is enclosed by a stainless-steel foil of 25 µm thickness which

is vacuum-tight but transparent for antiprotons of kinetic energy of 5.3 MeV. The trap chamber

operates under ultra-high vacuum (UHV) which enables permanent storage of antiprotons. It is

achieved by the following steps: Before installation, the trap chamber is pumped to a vacuum

< 10−6 mbar. Subsequently, the pumping connection is pinched-off with a cold-weld technique,

and the chamber is installed in the assembly, then the entire system is pumped and cooled

down. By cryo-pumping, the vacuum inside the chamber reaches below a measurable range of

conventional gauges. The vacuum in the trap chamber is estimated to be < 10−17 mbar from

storage time of antiprotons (see Section 6.5 and Ref. [76] for details).

• The beam monitor (i) mentioned in the earlier sections is installed upstream of the trap chamber.

It consists of Faraday cups made from a four-fold segmented plate of 50 mm diameter with a

9 mm hole at the center. The signals on the four channels are individually recorded to identify

the position of the beam. More details of this instrument are described in Ref. [135].

• The electronics segment is placed downstream of the trap chamber. Its main components are the

image-current detection systems (j) and the cryogenic filter boards (k). They will be described

in more detail in a later section.

The central support structure which holds these elements of the 4 K stage is made of high-purity

OFHC copper. The outer segments of the support structure (l) are made of titanium because of its

mechanical stiffness and low weight. The thermal link is maintained by the copper conduction rods

(d).

The thermal load to the LHe reservoirs by the cryogenic inlay is estimated to be 90 mW radiative

load, 15 mW conductive load due to wiring, and 20 mW load from the cryogenic amplifiers. Based on

these, together with intrinsic heat load of the cryostats and heat load through windows of the 77 K

stage for cabling and beam access, the overall heat consumption was estimated to be 150–200 mW,
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which corresponds to about 10 days of standing time of the LHe reservoirs. In reality, due to some

unidentified heat load, the apparatus consumes the refrigerant much faster. The actual standing time

is about 52 h, corresponding to about 900 mW of the total heat load. The operation of the experiment

is still possible, but this necessitates interventions of the experiment every two days for cryogenic

maintenance.

5.3 Penning-trap system

 

  

9 mm

187.8 mm

3.6 mm

resrvoir trap

high voltage electrodes

transport electrodes

 park electrodes 

precision trap

beam

pulsed electrode

storage trap

grounded

Figure 5.9: Penning trap assembly used in BASE 2017 run. Adapted from Ref. [33], modified under
permission by the author.

The multi-Penning trap system is the heart of the experiment. The system used in the 2017

run is shown in Fig. 5.9. The layout of the trap stack is based on that of the 2015/2016 magnetic

moment run described in Ref. [33]. Minor modifications were made for the 2017 run. The trap stack

consists of three traps: the reservoir trap (RT), the precision trap (PT) and the storage trap (ST).

The electrodes located downstream of the ST were grounded and not used as a trap. The role of each

trap is explained below.

• Reservoir trap (RT): During beam shifts, the RT functions as a catching trap. Up to 4.5 kV

of high voltages can be applied to the high voltage electrodes which are located upstream and

downstream of the trap. An antiproton bunch ejected from the AD is captured by a high voltage

pulse, sympathetically cooled by electrons, and stored in the RT. When the beam shifts end,

the RT serves as a reservoir of particles. The ultra high vacuum in the trap chamber enables

permanent storage. By potential manipulation, single particles can be extracted from the cloud

of particles. In this way, the experiment can be operated independently from supplies by the

AD. To protect the reservoir against power cuts, the voltage source of the RT is operated with

uninterruptible power supplies. The reservoir enabled BASE to operate in 2016 without taking

any beam shift during the entire antiproton run [76].

• Precision trap (PT): The PT is placed near the homogeneous center of the magnet. It is where

the cyclotron frequency measurements for the charge-to-mass ratio comparison take place. The

79



CHAPTER 5. OVERVIEW OF THE BASE APPARATUS

Table 5.2: Summary of the trap parameters of the RT, PT and the ST. In the table, a, lec, lce, lr stand
for the inner radius, lengths of the endcap electrode, the correction electrode and the ring electrode,
respectively (Section 2.3.1). C2 is the trap parameter introduced in Section 2.1. B1 = ∂B/∂z is the
magnetic field gradient.

a (mm) lec (mm) lce (mm) lr (mm) C2(m−2) |B1| (mT/m)

RT 9.0 10.87 3.53 1.31 −18508 25
PT 9.0 10.87 3.53 1.31 −18508 4.8
ST 3.6 8.668 1.336 0.386 −115357 0.2

cyclotron frequencies of two particles can be measured alternately by exchanging the positions of

the particles by adiabatically transporting them along the trap stack. The cyclotron frequency

measurements can be performed by using an image-current detection system implemented to

the PT. Two adjacent electrodes, marked in green in Fig. 5.9, are called park electrodes, and

used to park one of the particles while the other is being measured. Characterization of the PT

will be discussed in more details in a following chapter.

• Storage trap (ST): The ST is used upon necessity to temporarily store a particle in the PT on

the downstream side during experimental operation.

Each of the three traps is a five-pole cylindrical Penning trap in compensated and orthogonal design

[91, 92] (Section 2.3.1), consisting of two end-cap electrodes, two correction electrodes and one central

ring electrode. The parameters of the three traps are summarized in Table 5.2.

The radius of the RT and the PT was chosen such that it has a large enough radius compared to

the beam radius while having enough detection sensitivity for the image-charge detection. The ST

inherited the geometries of the analysis trap in the magnetic moment run where a strong quadratic

term of the magnetic field B2 was realized by a small radius of the trap and a ferromagnetic ring

electrode. The ferromagnetic electrode was replaced to a copper electrode for 2017 run for improve-

ment of the magnetic homogeneity in the PT. In the transport section between the PT and the ST,

conical electrodes are used to bridge the traps with different radii.

The traps were constructed by stacking OFHC copper electrodes, each of them gold-plated to

prevent oxidation. The thickness of the gold layer is about 8 µm, in order to prevent the gold atoms

from diffusing into the copper a 7 µm barrier layer of silver is used between the copper and the gold

layer. Larger segments were made by electrically connecting neighboring electrodes by wires. This

way of construction facilitates manufacturing of the electrodes and makes required connection shorter.

Between the electrodes, sapphire rings are used to separate the electrodes.

Electronics suited for application of voltage pulses are implemented in the DC lines of the two high-

voltage electrodes and the pulsed electrode of the ST, indicated in orange in Fig. 5.9 (see Section 5.6.3

for more details). This enables application of pulsed high voltages for antiproton catching on the high

voltage electrodes. They are also used for electron kick-out operation in the high-voltage electrodes
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and the pulsed electrode. The trap stack is mounted on the pin-base as shown in Fig. 5.10. The

structure made of oxygen-free electronic (OFE) copper presses the assembled electrodes and the

spacers together. As seen in the lower photograph of Fig. 5.10, all the DC and the RF lines go

through the feedthroughs on the pin-base, and are wired to the electronics outside the trap chamber.

Together with the trap stack, a few components are installed as seen in Fig. 5.10:

• Degrader: Part of the degrader structure is placed at the upstream end of the trap stack. The

entire structure of this component is explained in Section 5.6.

• Electron gun: A field-emission electron gun is implemented at the downstream end of the trap

stack. Its purpose is to produce electrons which are used for sympathetic cooling of antiprotons

upon capture. It is also used to load the trap with protons for characterization of the traps. It

is done by shooting electrons from the electron gun toward the upstream end, while positively

biasing the degrader electrode. Electrons collide with the surface of the degrader, sputter out

hydrogen atoms and subsequently ionize them to produce protons.

• Spin-flip coils: disk coils were installed near the centers of the PT and the ST. In 2015/2016 run,

these coils were used to apply high-power RF drives to induce spin transitions of antiprotons

for the magnetic moment measurements. In this run, they are used as auxiliary excitation lines

mainly for radial excitations.

• Cyclotron detection system: Components of the detection system of the modified cyclotron

mode, the cyclotron resonator and the amplifier, are installed along the trap stack. In 2015/2016

run, the effective temperature of the cyclotron detector was about 12 K, a factor of 3 higher

than its specification due to electric noises produced by operation of the AD. In order to reduce

interferences with the ambient electromagnetic noise in the AD hall, the cyclotron detection

system was installed in the trap chamber in 2017 run. This improved the temperature of the

detector to ≈ 5 K [79], lower by about a factor of 2.5 than in 2016.

• RF block: A 1 MΩ resistor is placed between two segments of a split electrode for applica-

tion of quadrupole excitation and image-current detection of the modified cyclotron mode. Its

functionality is detailed in Section 5.4

More details of the detection systems, the degrader, and the electron gun are explained in the following

sections.
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spin flip coil 
with teflon support pin-base

electron gun

copper support

feedthrough hole

beam

high-voltage feedthrough hole

high voltage 
feedthrough

cyclotron detection system

sapphire ring
trap electrode 
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degrader

・resonator 
・amplifier

Figure 5.10: Penning-trap system assembled and mounted on the pin-base. The three-dimensional
model (upper) and the photograph (lower). Key components are explained in the annotations. Minor
modifications such as placement of the cyclotron detection system have been performed between the
design in the 3D model and the actual assembly in the photograph.
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5.4 Electronic components
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Figure 5.11: Electrode configuration of the PT. See the text for details.

In this section, an overview of the core electronic components installed with the trap system is

given. Here we take the PT is as an example. The electronics of the other traps are constructed in a

similar way. The configuration of the electrodes of the PT is shown in Fig. 5.11, and the connection

diagram in Fig. 5.12. The electrodes are labeled as P1 to P7 from the upstream electrode to the

downstream one (Fig. 5.11). Electrodes P1 and P2 function as one endcap electrode, and P6 and

P7 as the second endcap electrode. They can be biased separately during particle transports. Wires

connected to the electrodes go through stages at different temperatures at 4 K, 77 K and room tem-

perature before coming out from the room temperature flange. In Fig. 5.12 (A), the different stages

are marked by different colors.

The lines connected to the electrodes are categorized to DC lines for biasing of the trapping

voltages and RF lines for images current detection and application of excitations.

5.4.1 DC biasing lines

The DC lines connect the electrodes to a highly stable custom-made voltage sources UM 1-14 by

Stahl Electronics. See Section 5.5 for characterization of the stability of this device.

In order to effectively suppress electric noise on the electrodes, RC low-pass filters are installed at

each temperature stage on each DC line. Such noise can be introduced by RF pickups and electro-

magnetic interferences, and if not suppressed properly, could cause unwanted heating of particles in
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the trap or frequency fluctuations. Each DC line has four filters: one at 300 K, one at 77 K, and two

at 4 K. The total time constant of the filters is about 70 ms, sufficiently low to apply voltage ramps

for adiabatic transports within intervals of a few 100 ms.

In the 300 K part of the DC lines of the endcap electrodes, relay switches are installed. Its purpose

is to ground the transport- and endcap electrodes when precision measurements take place in the

traps.

5.4.2 RF lines

The PT has two primary excitation lines: the axial excitation line connected to electrode P6 and the

radial excitation line connected to P5. Electrode P53 is segmented into two, enabling application of

quadrupole excitations by applying an AC potential to one of them. The other segment is connected

to the cyclotron detector for direct detection of the modified cyclotron mode. The two segments are

connected by a 20 MΩ block resistor (Fig. 5.12 (A), seen also in the photograph in Fig. 5.10). This

makes the DC electric potential common between the two segments while forming an effective block

once AC signals are applied. The RF line connected to electrode P6 is used for dipole excitations

addressing to the axial mode. In addition to the primary excitation lines connected to the electrodes,

the spin-flip line connected to the spin-flip coil is used as an auxiliary excitation line.

The axial detection line is connected to P3. The radial detection line is connected to the other

segment of P5 from the excitation line. The axial detection system has a feedback line for actively

control of its temperature. A cryogenic field effect transistor (FET) switch grounds the feedback line

when it is not in use.

For some lines where one line is split into a DC line and an RF line (the ones from P3, P5 and

P6), a capacitive voltage divider is placed at the junction to suppress potential noise from the RF

line. In addition, a 1 MΩ resistor is placed between the capacitive voltage divider and the RC filter

to block the RF signal to transmit through the DC biasing line (RF-blocks in Fig. 5.12 (A). See also

(C)).

Single coaxial cables with brass single lines and Copper-Nickel (CuNi) shields (GVL Cryoengineer-

ing) are employed for the excitation lines and the detection lines. They have low thermal conductivity

and are suited for cryogenic environment. High-purity copper wires are used to connect the detectors

to the electrodes.

5.4.3 Image-current detection systems

The image-current detection systems are the crucial electronic components of the experiment. The

present apparatus is equipped with three axial detection systems for each of the RT, PT and the ST.
3The electrode P3 is also segmented, but for 2017 runs, the two segmented were interconnected to each other, and

used as normal electrodes.
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Figure 5.13: Schematics of the superconducting resonators. (I) Geometry of the axial resonator. From
Ref. [136]. The geometrical parameters A–E are listed in Table 5.3. A three-layer toroidal coil made
of a PTFE insulated NbTi wire is wound on the PTFE core. The coil is placed in a cylindrical
metal housing. (II) Geometry of a prototype of the cyclotron resonator. From Ref. [137]. A single
layer solenoid made of the NbTi wire is wound on the PTFE core. The copper cylinder houses the
resonator. Detailed geometrical parameters differ from the one installed in 2017 run.

The PT is in addition equipped with a cyclotron detection system for direct detection of the modified

cyclotron mode. Designs and specifications of the BASE axial detection systems are described in Ref.

[136]. The design of the cyclotron detection system is based on Ref. [137], and characterized in Ref.

[138]. Details of the present cyclotron detection system will be discussed in the Ph.D. thesis of James

A. Harrington [79].

Schematics of the detection systems on the RF detection lines are shown in Fig. 5.12 (A, B).

Each detection system consists of a superconducting resonator and a cryogenic low-noise amplifier.

The superconducting resonators are made of Polytetrafluoroethylene (PTFE) insulated NbTi wires

wound on PTFE cores. Toroidal coils are used for the axial detection systems and a solenoid coil

for the cyclotron detection system. Examples of the geometries of the coils are shown in Fig. 5.13.

The resonators were placed in metal housings to reduce dissipation of power to the exterior. The

dimensions of the resonators, materials of the wires and the cores, and methods of joining the wires

were chosen with care to minimize the losses of the signal in order to achieve Q-factors as much as

possible.

Below the critical temperature of the NbTi (9.5 K), the resonators exhibit high Q-factors. The

unloaded characteristics of the axial resonators are summarized in Table 5.4. They were obtained by

tests in an offline cryogenic test setup operated with a Gifford Mac Mahon pulse tube cooler. The

Q-factors of 104–105 of the axial resonators correspond to the parallel resistances Rp on the order of

a GΩ. The Q-factor of the cyclotron resonator is about 14 000.

The amplifier-end of the toroidal coil of the axial resonator branches from the wire, dividing the

coil into two parts of the windings (Fig. 5.12 (C)). The ratio of the windings defines the strength of

coupling of the resonator to the rest of the system. It was optimized for desirable properties of the

detection system (see Section 9.2 for details).
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Table 5.3: Geometrical parameters of the axial resonators installed in the 2017 apparatus. See Fig. 5.13
for definition of the parameters.

A (mm) B (mm) C (mm) D (mm) E (mm)
RT & PT 36 41 23 10 16

ST 41 48 22 12.5 19

Table 5.4: Summary of the unloaded characteristics of the axial resonators. The materials of the
housings, the inductance L, the parallel capacitance Cp, the Q-factor, the resonance frequency ν0,
the turn N , the parallel resistance Rp are listed for each axial resonator. The resonator used for the
ST are made of copper housing, having a smaller Q-factor than the other two.

housing material L (mH) Cp (pF) Q-factor ν0 N Rp

RT NbTi 1.71 11 196 000 1.07 MHz 800 2.3 GΩ
PT NbTi 1.75 11 194 000 1.09 MHz 800 2.3 GΩ
ST Cu 2.98 12 61 000 840 kHz 1200 917 MΩ

The PT axial detection system has a feedback line capacitively coupled to the resonator for control

of the effective temperature of the detection system [105].

The design of the low-noise cryogenic amplifiers is based on a circuit shown in Fig. 5.14. It is a two-

stage transistor amplifier made of two gallium arsenide (GaAs) FETs, consisting of a high impedance

common-source input stage and a source-follower circuit for impedance matching as the output stage.

The varactor diodes are used as variable capacitors, enabling tuning of resonance frequencies of the

systems by variation of the bias voltage. It was installed to an axial system for the first time in 2017.

The purpose is to eliminate the major systematic uncertainty of the last charge-to-ratio comparisons,

as we shall discus in details in Chapter 9).

5.4.4 Room temperature RF circuit

Electronic equipment and circuit components installed outside the flanges are shown on the right half

of Fig. 5.12 (A).

The DC bias lines are connected to the precision voltage source UM 1-14.

Signals through the detection lines are processed by Fast Fourier Transform (FFT) in FFT an-

alyzers SR-780 by Stanford Research System. The primary signals are down-converted to the audio

frequency range in order to match the acceptance range of the FFT analyzers. Down-conversion of the

signal of the PT axial detection line is done by a single sideband (SSB) down-converter (Fig. 5.12 (D)).

It was developed by Mustafa Beşirli as part of his bachelor’s thesis work [139]. When an RF signal

is mixed by a normal mixer, the output contains a down-converted component and an up-converted

component with equal amplitude. Usually, the up-converted signal is removed by appropriate filters.

The SSB down-converter transmits the power of the original signal to the down-converted signal while
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Figure 5.14: Example of a schematic of the low-noise cryogenic amplifier as part of an image-current
detection system. The input stage (indicated by the orange block) is a common-source circuit. The
output stage is a source-follower for a purpose of the impedance matching to the input of the FFT
analyzer. The details differ between each detection system. An FET NE25139 (NEC) is used for the
common-source circuit and CF739 (Siemens) for the source-follower circuit.

LO

RF IF

Figure 5.15: Functionality of an RF mixer. See the text for details.

canceling the up-converted output, thereby improving the signal-to-noise ratio by a factor of 2. If the

radio-frequency (RF) and the local oscillator (LO) inputs are respectively denoted as sin(ωRFt) and

sin(ωLOt+ φLO) with φLO being the phase of the LO signal (see Fig. 5.15), the principal output of

the intermediate-frequency (IF) channel becomes

sin(ωRF t) sin(ωLOt+ φLO) = −1
2 cos((ωRF + ωLO)t+ φLO)︸ ︷︷ ︸

up-converted component

+ 1
2 cos((ωRF − ωLO)t− φLO)︸ ︷︷ ︸

down-converted component

, (5.2)

thus the phase of the LO is reflected oppositely between the down- and the up-converted component.

Therefore, two phase shifters before and after mixing as in Fig. 5.12 (D) realize a transform which

conserves the phase of the up-converted component but makes the down-converted component phase-

shifted by π. By taking difference of such a signal with a mixed signal without phase shifts, unwanted
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up-converted component can be canceled. The axial detection lines splits after the down-conversion.

One of them goes to the FFT analyzer, and the other (the axial feedback line in Fig. 5.1) is up-

converted and fed-back to the axial detection system for feedback control of the temperature of the

detection system (Section 2.4.3). Amplifiers and attenuators are installed to adjust the strength of

the feedback signal. The phase of the feedback signal is controlled by the phase of the LO for the

up-conversion.

The excitation lines and the axial feedback line are connected to the frequency generators via a

switch/filter matrix. This consists of filters and attenuators for each purpose (e.g. a high pass filters

for cyclotron-axial sideband coupling drives, a band-pass filter for magnetron-axial sideband coupling

drives) connected with an USB-controlled RF switch matrix USB-8SPDT-A18 (Mini-Circuits). Using

the switch matrix makes the cabling compact and facilitates to ground the lines when they are not

used.

The frequency generators are locked to a Rubidium frequency standard FS725 (Stanford Research

System) through its 10 MHz outputs.

Differences of electrical ground between these equipments can produce ground loops which cause

RF noise to worsen the SNR of the detection system. Grounds of the components are tightly fixed

on a common ground to avoid this type of noise.
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5.5 Stability of the voltage source

The stability of the trapping voltages is critical to the stability of the axial frequency. Further,

when the sideband coupling method is used to measure the modified cyclotron frequency, the voltage

stability also ultimately limits the precision of the cyclotron frequency measurement (see Chapter 15

for details). The highly stable voltage supplies UM 1-14 are used to provide stable trapping voltages

Figure 5.16: Results of a stability measurement of the high-precision voltage source UM 1-14-LN-F
in the BASE zone. 9 V output was set to a high-precision test channel of the voltage source, and
the voltage was continuously measured by a high precision multimeter. (A) The measured voltage
against the time with the offset voltage 9.020 47 V is subtracted. (B) The Allan deviation in a unit of
fractional voltage σA(V, τ)/V as a function of the averaging time τ . The scale on the right is converted
to the Allan deviation of the axial frequency σA(νz, τ).

to the Penning traps. Among the series of UM 1-14, models of UM 1-14-LN are used for the RT and

the ST. For the PT, a model UM 1-14-LN-F which is specifically designed for this measurement is

installed. This model has a shorter time constant of voltage relaxation about 5 s, shorter by a factor

of 4 than the other models.

The voltage sources were characterized in advance to installation to the apparatus. Fig. 5.16

shows the result of the stability measurement of one of the high-precision test channels of UM 1-

14-LN-F performed in the BASE zone. The output voltage was continuously monitored by a high

precision multimeter Fluke 8508A while a constant output voltage of 9 V was set at the test channel.

Fig. 5.16 (B) shows the Allan deviation of the voltage in a unit of fractional voltage σA(V, τ)/V (the

scale on the left). The fractional stability at the averaging time of 48 s, a typical acquisition time for

one axial frequency measurement, is 3.87×10−8, which corresponds to 12 mHz in the axial frequency

fluctuation, assuming a typical antiproton axial frequency in 2017 run-II.
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5.6 Antiproton catching system

This section highlights the components used to capture antiprotons provided by the AD. These

components: the degrader, the RT, and the electron gun, are shown in Fig. 5.17.

Reservoir Trap

p̄ beam

US DStarget electrode

trap	chamber		
vacuum	<	1E-17mbar

insula6on	vacuum		
<	1E-8	mbar

Figure 5.17: Key components for antiproton catching. The degrader is located upstream of the RT.
The electron gun is at the downstream end of the trap assembly. The components between the RT
and the electron gun are omitted in the figure. Adapted from Ref. [140].

5.6.1 Degrader

The degrader system consists of metal foils which decrease the energy of the incoming antiproton beam

by scattering processes. Such degrader foils have been commonly used by the other experiments in

the AD [141–143]. Typical catching efficiencies using such foils together with high voltage pulses are

0.1–3 %. In case of the single particle experiments of BASE, the catching efficiency is not of the

utmost importance. The degrader system was rather designed to have a wide acceptance range of the

incoming beam momentum as well as robustness against uncertainties of stopping power estimation.

The variability is realized by the two most upstream layers of the degrader, marked as meshes in

Fig. 5.17. Each mesh layer is a stack of three meshes, each of them having a thickness of 2.5 µm and

rotated by 15◦ relative to each other. The grid structure of the mesh is in the interval of 15.6 µm

with 44% of open area. The overlapped meshes form a pattern as shown in Fig. 5.18. Depending on

the number of meshes which the beam penetrates, this structure gives a large variation in stopping

power.

The second part of the degrader is a 25 µm stainless-steel foil, which also functions as a vacuum

window which separates the UHV region inside the trap chamber from the insulation vacuum.
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Figure 5.18: Pattern produced by overlapped six layers of copper meshes as part of the degrader
system. The thickness of the layer at each position is indicated as the color density. It produces
variation of thickness experienced by the beam at different positions. Adapted from Ref. [33].

The last degrader part is a 134 µm aluminum foil. The thickness of this foil was determined so

that the system has enough stopping power as a whole.

The catching efficiency is estimated by simulations using SRIM, assuming that a fraction of

antiprotons which are decelerated below 1 keV in the volume of the RT are captured. The estimated

efficiency of this degrader structure is about 10−4, which is consistent with measured data.

5.6.2 Electron gun

Teflon isolation
base electrode

HV electrode

shield electrode

 

U = 1 kV

field emission tip

3.4 cm

2.4 cm

V0 = -80 V

MACOR isolation

(tungsten wire)

Figure 5.19: Schematic of the electron gun. Adapted from Ref. [92].

The electron gun located downstream of the traps is used to load electrons to the RT for sympa-

thetic cooling of antiprotons and also to produce protons when the experiment is in a commissioning

phase. The schematic is shown in Fig. 5.19. It makes use of field emission by the tunneling effect from

a metal surface. Electrons are emitted from a custom-made field emission tip at the center, made of a

400 µm diameter tungsten wire. The tip is negatively biased through the base electrode, which defines

the energy of the electrons in the metal. A high voltage is applied to the HV electrode, producing

an electric field which pulls out the electrons from the metal surface by the tunneling. When the

electron gun is operated, electronic currents on the aluminum foil of the degrader is read through
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the electrode named target electrode (see Fig. 5.17). Typically, about 1.2 kV of high voltage at the

acceleration electrode produces currents of ∼20 nA. On the order of 106 electrons are loaded in the

trap before an antiproton injection.

5.6.3 High-voltage electronics

Antiprotons arriving to the RT are captured by an adequately-timed kV high-voltage pulse. When

such a pulse is applied to the biasing line, the low-pass filters of the ms-total time constant limit the

rise time of the pulse. Therefore, specialized electronic components are installed for these high-voltage

lines.

Figure 5.20: Example of the diode-bridge filter installed in the high-voltage lines.

A high voltage supply CAEN N1470 is utilized to provide high voltages up to 8 kV. To bypass

a voltage pulse, diode-bridge filters are used to supply DC voltages to the high-voltage to the high-

voltage electrodes and the pulsed electrode downstream to the ST.

An example of the diode-bridge filter circuit is shown in Fig. 5.20. Two oppositely directed silicon

diodes are placed in parallel to the RC filter. The diode conducts a current when a voltage difference

of & 0.7 V is made across the component. When a constant voltage is applied, the diodes are closed

and the signal passes through the low-pass filter like on the other DC lines. When a fast and large

voltage pulse for catching is applied to the input, one of the diodes — depending on the polarity —

opens, and the signal bypasses the filter. This type of filter allows application of voltage pulses with

a rise time on the order of 10 ps.

CAEN N1470 is switched by a trigger signal synchronized to the ejection of the beam from the

AD. A digital delay generator DG645 by Stanford Research System is used to add a delay time before

sending a trigger to switch the high voltage. The delay time was optimized during the beam shifts so

that the catching pulse is switched at the timing of arrival of the beam in the trap.

The signal from the delay generator is also used to trigger readout of a scintillator placed outside

the superconducting magnet, close to the annihilation point. The scintillator is used to monitor

annihilation of the antiprotons on the degrader and helped optimizing the steering parameters and

delay time.
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6
Recent results of BASE/CERN

This chapter presents recent experimental results of the BASE team at CERN, to which the author

has contributed.

In the timeline of Fig. 6.1, an overview of experimental activities from 2014 to 2016 is given.

The major milestones were the high-precision proton-to-antiproton charge-to-mass ratio comparison

[54] and the two high-precision magnetic moment measurements of the antiproton [52, 70]. The data

collection of the charge-to-mass ratio comparison took place at the end of run 2014. The 2015/2016 run

was one continuous run where two magnetic moment measurements were performed. Throughout the

year 2016, the experiment was operated with antiprotons stored in the RT. The storage of antiprotons

also allowed us to set an improved lower limit on the directly-measured lifetime of the antiproton[76].

These measurements are summarized in the following sections.

Among them, the proton-to-antiproton charge-to-mass ratio comparison in 2014 is reviewed in

detail in Chapter 7, since an improvement from this measurement is the main topic of this thesis.

6.1 High-precision comparison of proton-to-antiproton
charge-to-mass ratio

This measurement was performed in the first beam-time of BASE in 2014. The final result we obtained

was ∣∣∣∣ (q/m)p̄
(q/m)p

∣∣∣∣− 1 = 1 (64)(26)× 10−12 (68% C.L.) (6.1)

which is in agreement with CPT symmetry. This was done by alternate cyclotron frequency mea-

surements of an antiproton and an H− ion. The details of this measurement will be discussed in

Chapter 7.
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beam-shifts
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Figure 6.1: Timeline of experimental activities of the BASE team at CERN from 2014 to 2016. The
unit of the horizontal axis is month. The hatched bars indicate periods where the apparatus was cooled
down and commissioned/developed. The red bars indicate periods when we received antiproton beams
from the AD. The blue bars indicate data-collection periods of the measurements.

6.2 Antiproton magnetic moment measurement at sub-
p.p.m. precision

In 2015, the experiment was commissioned for magnetic moment measurement of the antiproton.

After optimization of conditions of the system [80], a situation was realized where the axial frequency

stability in the Analysis Trap was sufficiently low to observe spin transitions of an antiproton with the

statistical method [71] explained in Section 3.3.2. In this condition, we performed the first antiproton

magnetic moment measurement. The setup of the apparatus is shown in Fig. 6.2. The measurement

was performed in the AT in a presence of a magnetic inhomogeneity B2 ≈ 2.88× 105 T/m2. The

trap downstream of the AT, labeled as a Co-magnetometer Trap in the figure, was used to monitor

the magnetic field by continuous cyclotron frequency measurements. Detailed understanding of a

broadening of the resonance line shape enabled us to determine the antiproton g-factor with fractional

precisions of 5–10× 10−6 (Fig. 6.3). From a weighted average of six measurements, the final result

was obtained to be [70]
gp̄
2 = 2.792 846 5 (23) (95% C.L.). (6.2)

This corresponds to a relative uncertainty of 8× 10−7 at 95% C.L.. This improved the fractional

precision of the previous best measurement by the ATRAP collaboration [31] by a factor of 6. This

measurement and the developments required are the main topic of Hiroki Nagahama’s Ph.D. thesis

[80], where its details are discussed.
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Figure 6.2: Setup used for the magnetic moment measurement at sub-parts per million relative preci-
sion. The spin-resonance experiment of a single antiproton was performed in the Analysis trap (AT).
The disc coil installed beside the trap was used to apply RF drives. Another single antiproton was
trapped in a downstream trap called Comagnetometer trap (CT) to monitor the magnetic field during
the measurements by continual measurement of the cyclotron frequency. Adapted from Ref. [70].
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Figure 6.3: Results of the six g-factor measurements by the statistical method. The final result was
obtained by their weighed average to be gp̄/2 = 2.792 846 5(23). The red and green lines show the
final g-factor value and its final uncertainty, respectively. The blue line represents the proton g-factor
From Ref. [72], which agrees to the antiproton result within the uncertainty.
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(a) (b)

Figure 6.4: (a) Sequence to observe spin transitions of an antiproton in the AT. Each cycle consists
of two axial frequency measurements νk,1 and νk,2. A spin-flip drive at the Larmor frequency of the
antiproton in the AT is applied before νk,1 while no drive is applied before νk,2. (b) Distribution of the
axial frequency shifts ∆k = νk,1− νk−1,2 obtained by 543 cycles of the sequence (a). The distribution
is a superposition of three Gaussian distributions corresponding to spin-down transitions, spin-up
transitions, and no transitions. The three Gaussian distributions estimated by a maximum likelihood
method is shown with colored curves in green, blue and red. The black curve shows the superposition
of the three.

6.3 Observation of single spin transitions of a single
antiproton

The next goal after the measurement described in the last section was the application of the double-

trap technique. For this purpose, the background axial frequency fluctuation in the AT had to be low

enough to distinguish individual spin transitions with high fidelity. Further optimizations following

the measurement in the last section allowed us to attain such a condition, which were the most stable

conditions ever achieved with a single particle in a Penning trap [144]. To observe single antipro-

ton spin transitions, the measurement sequence as shown in Fig. 6.4 (a) was carried out. Each cycle

consists of two axial frequency measurements in the AT: one with a spin-flip drive before the measure-

ment (νk,1) and one without a drive (νk,1). The drive frequency was set to the Larmor frequency in

the AT. The axial frequency shifts νk,2−νk,1 characterize the background axial frequency fluctuation

Ξref , and the shifts νk,1 − νk−1,2 are used to analyze the occurrence of spin transitions. Distribution

of the frequency shift ∆k defined by ∆k = νk,1 − νk−1,2 was obtained by 543 cycles of measure-

ments as Fig. 6.4 (b). The probability distribution function (PDF) of ∆k is a superposition of three

Gaussian distributions h0(∆; 0,Ξref), h−(∆;−∆νSF,Ξref) and h+(∆; +∆νSF,Ξref), each describing

events with no spin transition, downward (−1/2→ 1/2) spin transitions, and upward (1/2→ −1/2)

spin transitions. PSF corresponds to the spin-flip probability, and ∆νSF to the axial frequency shift

caused by a spin transition. A Maximum-Likelihood analysis of the measured distribution yielded

Ξref = 48.1 (1.9)mHz, PSF = 47.3 (2.3)% and ∆νz,SF = 166(4) mHz.

In Fig. 6.5 (a), evolution of the axial frequency during a part of the measurement sequence is shown.
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The gray arrows and dashed lines indicate the times of the resonant spin-flip drives between νk−1,2

and νk,1. The corresponding axial frequency shifts are shown in Fig. 6.5 (b). To identify individual

spin transition, we define a threshold ∆TH. For each frequency shift ∆k = νk,1 − νk−1,2, we assigned

an event as

• ∆k > ∆TH: Transition to spin up

• −∆TH < ∆k < ∆TH: No spin transition

• ∆k < −∆TH: Transition to spin down.

The probability of each assignment is evaluated by a recursive relation of P (↑n |{∆k}nk=1) and P (↑n−1

|{∆k}n−1
k=1) based on the PDFs h0(∆), h−(∆), h+(∆) and a chosen threshold ∆TH. The probability

assigned to each trial is shown in Fig. 6.4 (c). ∆TH can be optimized so that the mean error rate of

the assignment is minimized. For ∆TH,opt = 94 mHz, the mean error rate was at 5.8%. A threshold

higher than ∆TH can be used for initialization of the spin state. The error rate of the initialization

Ei is defined by conditional probabilities as

Ei = P (∆ > ∆TH ∩ ↓n) + P (∆ < −∆TH ∩ ↑n)
P (|∆| > ∆TH) . (6.3)

∆ST,0.1% in Fig. 6.5 (c) corresponds to 190 mHz, for which the initialization fidelity is 1−Ei > 99.9%.

When a sequence as in Fig. 6.4 (a) is utilized as a part of the double-trap measurement sequence

(see Section 3.3.2), it is first executed with a threshold ∆ST,0.1% for spin-state initialization, then

after irradiation of a spin-flip drive in the PT, the particle is transported back to the AT, and the

observation sequence is repeated n times at a threshold ∆f until a shift |∆k| > ∆f is observed. For a

threshold optimized for such procedure, the fidelity of spin-state determination was estimated to be

92.1%.

This was the major step for application of the multi Penning trap technique to measure the

antiproton magnetic moment.

6.4 Antiproton magnetic moment measurement at p.p.b.
precision

The high-fidelity spin-state determination discussed in the last section was possible only when the en-

ergy of the modified cyclotron mode satisfied E+/kB < 200 mK. However, the effective temperature of

the cyclotron detection system at the time was T+ = 12.8(8) K [52]. The high temperature was caused

by electromagnetic interference with electric noise in the AD facility. Preparing a sub-thermal state

of E+ of an antiproton by resistive cooling by this detection system was extremely time consuming

and took on average about 10 h per cooling attempt. Especially, cyclotron frequency measurement by
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Figure 6.5: Observation of single spin-transitions with antiprotons. (a) Measured axial frequencies
are indicated by the points connected with the solid lines. The dashed-line allow the comparison of
the measured frequency to the one which the particle would have in the opposite spin state. The gray
arrows and dashed lines indicate the times of resonant spin-flip drives at the Larmor frequency in
the AT.(b) Evolution of axial frequency shifts are shown with ∆TH,opt and ∆ST,0.1%, the optimum
threshold and the threshold for 99.1% fidelity, respectively. (c) The propagation of the probability to
be in spin state up using conditional probabilities (solid line) is shown. Adapted from Ref. [144].
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the sideband method, which is needed as part of the double-trap measurement sequence, inevitably

heats the modified-cyclotron mode to E+ ≈ ν+/νz · Tz ≈ 350 K/kB (Section 2.5).

To overcome this difficulty, we invented a new multi-trap scheme using two particles. The setup

is shown in Fig. 6.6 (a). The downstream antiproton (shown in the AT in the figure) was named

the Larmor particle, and the upstream antiproton (in the PT in the figure) the Cyclotron particle.

Measuring the cyclotron- and the Larmor frequencies by the two different particles greatly reduced

preparation time of the measurement. Before the measurement started, an energy state of E+,L

(hereafter, the subscripts “L” and “C” are used to refer to the Larmor- and the Cyclotron particles,

respectively) as low as E+,L/kB < 50 mK was prepared by the resistive cooling. Afterward, the

following measurement sequence was performed (see also Fig. 6.6):

1. Spin-state initialization: the Larmor particle was transported to the AT, there the spin-initialization

sequence as described in the last section was executed. When the spin state was identified by an

axial frequency shift |∆k| > ∆ST,0.1% = 190 mHz, the initial spin state of the Larmor particle

of the cycle was recorded and the initialization sequence ended.

2. Cyclotron frequency measurements: the Cyclotron particle was transported to the PT. Its cy-

clotron frequency νc,i (here i denotes the cycle number) was measured three times by the

sideband coupling method.

3. Irradiation of the Larmor drive: The Cyclotron particle was transported to the park electrode

located upstream of the PT (see Fig. 6.6 (a)), then the Larmor particle was transported to the

PT. An RF drive at frequency νrf,i was irradiated on the Larmor particle for 8 s.

4. Cyclotron frequency measurements: The Larmor particle was transported back to the AT. The

Cyclotron particle was transported back to the PT, and the cyclotron frequency was measured

by additional three measurements. The cyclotron frequency in the PT at step 3 was estimated

from the results of in total six cyclotron frequency measurements per cycle in the data analysis.

5. Identification of the final spin state: Finally the final spin state of the Larmor particle was

identified by the spin-state observation sequence with a threshold ∆f .

The cycle was repeated to obtain the spin-flip probability for a constant Γ = νrf,i/νc,i. One cycle took

typically 890 s, including time for the transports of the particles. It was crucial for the measurement

that the modified-cyclotron energy of the Larmor particle E+,L was kept low. The heating rate of

the modified-cyclotron mode of the Larmor particle remained below 22 mK per cycle over the entire

measurement campaign, which enabled execution of about 75 measurement cycles before E+,L/kB

exceeded 200 mK and required re-cooling. The spin-state identification fidelity ranged between 80%

and 90%, depending on E+,L.

The resonance obtained after repeating the cycle above for different Γ is shown in Fig. 6.6 (c).

The resonance PSF(Γ, g,ΩR), with ΩR being the Rabi frequency, is a convolution of a Rabi resonance
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and a g-factor line shape determined by γz/∆ω, where γz is the damping factor of the PT axial

detection system and ∆ω a line-width defined by a magnitude of a residual magnetic bottle B2 in

the PT [145]. From a two-dimensional maximum likelihood estimate using the line shape function

PSF(Γ, g,ΩR) with gp̄ and ΩR as free parameters, the g-factor of the antiproton was obtained to

be gp̄/2 = 2.792 847 345 3 (30)stat at 68% C.L. interval. The resonance has a broaden peak due to

saturation of the drive, and a small asymmetry due to the magnetic bottle, which are also accounted

by the fit model. The log-Likelihood function is shown in a density plot in Fig. 6.6 (d). The curve

determined by the estimated set of (gp̄,ΩR) is shown by the red line in Fig. 6.6 (c), the gray area of

the plot indicates the error band at 68% C.L.. For further details of the data analysis, see the method

section of the original paper [52].

After the systematic corrections, the results became

gp̄
2 = 2.792 847 3441 (30)(28) (68% C.L.). (6.4)

Among the systematic effects, the most dominant cause of the uncertainty arose from the possibility

that the two particles had different mode energies E+,L 6= E+,C and Ez,,L 6= Ez,C. This was accounted

by (δgp̄/2)drive = 2.7× 10−9. With the statistical and systematic uncertainties combined, the final

result was obtained to be
gp̄
2 = 2.792 847 3441 (42) (68% C.L.). (6.5)

This corresponds to a relative uncertainty of 1.5× 10−9. The respective statistical and systemic

uncertainty evaluations at 95% C.L. gave a relative uncertainty of δgp̄/gp̄ = 2.6× 10−9.

This is in agreement with the most recent proton result by the Mainz group of the BASE collab-

oration [53]
gp
2 = 2.792 847 344 62(82) (68% C.L.), (6.6)

thus is consistent with CPT symmetry. These two recent measurements constitute an improvement

by a factor of 350 compared to previous BASE measurements [70, 72], and by a factor of > 3000

compared to the results by the ATRAP collaboration [31, 127].
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Figure 6.6: (a) Setup used for the magnetic moment measurement using two antiprotons. (b) Ex-
perimental procedure. See the text for the details. (c) Spin-flip probability of the Larmor particle in
the PT PSF,PT is obtained as a function of the frequency ratio νrf/νc. The red line is corresponds
to gp̄ and ΩR estimated by the maximum likelihood and the gray area indicates the 68% C.L. error
band. The evaluation was performed with 10008 data points of νrf and νc evaluated for each νrf from
associated cyclotron frequency measurements. The data points plotted by dots with error bars are
binned averages of the measured PSF,PT with error bars corresponding to 1 s.d.. gp used as the offset
of the horizontal axis is gp/2 = 2.792 847 350(9), the latest proton g-factor [72] at the time of this
measurement. (d) Log-likelihood as a two-dimensional function of gp̄ and ΩR. The white cross marks
the point with the maximum likelihood. The colored areas indicate confidence intervals at 68.3%,
95.5%, 99.7%, as indicated on the right. The figures are adapted from Ref. [52].
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Figure 6.7: History of the number of antiprotons trapped in the RT during the year 2016 is shown
by the blue dots (left axis). The equivalent single-particle exposure time calculated by the integral of
the particle number is shown by the red curve (right axis). Adapted from Ref. [76].

6.5 Improvement of the directly-measured lifetime
of the antiproton

The charge-to-mass ratio comparison and the magnetic moment measurements discussed in the last

sections were performed with antiprotons stored in the RT, which were extracted to the measurement

traps upon necessity. Such storage in the RT enabled developments and data collection during a

shutdown period of the AD. In fact, the experiment in the entire year 2016 was operated with

antiprotons trapped on the 21st of November 2015, resulting in the total storage time of 405 days.

From the storage record of the reservoir, we set an lower limit of the directly measured lifetime of

the antiproton.

In Fig. 6.7, the number of antiprotons recorded over the year 2016 is shown. The number of the

particle was estimated from the dip-width of dip spectrum of the RT axial detection system. The

RT content in January 2016 was 18 antiprotons. The antiprotons were consumed by the experiment

until the content reached a single antiproton in December 2016. All the losses were identified either

by experimental operations to extract the antiprotons to the downstream traps, or human/software

failures, and we have not observed any antiproton decay or annihilation due to residual gas.

From this data, an integrate of N(t)dt was evaluated to calculate the equivalent single particle

exposure time. This is shown in Fig. 6.7 by the red curve whose axis is on the right. The total exposure

time from this data set was 5.77 a (a ≡ 31.5576× 106 s = 365.25 d). In addition, the exposure time

from records of the other traps, records during 2015 run prior to the 1st of January 2016, and records

from the 2014 run [146] were considered to obtain the total integrated exposure time equivalent to a

single antiproton of Texp = 11.66 a.
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Since this is equivalent to observe no decay of a single antiproton for 11.66 a of observation time, the

lower lifetime limit τlower was evaluated as follows. We assume a possible decay to occur according to

the Poisson statistics f(n;λ) = λn exp(−λ)/n! with λ = Texp/τ , τ the lifetime. As we observe n0 = 0

events, this sets a lower limit of the lifetime τ lower for a confidence level CL by

CL = 1− ε =
∞∑

n=n0+1
f

(
n; Texp

τlower

)

=⇒ ε =
n0∑
n=0

f

(
n; Texp

τlower

)
.

(6.7)

By this method, the lower limit of the lifetime corresponds to Texp = 11.66 a was evaluated to be

τp̄,lower = 10.2 a for 68% C.L. and τp̄,lower = 5.0 a for 90% C.L.. This value improved the previous best

limit set by the TRAP collaboration [147] by about a factor of 301.

The lifetime limit also gives an upper limit of the pressure in the cryo-pumped trap chamber.

Considering the cross-sections of capture processes of antiprotons by residual gas:

p̄+ H→ pp̄+ e− (6.8)

p̄+ He→ p̄He+ + e−, (6.9)

which have been studied theoretically [148–150], the upper limit of the partial pressures were estimated

to be pH < 1.2× 10−18 mbar and pHe < 2.7× 10−18 mbar.

1In 2015 we reported storage of antiprotons in the 2014 run resulting in equivalent to a single particle exposure of
Texp,2014 = 1.56 a in Ref. [146], which was included in the total exposure time Texp = 11.66 a used in this analysis.
Compared to this value, the result above was an improvement by a factor of 7 as quoted in the original publication
[76].
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7
Review of the 2014 charge-to-mass ratio
comparison

This chapter reviews the proton-to-antiproton charge-to-mass comparison performed in the 2014

beam-time [54].

7.1 Measurement procedure

The setup is shown in Fig. 7.1. The antiproton beams from the AD were provided from the left hand

side of the figure. The two traps were used for the experimental; the upstream measurement trap

and the downstream trap used as a reservoir. The two electrodes adjacent to the measurement trap

were called park electrodes. The magnetic field in the measurement trap was B ≈ 1.946 T and the

eigenfrequencies of an antiproton were

ν+,p̄ ≈ 29.656 MHz, νz,p̄ ≈ 645.262 kHz, ν−,p̄ ≈ 7.02 kHz. (7.1)

As discussed in Section 3.2, the advantageous way to perform proton-to-antiproton charge-to-

mass ratio comparison is to compare the cyclotron frequencies of an antiproton and an H− ion. Using

the equipment installed in the system (Section 5.6), antiprotons provided by the AD were captured,

cooled and cleaned from contaminant particles (see Chapter 13 for the details) to finally prepare a

cloud containing only antiprotons and H− ions. Here the H− ions were produced by the collision of

the beam on the degrader foil. From this reservoir of the particles, a single antiproton and a single H−

ion were extracted (Section 13.3) and stored in the measurement trap and one of the park electrodes

as shown in Fig. 7.1.

For the prepared antiproton and the H− ion, we performed cyclotron frequency comparisons.
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Figure 7.1: Experimental setup of the 2014 proton-to-antiproton charge-to-mass ratio comparison.
Adapted from Ref. [54].
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Figure 7.2: (A) Measurement sequence of the 2014 charge-to-mass ratio comparison. The cyclotron
frequencies of an antiproton and an H− ion were measured alternately by the sideband coupling
method. Each cycle was started by a trigger signal from the AD synchronized to the beginning
of the declaration cycle, and consisted of acquisition of an axial frequency spectrum, a sideband
spectrum, and a rapid adiabatic transport to swap the positions of the particles. (B) On-axis potential
configurations used for the sequence in (A). While one of the particles was being measured, the otter
was stored in one of the park electrodes adjacent to the measurement trap. (C) Allan deviation of
the cyclotron frequency of an antiproton in the measurement trap sampled under different conditions:
(i) the AD was operational and the measurement cycle ran independently from the AD, (ii) the AD
was operational and the measurement cycle was synchronized to the AD (iii) the AD was shut down.
Figures (A,B) are adapted from Ref. [54], (C) is from Ref. [77].
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The measurement sequence is shown in Fig. 7.2 (A), which alternately measured the cyclotron

frequency of the two particles by the sideband coupling method, namely by acquisition of axial single-

dip and sideband double-dip spectra. The magnetron frequency was obtained by an approximation

Eq. (2.41)

ν−,i ≈
ν2
z,i

2ν+,i
(7.2)

to obtain the cyclotron frequency by the invariance theorem Eq. (2.40)

ν2
c,i = ν2

+,i + ν2
z,i + ν2

−,i. (7.3)

for each cycle i. While one of them is being measured, the other was kept in one of the park elec-

trodes. The potential configurations are displayed in Fig. 7.2 (B) for the antiproton measurements

(Fig. 7.2 (B)(i)) and the H− measurements ((B)(ii)). To switch between the two configurations, the

particles were transported by sequential ramps of potentials applied on the electrodes. This shuttling

method was adiabatic, that is not to heat the particles on an observable level, and fast. One set of

transports was executed within 15 s. This rapid exchange realized a data sampling rate which was

about 50 times higher than the previous measurement by the TRAP collaboration [114].

During a part of the data taking period, the AD was operational and effects of the magnetic

field fluctuations generated by its ring to the cyclotron frequency measurement were observed. They

are characterized in Fig. 7.2 (C), where the Allan deviations of the cyclotron frequencies recorded

in different conditions are compared [77]. As the AD is operated, ramps of the bending magnets in

the ring produce a periodic magnetic field fluctuations typically with horizontal amplitude of 100-

500 nT, and in a period of 120 s (for a detailed characterization, see Section 11.3). These periodic

fluctuations were experienced by the particles with a suppression of about a factor of 10 by shielding

of a superconducting magnet used in 2014 beam-time. When the measurement cycle ran independently

from the AD, the Allan deviation of the cyclotron frequency shows an oscillatory component caused

by a beat between the AD cycle and the measurement cycle which had a period of about 21 min

(Fig. 7.2 (C)(i)). To suppress the beat, we synchronized the measurement cycle to the AD operation,

for his purpose, each measurement was started by a trigger signal timed at an injection of antiproton

beams to the AD ring (Fig. 7.2 (A)). The oscillatory component in the cyclotron frequency Allan

deviation was removed and a white noise component of 160 mHz · (cycle)1/2(or10 nT · (cycle)1/2) and

a random walk component of 220 mHz · (cycle)−1/2 (14 nT · (cycle)−1/2) remained (Fig. 7.2 (C)(ii)).

In a dataset sampled when the AD was shut down (Fig. 7.2 (C)(iii)), the random-walk component

reduced to 160 mHz · (cycle)−1/2 (10 nT · (cycle)−1/2), while the white noise component remained

same. Therefore a part of the random walk component was attributed to the cycle-by-cycle magnetic

field fluctuations produced by the AD operation.
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7.2 Data analysis

Over a period of 35 days, we sampled 6521 sets of p̄-H− cyclotron frequency ratios. In Fig. 7.3 (A),

the sampled cyclotron-frequency ratio Rp̄H− is shown as a function of time. The offset Rth is the

theoreticl value (Eq. (3.24))

Rp̄H−th = χp̄H− = 1.001 089 218 754(2). (7.4)

To account for a magnetic field drift between the measurements, i th data point of the ratio Rp̄H−

was obtained from νc,H− and νc,p̄,i,i+1 defined as

νc,p̄,i,i+1 = νc,p̄,i + νc,p̄,i+1 − νc,p̄,i
tp̄,i+1 − tp̄,i

· (tH−,i − tp̄,i) (7.5)

where tp̄,i and tH−,i express the times of the i th measurements of the antiproton and the H−

ion, respectively. The evaluation with the reciprocal data processing was also made to check the

consistency.

The obtained ratios are projected to a histogram in Fig. 7.3 (B). From the obtained data, the

center of the ratio distribution was estimated by a d a Maximum-Likelihood fit, assuming a Gaussian

distribution and taking into account the correlations between the data points. The obtained result

was

Rp̄H−,exp = 1.001 089 218 872(64) (68% C.L.). (7.6)

The obtained width of the distribution was 5.5× 10−9. Several checks were performed on the statis-

tical characteristics of whiteness of the data. First, the power spectrum density (PSD) of the sampled

ratios Rp̄H− was evaluated. As seen in Fig. 7.3 (C) the PSD was constant against frequency. Secondly

the Allan deviation of the ratio σA(Rp̄H− , τ) was evaluated. The result is shown in Fig. 7.3 (D) in a

double-log scale. The red line shows a linear fit which had a slope α of α = −0.501(2). The scaling

σA(Rp̄H− , τ) ∝ τα ≈ τ−1/2 (7.7)

confirms the white-noise character of the data.

To further verify the entire procedure above, we also evaluated the cyclotron frequency ratios

for p̄-to-p̄ and H−-to-H− by data measured in subsequent cycles in the same way as above. This

comparison of the identical particles yielded a result

Rid,exp − 1 = −3(79)× 10−12 (68% C.L.), (7.8)

which is consistent with 1. After the systematic corrections in total ∆Rp̄H−,sys = −117(26)× 10−12
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Table 7.1: Systematic shifts larger than 10−12 and the ones below are separated by the horizontal
lines. See the text for details.

Effect Correction of Rp̄H− (10−12) Uncertainty δRp̄H− (10−12)

(i) Trap asymmetry -114 26
(ii) Detuned TR of H− ion -3 1
(iii) Tilt of the apparatus -0.027 0.0070
(iv) Voltage drift 0.015 0.0030
(v) Magnetic gradient shift -0.002 0.0002
(vi) Magnetic bottle shift 0.009 0.0120
(vii) Image charge shift 0.047 0.0040
(viii) Image current shift < |0.001| < |0.001|
(ix) Relativistic shift -0.024 0.0020
(x) Rubidium frequency standard 0 3

Total systematic shift/uncertainty -116.9 26.2

(Table 7.1) which will be discussed separately in the next section, the final result was obtained to be

Rp̄H−,fin = 1.001 089 218 755 (64)(26), (7.9)

which translates to ∣∣∣∣ (q/m)p̄
(q/m)p

∣∣∣∣− 1 = 1 (64)(26)× 10−12 (68% C.L.), (7.10)

being consistent with CPT symmetry. The combination of the statistical and systematic uncertainties

are 6.9× 10−11 in relative uncertainty at 68% C.L..

7.3 Systematic shifts and uncertainties

Detailed of the systematic corrections are discussed below. The trap parameters used to evaluate the

systematic shifts are summarized in Table 7.2.

The leading systematic correction as well as the major systematic uncertainty (Table 7.1 (i)) were

caused by the adjustment of the trapping potential ∆VH−p̄ ≈ 5 mV (Table 7.2 (v)) necessary to

tune the axial frequencies of p̄ and H− in resonance with the axial detector at ν0,eff ≈ 645.262 kHz.

Due to asymmetries of the trap (recall Fig. 3.3), the voltage tuning caused a shift of the axial

position between the two particles by about 30 nm (Table 7.2 (vi)). This was estimated by voltage-

and geometrical offsets of the measurement trap obtained by careful trap characterization (see the

supplementary information of Ref. [54]). Together with a magnetic gradient B1 = −7.58(42) mT/m

(Table 7.2 (viii)), this geometric displacement induced a systematic shift of −117(26)× 10−12 to the

ratio Rp̄H− .

The second largest shift was also caused by this voltage tuning (Table 7.1 (ii)). The tuning ratio
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Table 7.2: Trap parameters used for the systematic correction in then 2014 measurement.

(i) Trap radius a a = 4.5 mm
(ii) Trap C2 C2 = 18 404 m−2

(iii) p̄ ring voltage VR,p̄ = 4.662 035 V
(iv) H− ring voltage VR,H− = 4.667 038 V
(v) H−-p̄ voltage difference ∆VH−p̄ = 5.003 mV
(vi) H−-p̄ axial position difference ∆z = 29(6) nm
(vii) Magnetic field B0 = 1.946 T
(viii) Magnetic gradient B1 = −7.58(42) mT/m
(ix) Magnetic bottle B2 = 6.8 (9.1) mT/m2

(x) TR detuning for H− ∆TRH− = 2.2× 10−5

(xi) Residual C4/C
2
2 for H− C4/C

2
2 = −8× 10−5

(xii) Axial temperature Tz = 5.2 (1.1) K
(xiii) Modified-cyclotron temperature T+ = 243(49) K

(TR) of the measurement trap use din the measurement was optimized for the antiproton, which

was slightly detuned for the H− ion. This resulted in a small residual C4 in case of H− measurement

(Table 7.2 (x, xi)), leading to the shift of Rp̄H− by −3(1)× 10−12.

The other systematic shifts are on levels below 10−12 (Table 7.1 (iii–x)). The entry of the tilt of

the apparatus (iii) accounted for the error of the approximation formula Eq. (7.2) due to the tilt of

the apparatus. The angle between the electric potential axis and the magnetic field axis θ affects this

formula by [90]

ν− = ν2
z

2ν+
· 9

4 sin2 θ. (7.11)

By comparing the frequency obtained by the formula of Eq. (7.2) against the magnetron frequency

directly measured by the sideband method, we estimated θ = 0.4(1)°, and corrected the ratio Rp̄H−

by −2.7(7)× 10−14.

The effect of Table 7.1 (iv) accounted for voltage drift during the measurement. The rest of the

effects (x–ix) are as explained in Sections 2.3.3 and 2.3.4, estimated based on the parameters in

Table 7.2.
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8
Discussion of physical significances and
prospects for improvement

In this chapter, physical significances of the recent BASE results summarized in Chapters 6 and 7

are discussed. In the later part of the chater, we shall discuss prospects for improvement of these

measures. Specifically, in Section 8.3, a strategy of 2017 run for improvement of the charge-to-mass

ratio comparison is discussed.

8.1 Physical significances of the recent results

8.1.1 Improved CPT tests in the baryonic sector

The results of the charge-to-mass ratio and magnetic-moment comparisons obtained in the years

2014–2016 are summarized as∣∣∣∣ (q/m)p̄
(q/m)p

∣∣∣∣− 1 = 1 (69)× 10−12 (68% C.L.) (8.1)

(gp
2 −

gp̄
2

)
= 5(74)× 10−10 (95% C.L.). (8.2)

τp̄ > 5.0 a (90% C.L.) (8.3)

Their sensitivities as CPT tests can be evaluated by converting them to unit of absolute energy. For

the charge-to-mass ratio, what defines the sensitivities is the cyclotron transition energy between the

proton and the antiproton. By recalling ∣∣∣∣ (q/m)p̄
(q/m)p

∣∣∣∣ = ωc,p̄

ωc,p
, (8.4)
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the constraint of CPT violation in this system δEωc is derived to be

δEωc = |~ωc,p̄ − ~ωc,p|

=
∣∣∣∣~(ωc,p̄

ωc,p
− 1
)
· ωc,p

∣∣∣∣ < 8× 10−27 GeV (68% C.L.).
(8.5)

This result corresponds to an improvement by a factor of 4 from the previous best limit set by the

TRAP collaboration [114].

The sensitivity of the CPT test by the magnetic moment comparison of Eq. (8.2) can be discussed

in a framework of the Standard Model Extension (SME) developed by V. A. Kostelecký and D.

Colladay [151, 152]. It is an effective field theory conceived in search of Lorentz violation which could

exist in theories such as string theory [153, 154]. It has been proven that in a unitary and local field

theory, violation of CPT symmetry must be accompanied by Lorentz violation [155]. Therefore the

Lorentz-violating model of the SME provides a way to quantify sensitivities of experimental CPT

tests. The SME Lagrangian is constructed by adding possible Lorentz-violating operators to the

Standard Model Lagrangian, each of them associated with a coefficient which defines its magnitude.

These SME coefficients have been constrained by experimental tests of CPT- and Lorentz symmetry

[156].

In Ref. [157], SME coefficients associated with Penning trap spectroscopies of charged particles

are discussed. What defines the sensitivity in this framework is the anomaly frequency ωa defined

by ωa ≡ ωL − ωc. If a difference of anomaly frequency originated from CPT violation is denoted as

δωpa and δωp̄a for the proton and the antiproton, respectively, they are related to SME coefficients

b̃p, b̃
∗
p, b̃F,p, b̃

∗
F,p, which represent couplings to a Lorentz-violating spinor field, as [157]

δωpa = 2(b̃zp − b̃zzF,pB)

δωp̄a = 2(−b̃∗z
′

p + b̃∗z
′z′

F,p B∗).
(8.6)

Here the superscripts z and z′ represent the components of the coefficients in the non-inertial labo-

ratory frames of the experiments of the proton and the antiproton, respectively. B and B∗ represent

the magnetic field strengths of the respective measurements. Using them, the difference of the proton-

antiproton g-factors g/2 = ωL/ωc can be expressed as

gp
2 −

gp̄
2 = 2

ωpcω
p̄
c

(Σωpc ∆ωpa −∆ωpc Σωpa) (8.7)

with ∆ωpc ,∆ωpa ,Σωpc ,Σωpa defined as below:

∆ωpc ≡
1
2(ωpc − ωp̄c ), ∆ωpa ≡

1
2(δωpa − δωp̄a),

Σωpc ≡
1
2
(
ωpc + ωp̄c

)
, Σωpa ≡

1
2
(
δωpa + δωp̄a

)
.

(8.8)
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Table 8.1: List of constraints of the SME coefficients by the magnetic moment comparison between
the proton and the antiproton. All values in 95% C.L.. The values in the table are adapted from
Refs. [80, 117].

SME coefficients Constraints 2014 [157] Constraints 2017 [52, 53].
|b̃Zp | < 2× 10−21 GeV < 6.9× 10−25 GeV

|b̃XXF,p + b̃Y YF,p | < 1× 10−5 GeV−1 < 3.9× 10−9 GeV−1

|b̃ZZF,p| < 1× 10−5 GeV−1 < 3.3× 10−9 GeV−1

|b̃∗Zp | < 6× 10−21 GeV < 1.3× 10−24 GeV
|b̃∗XXF,p + b̃∗Y Yp | < 2× 10−5 GeV−1 < 2.8× 10−9 GeV−1

|b̃∗ZZF,p | < 8× 10−6 GeV−1 < 1.0× 10−8 GeV−1

For derivation of the constraints on the SME coefficients, the different directions/locations and the

different magnetic field strengths of the experiments, as represented by z, z′ and B,B∗ in Eq. (8.6),

have to be taken into account1. We applied a prescription given in Ref. [157] to derive the constraints

as listed in Table 8.1 [117]. The superscripts X,Y, Z of the coefficients in the table represent the sun-

centered coordinate system employed in the SME. The new results improved each of these constraints

by three orders of magnitudes than in 2014. Some of the coefficients are constrained at the level of

10−24 GeV. They are comparable to the constraints on the corresponding SME coefficients set by

electron/positron or muon/anti-muon magnetic moment comparisons [51, 158].

These sensitivities on the orders of 10−27 GeV set by the charge-to-mass ratio comparison, and

10−24 GeV by the magnetic moment comparison constitute the most stringent tests of CPT symmetry

in the baryonic sector.

The proton lifetime has been a subject of investigation for a long time in search of a baryon number

violation which is predicted by the Grand Unified Theories (GUTs) [159–161]. Stringent limits up to

τp > 2.1× 1029 a (90% C.L.) [162] have been derived by direct measurements. For specific channels,

limits on the order of 1034 a have been obtained [163]. If any decay is observed for antiprotons, it

indicates CPT violation accompanied by a violation of a baryon number.

The directly measured limit of the antiproton lifetime of Eq. (8.3) has improved the previous limit

obtained by a similar method by a factor of about 30 [147]. The antiproton lifetime has also been

constrained by other methods. In Ref. [164], the antiproton lifetime limit is derived from energy spectra

of antiproton-to-proton ratio of the cosmic ray flux to be τp̄ > 8× 105 a (90% C.L.). This estimation is

based on a model of production and propagation of antiprotons in the interstellar medium. Another

limit is derived in Ref. [165], where a detector placed in an antiproton accumulator ring was used to

seek for possible decays of antiprotons in forms of p̄→ e−X or p̄→ µ−X. No statistically significant

decay signal was observed for any of these modes, setting the lower limits on the particle lifetime at
1The small difference of magnetic field between BMainz = 1.90 T and BCERN = 1.945 T in this case does not make

a significant difference in derivation of the limits.
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Figure 8.1: (A) Sampled ratio Rp̄H− as a function of time, same data as shown in Fig. 7.3. (B)
Periodogram of data in (A). The period corresponds to the sidereal day is marked by the red vertical
line. The background noise level at 95% C.L. obtained by simulations is indicated by the green
horizontal line. The figures are adapted from Ref. [168].

the levels of 103–105 a, depending on the decay modes. Although our limit is less stringent than these

methods, this direct method gives a model-independent inclusive limit which also constrains decay

channels invisible to detectors. Examples of such decays are ones predicted by supersymmetric GUTs

[166] such as p̄→ νeK
− or p̄→ νµK

−.

In addition to the comparison of the final results of Eqs. (8.2) to (8.4) discussed above, the high

sampling rate of the charge-to-mass ratio comparison allowed us to perform a search of sidereal

variation on the p̄-H− cyclotron frequency ratio. If observed, this could imply an existence of a

Lorentz-violating background field coupled to the antiproton or the H− ion. A PSD periodogram

[167] was obtained from the sampled ratio Rp̄H− as seen in Fig. 8.1 (B). The signal amplitude at the

sidereal day tsid = 86 164.1 s was compared with simulated background amplitudes to set an upper

limit of a sidereal variation of Rp̄H− in a unit of relative amplitude to be < 7.2× 10−10 at 95% C.L..

8.1.2 Constraint on gravitational anomaly of the antipro-
ton

The result of the charge-to-mass ratio comparison can be interpreted as a test of the weak equivalence

principle on antimatter, if we assume CPT symmetry to hold.

This can be done by using an effect known as a gravitational redshift. This is a phenomenon

that two clocks in different gravitational potentials oscillate at different frequencies according to the
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gravitational time dilation. This has been precisely tested with ordinary matter [169–171] and has

also been applied to the global positioning system (GPS) [172]. It can be shown that testing the

identity of this scaling between two clocks is equivalent to testing the weak equivalence principle on

these two bodies [173].

Now if we assume CPT symmetry and that the masses of the proton and the antiproton are

identical, an antiproton and a proton in the magnetic field should have the same cyclotron frequency

in the absence of a gravitational field. The actual measurement compares them in the gravitational

field on the surface of the Earth. If the weak equivalent principle holds for the antiproton in the same

as ordinary matter, the two should experience the same gravitational redshift. If a difference in the

frequencies is observed, it implies an gravitational anomaly of the antiproton.

To derive the constraint, we followed the discussion by R. J. Hughes and M. H. Holzscheiter

[173]. Here a form of gravitational anomaly is assumed which modifies the gravitational potential

on ordinary matter U to αgU for the antiproton. The gravitational redshift of a cyclotron-frequency

clock is derived by considering the gravitational effects on the mass as well as on the magnetic field.

It is

ωc,p → ωc,p

(
1 + U

c2

)
(8.9)

for a proton and

ωc,p̄ → ωc,p̄

(
1 + (3αg − 2)U

c2

)
. (8.10)

for an antiproton. This would appear as a relative difference of the cyclotron frequencies of the two

as
ωc,p̄ − ωc,p

ωc,p
= 3(αg − 1)U

c2
. (8.11)

To determine the potential magnitude of the absolute gravitational potential U on the location of the

experiment, we followed the previous works and chose U to be the potential of the local super cluster

|U/c2| ∼ 10−5 [173–175] and obtained

|αg − 1| < 8.7× 10−7. (8.12)

from the result of Eq. (8.4). This method provides a stringent limit complementary to direct gravity

tests on antimatter. It should be noted that this indirect limit involves assumptions on the model.

As noted in the beginning, CPT symmetry is assumed. In addition, it is also assumed that a possible

anomalous gravity of the antiproton follows the tensor gravity field as ordinary matter. This assumes

the anomaly to be a long-scale interaction. An anomaly with a length scale shorter than the size of

our Galaxy is not constrained in this framework.
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8.2 Prospects for improvement

Further improvement is foreseen for each of the measurements discussed in the last section.

As for the magnetic moment measurement, the high effective temperature of the cyclotron detec-

tion system due to electromagnetic interference with noise in the AD hall had been the major issue

in 2015/2016 magnetic moment measurements. After optimization of the system, the temperature

was lowered to T+ ≈ 12 K, and the high-precision magnetic moment measurement was enabled by a

newly invented multi-trap measurement scheme using two particles.

However this in turn introduced new systematic effects. The dominant error arose from the use

of two particles, which contributed to a systematic uncertainty of about 0.96 p.p.b..

This issue of the cyclotron detection system has been resolved in 2017 run by installing it inside the

trap chamber (see Section 5.3), which is a major part of the Ph.D. thesis of James A. Harrington [79].

This will allow an improvement of the precision of the antiproton magnetic moment to a comparable

level to the recent proton measurement by the Mainz group. As a major upgrade of the experimental

techniques, sympathetic cooling of protons with laser-cooled beryllium ions is currently being imple-

mented to the Mainz experiment [73]. In the near future, the methods are planned to be transferred

to CERN to be applied to antiprotons. If successfully implemented, this is expected to deterministi-

cally prepare protons and antiprotons with a mode temperature of the modified cyclotron mode of

30 mK, which will increase the data-taking rate of the high-precision magnetic moment measurements

dramatically.

The last limit of the directly-measured antiproton lifetime was limited by the number of antipro-

tons initially stored in the RT. As will be discussed in Chapter 13, in 2017 run, the catching efficiency

of antiprotons was improved by a factor of 3 than in 2015/2016 run, which will allow a much faster

data accumulation rate for the lifetime measurement. In future, a dedicated experiment is planned,

which will store antiprotons of order 10000 and will improve the limit to 103–104 a [76]. Trapping of

such large numbers of antiprotons has been successfully demonstrated by other AD experiments [143,

176].

8.3 Strategy of the 2017 run for an improved charge-
to-mass ratio comparison

The 2017 run was dedicated to improvement of the proton-to-antiproton charge-to-mass ratio compar-

ison. Based on the measurement in 2014 discussed in Chapter 7, a two-fold strategy for improvement

was conceived.

The first was to eliminate the major systematic uncertainty of the last measurement. As discussed

in Section 7.3, the tuning of the ring voltage VR between the antiproton and the H− ion caused
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the major systematic correction and the largest systematic uncertainty in the 2014 measurement. To

eliminate this effect, a new axial detection system with a tunable resonance frequency was developed

[81] (Chapter 9). The voltage tuning in the 2014 measurement was necessary to keep the axial

frequency of each of the antiproton and the H− ion in resonance with the detection system. With

a detection system with a tunable resonance frequency, the adjustment of the ring voltage will no

longer be necessary.

Secondly, we aimed to improve the cyclotron frequency stability in the apparatus. This allows

sampling of high-quality data and will enable a reduction of statistical uncertainty in the final deter-

mination of the antiproton-to-H− cyclotron frequency ratio. As discussed in Section 7.1, in the 2014

charge-to-mass ratio comparison, influences of external magnetic field fluctuations were observed in

the cyclotron frequency fluctuations. Therefore, an advanced magnetic shielding system has been

developed to reduce influences of the external field fluctuations (Chapter 10). Another development

made for this purpose is a monitoring system which continuously records the conditions of the appa-

ratus by various sensors (Chapter 11). This allows identification of environment-originated cyclotron

frequency fluctuations, and make relevant development possible.

To discuss the required stability in a unit of the absolute cyclotron frequency fluctuation, discussion

in Section 3.1.1 can be used. From Eq. (3.12), the absolute cyclotron frequency fluctuation Ξc is related

to the width of the distribution of the frequency ratio σR by

σR ≈
Ξc,p̄

νc,p̄
(8.13)

where σR denotes the distribution of the ratio Rp̄H− . The right hand side is the relative cyclotron

frequency fluctuation of the antiproton. The data of Rp̄H− sampled in the 2014 measurement had a

Gaussian-like distribution with a width of σR, 2014 = 5.4× 10−9 (Fig. 7.3 (B)). This corresponds to

Ξc,p̄ = 163 mHz. A significant improvement from this condition has been the goal of improvement in

the 2017 commissioning.

The uncertainty of the determination of the center of the distribution of the ratio δRp̄H− can be

expressed with the width of the distribution σR and the sample size N as

δRp̄H−,est = σR√
N
≈ 1√

N

Ξc,p̄

νc,p̄
, (8.14)

in case the data points are uncorrelated. In fact, there is a correlation between the data points due

to the interpolation of data (see Eq. (7.5)), which should be taken into account in the final data

analysis as done in case of the 2014 measurement. However Eq. (8.14) can still be used as a practical

measure to estimate precision which can be achieved for a given condition of the experiment. Its

validity can be checked by substituting σR, 2014 = 5.4× 10−9, N2014 = 6521, from which we obtain

δRp̄H−,est,2014 = 6.7× 10−11, approximately being consistent with the statistical uncertainty of the
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2014 measurement obtained by the Maximum-Likelihood estimation accounting for the correlation.

Once a significantly improved stability is reached, acquisition of data with enough statistics can

be well counted from the ability of the reservoir trap demonstrated in the 2015/2016 run.

In Part V, each of the above-discussed upgrades are described.
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9
Tunable axial detection system

As discussed in Chapter 7, both the major systematic correction and the major systematic uncer-

tainty of the 2014 charge-to-mass ratio comparison came from the difference of positions between the

measured antiproton and H− ion caused by the adjustment of the ring voltage VR between the two

particles.

In order to improve this aspect of the measurement, a new axial detection system with a tunable

resonance frequency was developed as an upgrade specialized to this measurement. The concept is to

keep the ring voltage constant between the two particles and instead tune the resonance frequency

of the detector. The position correction will no longer be necessary, and the primary source of the

systematic uncertainty will be eliminated.

The system has been built by collaborative efforts of the BASE team at CERN: know-how to

build high-quality superconducting resonators and low-noise electronics for axial detection systems

have been developed over the years [101, 177]. The detection systems currently installed to the

apparatus at CERN are based mainly on works by Hiroki Nagahama [80], which have been published

as Ref. [136]. Implementation of the tunable functionality was the subject of Toya Tanaka’s master’s

thesis work [81].

The main scope of this thesis is the characterization of the system after installation to the experi-

ment (Section 9.3). In order to provide the necessary information, the specifications of the system are

summarized in Section 9.2. Details of the design and the construction should be referred to Refs [80,

81, 136].

At the end of 2017 run-I, we had an opportunity to characterize the detection system in a cryogenic

environment but without a strong magnetic field. This is shortly summarized in Section 9.4.
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9.1 Requirements of the tunable detection system

The required tunable range of the system is discussed based on the axial frequency of the two particles

at the same ring voltage VR;

νz,p̄
νz,H−

=
(

1
2π

√
2qC2VR

mp̄

)/(
1

2π

√
2qC2VR

mH−

)

=
√
mH−

mp̄
≈ 1.00054.

(9.1)

For a typical axial frequency νz,p̄ = 640 kHz, this frequency difference νz,p̄ − νz,H− is about 350 Hz.

The tunable range of the detector ought to cover this range.

Another requirement is on the effective temperature of the system. If the effective temperature

differs largely between the tuning conditions, it could lead to a systematic shift of the cyclotron

frequency ratio.

Among the temperature dependent frequency shifts (see Section 2.3.3), the dominant contribution

is the shift of the modified cyclotron frequency due to the coupling of the magnetic bottle term B2

and the axial mode energy Ez. From Eq. (2.80),

∆ωc
ωc
≈ ∆ω+

ω+
≈ 1
mω2

z

B2

B0
〈Ez〉. (9.2)

For the PT in 2017 run-II, B2 was measured to be B2 ≈ −0.267 T/m2 (see Section 14.2.2). Substi-

tuting this to Eq. (9.2),
∆ωc
ωc
≈ −7× 10−11[K−1] · Tz. (9.3)

Since the comparison on the order of 10−11 is aimed, it is required to the detection system that the

difference of the effective temperature between p̄- and H− operation ∆Tz to be . 10% in order that

the tuning does not produce any significant frequency shifts.

9.2 Specifications of the tunable detection system

This section gives a summary of specifications of the tunable axial detection system installed in 2017

run-II, which is based on what was characterized in Toya Tanaka’s master’s thesis [81] with exchanges

of some components.

Fig. 9.1 gives an overview of the system. In parallel to a resonator and an amplifier, the basic

ingredients of the image-current detection system [136], a varactor diode is implemented for the tuning

functionality. It is represented by its parallel capacitor Cv and effective parallel resistance Rv. The

amplifier is expressed in the schematic as a parallel circuit of an ideal amplifier and its parallel input

resistance Ra and the parallel input capacitance Ca. The coupling capacitors Cc,v and Cc,a are placed
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Figure 9.1: Equivalent circuit of the tunable axial detection system, consisting of the resonator,
the varactor circuit, and the cryogenic amplifier. The varactor and the amplifier are coupled to the
system via the coupling capacitors Cc,v and Cc,a. The amplifier is expressed by its effective parallel
capacitance, effective parallel resistance, and an ideal amplifier. Adapted from [81], edited under
permission by the author.

CpRp L1

L2 Cc,a

Ctrap

CaRv

Cc,v

Cv Ra

Ceff
Reff L

Figure 9.2: Definition of the effective parallel resistance Reff and capacitance Ceff of the total system.

between these components and the rest of the system. Together with, the ratio of the inductances L1

and L2 of the two parts of the coil, they define the coupling of these components to the output.

The couplings between the components are characterized by the coupling constants κl, κc,a, κc,v

defined by

κl ≡
L2

L1 + L2
, (9.4)

κc,a ≡
Cc,a

Cc,a + Ca
, (9.5)

κc,v ≡
Cc,v

Cc,v + Cv
, (9.6)

The effective parallel resistance Reff and the effective parallel capacitance Ceff are defined by the
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0 10.2 0.4 0.6 0.8
0

Figure 9.3: Scalings of the effective parallel resistance of the system Reff and the dip SNR against
the coupling constant κl. Realistic values of κc,v and κc,a are assumed. Rp||Rv||Ra ≡ (1/Rp + 1/Rv +
1/Ra)−1

equivalence of the circuit in Fig. 9.2 (A) and (B). Their expressions can be derived as below [80]:

Reff =
(

1
Rp

+ κ2
l κ

2
c,v

1
Rv

+ κ2
l κ

2
c,a

1
Ra

)−1
(9.7)

Ceff = Ctrap + Cp + κ2
l (κc,v Cv + κc,a Ca) (9.8)

The resonance frequency ν0 of the combined system becomes

ν0,eff = 1
2π
√
LCeff

. (9.9)

The tuning of ν0,eff is realized by variation of Ceff through Cv. The coupling constant κc,v defines how

the tuning range of the capacitance of the varactor Cv is reflected to the tuning range of the entire

system. In practice, a relation below from Eq. (2.106) is used to measure Reff from the Q-factor of

the resonance:

Reff = 2πν0,effLQ. (9.10)

Recalling the relations of Reff to the detection of the particle, the dip-width of the particle and

the SNR of the dip signal are expressed as

∆νz = 1
2π

q2Reff

mD2
z

, (9.11)

SNR =
√

4kBTzReff · κ
en

, (κ ≡ κlκc,a) (9.12)

with Tz being the effective temperature of the axial detection system and en the equivalent input

noise of the amplifier.

The effective parallel resistance Reff and the dip SNR scale with the coupling constant as shown
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in Fig. 9.3. The scalings against κl are displayed in the figure. The scalings against κc,a and κc,v

follow the same trends as κl, although the slopes of the curves differ. Here, it can be seen that for a

large κ, the signal increases in contrast to the constant background noise and enlarges the SNR. At

the same time, a stronger coupling to smaller resistors Rp,a and Rp,v causes Q to decrease, resulting

in a smaller Reff .

In order that the dip signal is not smeared out by fluctuations of the axial frequency, which is

principally determined by the stability of the voltage source to be ≈ 25 mHz at a typical averaging

time, the system has to have an enough Reff which corresponds to ∆νz & 1 Hz. Based on these

considerations, κl ≈ 0.2 is employed, which corresponds to ∆νz ≈ 3 Hz and SNR of 20–30 dB.

The electronic feedback (see Section 9.3) can be used to fine-tune Reff to achieve an optimum ∆νz
(see Section 15.2.1 for more details).

More details of each component are described in the following sections.

9.2.1 Axial resonator

(2r = 75 um)

A
C

E

D

B

A = 36 mm 
B = 41 mm 
C = 23 mm 
D = 10 mm 
E = 16 mm

NbTi housing 

NbTi cap

PTFE core

PTFE holder

Cold end
Trap end

Hot end

Figure 9.4: Schematic of the axial resonator used in the tunable axial detection system. Adapted from
Ref. [81], modified under permission by the author. PTFE insulated NbTi wire is wound on the PTFE
core. The three ends of the coil are shown on the left figure. The toroid is installed in the PTFE
holder and mounted in the NbTi housing. Values of the geometrical parameters A–E are specified on
the right.

As explained in Section 5.4.3, the axial resonator is a high-quality superconducting toroidal coil.

It is made of three layers of PTFE insulated NbTi wire of 75 µm diameter, wound on a toroidal PTFE

core. (Fig. 9.4) The three ends: the hot, cold and the tap end in Fig. 9.4 are respectively connected

to the feedthrough (toward the trap electrode), the RF ground of the apparatus, and to the high-

impedance input of the amplifier. The tap end is branched from the wire, separating the total turn

N into N1 and N2 at a defined ratio. (see Fig. 9.1). The total turn N defines the inductance L of the

resonator. The formula below was found to reproduce measured inductances with accuracy of 10%:

L = µ0C(D − E)
π(D + E) N2. (9.13)
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Table 9.1: Unloaded properties of the resonator used in the tunable axial detection system by a
measurement in a cryogenic test setup. The properties of the resonator were extracted from spectra
measured by a network analyzer.

Inductance L 1.75 mH
Turn N 800

Parallel capacitance Cp 11 pF
Q-factor 194 000

Resonance frequency νres 1.09 MHz
Parallel resistance Rp 2.3 GΩ

Here µ0 is the permeability of vacuum,D and E are the geometrical parameters of the toroid indicated

in Fig. 9.4. N = 800 for this resonator. It has a measured inductance of L = 1.75 mH.

Special cares were taken to produce low-loss soldering joints between the NbTi wires and high-

purity copper wires at the ends of the windings [177].

After being wound on the core, the wires were tightly wrapped with PTFE tapes, and placed

in a PTFE holder to ensure good thermal connections. The assembly is mounted in a well-polished

NbTi housing which confines the signal and helps to achieve a high Q-factor. When the resonator is

installed in the apparatus, the housing is attached to the 4 K stage by copper braids to compensate

bad thermal conductivity of NbTi.

By these designs and methods, production of a high-quality resonator on the order of Q ∼ 105

is made possible The properties of the unloaded resonator measured in a cryocooler test setup are

listed in Table 9.1.

9.2.2 Varactor

The varactor is the key component for tuning of the resonance frequency which functions as a variable

capacitor. A GaAs hyperabrupt junction varactor MA46H072 by MACOM which is also used in a

cyclotron detection system [137, 178] is employed. The capacitance of the varactor can be controlled

by a biasing voltage supplied between the ends of the diode in inverse polarity. The circuit for the

biasing is shown in Fig. 9.5. As the biasing voltage changes, a change of the electron density around

the pads of the varactor varies the depletion length, hence the capacitance of the component. For

variations of the bias voltage in a range of −1–10 V, the capacitance of the varactor changed from

approximately 1–9 pF [81].

The coupling capacitor Cc,v defines the coupling of the varactor with the rest of the system and

also the tuning range of the system. Cc,v = 2.2 pF was found to provide a sufficient tuning range

[81]. Looking at Eq. (9.7), it is seen that a large Rv is desirable so that the reduction of Reff due

to the coupling with this component is small. In addition to a large resistance of the varactor itself,
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Cc,v

Figure 9.5: Circuit for varactor biasing. The end Varactor Output is connected between the resonator
and the amplifier in Fig. 9.1. The end Varactor Bias is connected to the voltage source for biasing in
the reversed polarity. As the varactor anode is grounded, the varactor behaves as a tunable capacitance
by variation of the biased voltage. The 100 MΩ resistor is connected to the varactor bias to prevent
reduction of the effective parallel resistance. Adapted from [81], edited under permission by the author.

a 100 MΩ resistor is placed in the biasing line to prevent reduction of Reff . The effective parallel

resistance Rv of the varactor circuit with the coupling factor is Rv · κ−2
c,v ≈ 216 MΩ.

9.2.3 Cryogenic amplifier

From Eqs. (9.7) and (9.12), it can be seen that a high input resistance Ra and a low equivalent input

noise en are required for the amplifier together with appropriate gain.

The circuit diagram of the amplifier is shown in Fig. 9.6. The amplifier consists of two stages:

a common-source amplifier as the input stage and a souse-follower circuit as the output stage. The

common-source circuit was employed to achieve high Reff . Since the common-source circuit has a

large output impedance, the source-follower circuit is used for the output stage to match the 50 Ω

impedance of the standardized laboratory RF components behind the first amplifier stage.

Considering the equivalent input noise en, the primary source of noise is the FET of the common-

source input stage. We employ GaAs MESFETs, whose direct band-gap allows its operation under

cryogenic environments. By denoting the respective noise on the FETs on the input stage and the

output stage as en,1 and en,2, the equivalent input noise en of the amplifier can be expressed as below

by accounting for the gain of the first stage G1,

en =

√
e2

n,1 +
e2

n,2

G2
1

(9.14)

Therefore, it is especially important to use a low-noise FET on the input stage.

Noise spectrum of a FET is characterized by contributions of Johnson-Nyquist thermal noise,

1/f noise due to the drain current, and so-called generation-recombination (GR) noise [179]. The

thermal noise is much reduced at the cryogenic temperature where the amplifier is operated. Hence
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Figure 9.6: Circuit diagram of the cryogenic amplifier of the tunable axial detection system. The
input stage is a common-source circuit using NE25139. The output stage is a source-follower circuit
with CF739. Adapted from [81]. Modifications were made under permission by the author to reflect
the present system.

Table 9.2: Characteristics of the cryogenic amplifier used in the tunable detection system.

Input resistance Ra 7.5 MΩ
Input capacitance Ca ≈ 2 pF

Coupling capacitance Cc,a 10 pF
Equivalent input noise en 0.7 nV/

√
Hz

Gain G 14 dB
Heat consumption ≈ 5 mW

the dominant part is from the 1/f noise and the GR noise. Dual-gate FETs are used because of their

smaller 1/f noise compared to the single-gate ones, owing to longer effective gate-drain distances [80].

The GR noise is produced around the terminals due to fluctuations in the number of free carriers in

the sample associated with random transitions of charge carriers between different energy bands of

the FET, which differs from FET to FET depending on, e.g., an effective lifetime of the carriers.

In addition to a high input resistance and a low input noise, there are some requirements for the

FETs such as low heat consumption and a low input capacitance Ca.

After comparisons based on the above considerations, two types of dual-gate MES-FETs were

selected: NE25139 (NEC) for the input stage and CF739 (Siemens) for the output stage [80].

The properties of the amplifier used in the axial detection system in 2017 run-II are summarized

in Table 9.2.
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9.3 Performance of the system installed in the ex-
periment
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Figure 9.7: Schematic of the tunable detection system installed in the apparatus. The half of the signal
is split to a feedback line at a power splitter. The frequency generators are used as local oscillators
of mixing: L.O. 1 for the down-conversion, L.O. 2 for the up-conversion for the feedback line. They
have the same frequency of 588 kHz. The phase of the feedback is controlled by the relative phase
between the L.O. 1 and L.O. 2. The attenuators define the feedback gain. The attenuation of the
voltage-controlled attenuator (VCA) is controlled by a bias voltage applied to a FET used in this
component. Details of the cryogenic components, such as described in Fig. 9.1 are omitted in this
figure.

The performance of the tunable detection system installed in the apparatus is summarized in this

section. A schematic of the system is given in Fig. 9.7. The resonator, the varactor, and the cryogenic

amplifier are installed on the 4 K stage of the electronic segments (Sections 5.2 and 5.4). In the

room temperature section, the signal is down-converted by the SSB down converter (Section 5.4.4)

to match the input range of the FFT analyzer, which is up to 102.4 kHz. After the down-conversion,

the signal is split by a beam splitter. One half of the signal is sent to the FFT analyzer. The other is

up-converted to the original frequency by another mixer (connected to L.O. 2 in Fig. 9.7), and fed

back to the resonator. The phase of the feedback is controlled by the phase between the two local

oscillators which are locked to the same Rb frequency standard. The feedback gain is controlled by

an amplifier and a chain of the attenuators. The attenuation of the custom-made voltage-controlled

attenuator (VCA in the figure) can be controlled by varying its bias voltage. When the feedback line

is not in use, the line is grounded by SPDT GaAs-FET switch (SW239) in the 4 K stage to prevent

electromagnetic interference with ambient noise.

The properties of the detection system without application of the feedback are summarized in

Table 9.3. The system exhibited one of the best performances among the axial detection systems

which have been used in the BASE apparatus. The dip-width of a single antiproton ∆νz,p̄ and the

SNR are respectively 4.3 Hz and 29 dB, which are both sufficient for the measurement and give room
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Table 9.3: Properties of the detection system without feedback.

Q-factor ≈ 22600

Effective parallel resistance Reff ≈ 159 MΩ

Single antiproton dip-width ∆νz,p̄ 4.3(2) Hz

Single antiproton dip SNR 29(2) dB

Effective temperature Tz,0 10.1(1) K

for fine-tuning by using the electronic feedback.

9.3.1 Temperature control by the electronic feedback

Control of the effective temperature of the detection system is demonstrated in Fig. 9.8. Spectra of

the detection system with a dip signal of single antiproton acquired under different conditions of the

feedback are shown together. The attributes of the spectra extracted by fits are listed in Table 9.4.

As the gain and phase of the feedback are tuned, they vary the Q-factor of the resonance and the

dip-width ∆νz, as discussed in Section 2.4.3. The effective temperatures in relative to the temperature

without feedback Tz,0 were evaluated using the relation below from Eq. (2.126)

∆νz,eff

∆νz,0
= Teff

Tz,0
. (9.15)

The feedback is used for trap characterization (Section 14.2.2) and for optimization of a measure-

ment condition (Section 15.2.1).

9.3.2 Characterization of the tuning functionality

The tuning functionality of the detection system was characterized by evaluating spectra at different

bias voltages set to the varactor. The results are shown in Figs. 9.9 and 9.10. The measurement was

performed for the system without the feedback and with a negative feedback at Tz,eff/Tz,0 = 0.555.

The system has a sufficient tuning range to cover the axial frequency difference between the

antiproton and the H− ion. As shown in Fig. 9.10 (A), the resonance frequency can be tuned in

a range > 500 Hz by variation of the varactor bias voltage from 0 to 9 V (the maximum of the

voltage applicable to the bias is 20 V). The reproducibility of the resonance frequency evaluated

by the difference between the maximum and the minimum of the resonance frequency among 8

measurements was < 2.5 Hz for feedback off, and < 3.2 Hz for feedback on in the entire range of the

varactor bias 0–9 V.

The system was thus demonstrated to have a tuning range sufficient and high reproducibility of

the frequency.
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(i) 
(ii) 
(iii) 
(iv)

Figure 9.8: Spectra of the signal of the axial detection system with different feedback parameters.
For each spectrum, the feedback settings and the parameters evaluated extracted by fits are listed in
Table 9.4. The effective temperature of the detector was tuned in a range 0.6–1.9 in relative to the
original temperature.

Table 9.4: Characteristics of the detection system corresponding to spectra in Fig. 9.8. The feedback
setting of each condition is given in the first column. The gain was tuned by the bias voltage of the
voltage-controlled attenuator (VCA). A smaller voltage of VCA corresponds to a smaller attenuation
hence larger feedback gain. The phase of the feedback was set by the phase of the up-converting local
oscillator (LO) (L.O.2 in Fig. 9.7). The second to the fifth columns list the parameters of the system
evaluated from fit of the dip signals. The effective temperature Tz,eff was evaluated from the single
particle dip-width ∆νz,p̄.

Feedback setting SNR [dB] Q-factor Dip-width νz,p̄ Temperature Tz,eff

(i) Feedback off 27.8 21300 4.0 Tz,0

(ii) Positive, VCA = 0.670 V 33.0 30800 6.0 1.49 · Tz,0
(iii) Positive, VCA = 0.425 V 33.0 30800 7.6 1.89 · Tz,0
(iv) Negative, VCA = −0.20 V 21.5 16600 2.2 0.55 · Tz,0
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Figure 9.9: Spectra of the axial detection system with different bias voltages applied to the varactor.
The dataset without feedback is presented here.

A B

,e
ff

Figure 9.10: Characterization of the tuning functionality of the axial detector. The resonance fre-
quency ν0,eff (A) and the Q-factor (B) were extracted from spectra such as shown in Fig. 9.9 recorded
at different bias voltages of the varactor in a range of 0–9 V. The uncertainties were evaluated from
standard deviations that were obtained by a repetition of 8 sets of measurements. The error bars
of the plot (A) are hidden by the plot markers. The bias voltages chosen for measurements of the
antiproton (blue) and the H− ion (purple) are indicated by the vertical lines in the plots. The dashed
lines of the plot (B) indicate the mean Q-factor of all the measurements for each of feedback on and
off.
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Figure 9.11: Demonstration of use of the tunable axial detection system. Axial dip signals of a single
H− and a single antiproton recorded in two subsequent measurements are plotted together. Between
the two measurements, the particles were exchanged by transport operations. The varactor bias
voltage was tuned between the two spectra from 0.475 V (H−) to 5.265 V (p̄), while the ring voltage
VR stayed constant at VR = 4.576 780 V

The varactor biases at around 0.43 V and 5.2 V are respectively chosen for measurements of an

H− and an antiproton in actual measurement sequences. Examples of spectra recorded in alternate

measurements are shown in Fig. 9.11, where spectra of axial dip signals of an H− ion and an antiproton

are recorded subsequently, with the varactor bias tuned and the particles exchanged between the

measurements.

9.3.3 Temperature difference between the p̄- and H− opera-
tional conditions

In order to investigate a possible temperature difference between the p̄- and H− operational conditions,

signal on the detection system in these two conditions were compared in detail.

The data used here was acquired by alternate measurements of the axial frequencies between an

antiproton and an H− ion with a native feedback corresponding to ∆νz,p̄ ≈ 2 Hz. For each axial

dip spectrum, a fit to the model based on Eq. (2.111) was performed. An example of the spectrum

acquired with a span of the FFT analyzer at 50 Hz is shown in Fig. 9.12. Indicated as Ppeak in the

figure corresponds to the signal height of the peak of the resonance of the detection system, can is

obtained as one of the fit parameters. Ppeak can be expressed as below in unit of power:

Ppeak = 4kBTRefffb · κ2G (9.16)
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dB
m

Figure 9.12: Example of a n FFT spectrum where a single dip by an antiproton in the resonance
of the axial detection system recorded with a frequency span of 50 Hz. The signal level Ppeak which
corresponds to the peak of the resonance is indicated in the figure.

where κ is the coupling constant of the detection system as defined in Eq. (9.12), and G represents

the gain of the amplifiers. The ratio of the temperatures during the p̄- and H− operational conditions

can be expressed as
Tp̄
TH−

= Ppeak,p̄

Reff,p̄
·
Reff,H−

Ppeak,H−
. (9.17)

For the evaluation, FFT spectra simultaneously recorded with 50 Hz span and 400 Hz span were

used. The spectra at 400 Hz were used to extract the Q of the resonance of the detection system at

each condition, thereby determining Reff,p̄ and Reff,H− by Reff = 2πν0,effLQ. Ppeak,p̄ and Ppeak,H−

were extracted from 50 Hz-span spectra by fits as exemplified in Fig. 9.12. Part of the data is shown

in Fig. 9.13. In Fig. 9.13 (A), Ppeak is shown in unit of dBm for both of the antiproton data and

H− ion data. It can be observed that p̄ data has higher level. In Fig. 9.13 (B), the difference due to

Reff,p̄andReff,H− is corrected by subtracting 10 log10(Reff). Refff from Ppeak in unit of dBm. For data

of each index i, the temperature ratio in dB was obtained by

10 log10

(
Tp̄,i
TH−,i

)
= 10 log10

(
Ppeak,p̄,i

Reff,p̄,i

)
− 10 log10

(
Ppeak,H−,i

Reff,H−,i

)
(9.18)

The distribution of log10(Tp̄/TH−) thus obtained from 2263 sets of data is shown in Fig. 9.13 (C). The

obtained distribution has a width of 0.17 dB in the standard deviation. The center of the distribution

was estimated to be −0.023(4) dB. This corresponds to Tp̄/TH− = 0.994 (1). Therefore a possible bias

of the temperatures between the two operational conditions is estimated to be about 0.6%.

In conclusion, the tunable system installed in the 2017 run demonstrated a sufficient tuning
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Figure 9.13: Comparison of the signal level Ppeak between the p̄- and H− operational conditions. (A)
The signal level Ppeak in unit of dBm as s function of time. It can be observed that the signal level
of the antiproton signal is slightly higher. (B) To correct the difference of the signal level due to the
difference of Reff , 10 log10(Reff) is subtracted from Ppeak [dBm]. Reff was evaluated from the Q-factor
of the resonance obtained by spectra recorded in 400 Hz span. (C) Distribution of the temperature
ratio Tp̄/TH− in decibel. The center and the width of the distribution were evaluated by the mean
and the standard deviation, to obtain the estimations −0.023(4) dB and 0.174(4) dB, respectively.
The center is indicated by the red vertical line, with its uncertainty range by the orange lines.
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functionality for application to the improved comparison of proton-to-antiproton charge-to-mass ratio.

The bias of the temperature between the operational conditions of an antiproton and an H− ion was

estimated to be below 1%, which constrains the associated systematic shifts to be < 10−12 in relative

to the cyclotron frequency. In Section 14.3, shifts of the p̄-H− cyclotron frequency ratio Rp̄H− due to

this temperature difference will be assessed based on the trap imperfection parameters characterized

by measurements.

9.4 Influence of the magnetic field on the detection
system

An accidental quench of the superconducting magnet occurred between 2017 run-I and run-II. Al-

though unintended, this offered an opportunity to characterize the detection system installed in the

cryogenic apparatus in the absence of the magnetic field.

In Fig. 9.14, data measured by the monitoring system are shown.Fig. 9.14 (A) shows the angle θh,

the horizontal angle of the apparatus measured by accelerometers placed on the downstream- and

upstream cryostat supports (see Section 11.1). In Fig. 9.14 (B), the ambient magnetic field measured

by a Hall probe is shown. The moment of the quench is identified by the instantaneous change of

the magnetic field, and the following mechanical movements appeared in the accelerometer data. The

ambient magnetic field before quench was about 261 µT, it dropped to −14 µT after the quench.

Since a few minutes after the quench, FFT spectra of the PT axial detection system was being

recorded. Evolution of the attributes of the detection system evaluated by the fitting of these spectra

is shown in Fig. 9.14 (C, D). As seen in the plots, both the Q-factor and the SNR of the resonance

increased significantly in a few minutes after the quench.

The properties of the PT axial detection system are compared before and after the quench in

Table 9.5. Note here that components of PT detection system were replaced between run-I and run-

II. Therefore the system characterized in this section was made of a different set of a resonator

and an amplifier from the one which have been described until the last section. A characterization

measurement of the detection system was performed 86 days before the quench, where spectra were

recorded for two varactor bias voltages corresponding to ν0,eff = 515 250 Hz and 515 532 Hz. The

results are given in Table 9.5, and the corresponding spectra are shown in Fig. 9.15 as reference 1

and reference 2, respectively.

The SNR was about 18 dB right before the quench, having slightly improved since the character-

ization measurement. The dip SNR evaluated from spectra at 50 Hz span recorded during the night

before the quench is included in Table 9.5 as a reference.

The comparison reveals an increase of the Q-factor by a factor of 4, and an increase of the SNR

by +10 dB in the absence of the magnetic field. Applying Eqs. (9.12) and (9.12), this corresponds to
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Figure 9.14: Data recorded around the time of the quench of the magnet. The orange lines indicate
the moment of the quench estimated from the time of the magnetic field jump. (A) The angle θh,
the horizontal angle of the apparatus measured by accelerometers attached on the cryostat supports
(see Section 11.1). The offset of the angle of each series is subtracted. (B) Ambient magnetic field
measured by the Hall probe. (C,D) Evolution of the attributes of the detection system. The spectra
were recorded in 32 s averaging time, the time of the end of each averaging is shown as the horizontal
value. (C) The SNR (the left axis) and the Q-factor (right axis) of the resonance. (D) The resonance
frequency ν0,eff (the left axis) and the FHWM of the resonance ∆ν0,eff (the right axis).

Table 9.5: Comparison of the properties of the PT axial detection system in run-I before and after the
quench. The attributes from a reference measurement at two varactor bias voltages and the attributes
after the quench are compared. The entry with ∗ was evaluated from dip spectra recorded in 50 Hz
span, while the spectra used in the three other columns were recorded in 1600 Hz span.

Reference 1 Reference 2 Dip spectra After quench

Resonance frequency ν0,eff 515 250(1) Hz 515 532(1) Hz — 515 146.9(5) Hz
FWHM ∆ν0,eff 165(4) Hz 182(5) Hz — 41(1) Hz

SNR 15.6(3) dB 15.4(4) dB 18(3) dB∗ 29(1) dB
Q-factor 3130(86) 2839(82) — 12 680(439)

an increase of Reff by a factor of 4, and a reduction of en by a factor of 1.75. In other words, the

presence of the magnetic field had suppressed the original characteristics of the system this much.

This phenomenon was likewise observed for the other detection systems installed in the apparatus.

This seems to be attributed to an influence of the magnetic field to the FETs used in the amplifiers

such as variation of the electron mobility by the Hall effect. For example, Ref. [180] discusses the

Hall effect and the GMR effect on the mobility of a FET, and Ref. [181] assesses the influences of

transverse magnetic fields to properties of the I-V curve of a GaAs MESFET and its dependency on

the gate voltage.

These observations may give useful input to future works. One thing to be investigated is the

dependence of performances of the amplifiers on the orientation of the of the drain-to-source channel

of the their FETs with respect to the magnetic field.
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Figure 9.15: Evolution of the resonance of after the quench, corresponding to first three data points
of Fig. 9.14 (C, D). Spectra from reference measurements are shown in back and gray colors. The
offset frequency is 515 136 Hz for data after the quench, 515 247 Hz for reference 1, and 515 529 Hz
for reference 2. The averaging time of the FFT is 32 s for the spectra after the quench, 120 s for the
reference spectra. The time (at the end of averaging) since the quench is shown in the legend. The
difference of the floor levels between the reference spectra and the spectra after the quench are due
to differences in the setup.
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10
Magnetic shielding by the self-shielding
solenoids

Shielding of magnetic field fluctuations is an essential ingredient of the experiment, especially because

the apparatus is located in an accelerator facility. The 2014 charge-to-mass ratio comparison was

performed in an environment of the shielding factor of about 10, provided by an intrinsic shielding

of a superconducting magnetic used at the time [75].

To improve the magnetic field stability, a new magnetic shielding system has been designed and

installed as a part of this thesis work. The principle of the system is based on the idea of a self-

shielding superconducting solenoid which was first proposed and constructed by G. Gabrielse and J.

Tan in 1988 [182, 183]. It played an important role in the charge-to-mass ratio comparisons by the

TRAP collaboration at the low-energy antiproton ring (LEAR) facility [114, 116, 147].

In 2015, such a self-shielding solenoid was designed and constructed for the BASE magnetic

moment measurement run in 2015/2016. At the time, the performance was not as good as expected

due to insufficient knowledge of the mutual inductances between the shielding coil and the coils of the

superconducting magnet. To address this issue, a new shielding system consisting of three individual

self-shielding solenoids has been implemented for the 2017 run.

In this chapter, the principles, designs and the performances of the self-shielding systems are

summarized. The chatter is structured as follows.

In Sections 10.1 and 10.2 first discuss principle and the theoretical treatments of self-shielding

systems. Firstly the case of a single solenoid Section 10.1.1, and then a coupled system of two solenoids.

Analytical solutions and simulations by finite element methods (FEM) are used as tools. One issue

to be treated in case FEM simulations are used is discussed in Section 10.1.2.

In Sections 10.4 and 10.5, actual shielding systems installed in the experiment are discussed.

Section 10.4 summarizes the construction procedures. The results of experimental characterizations
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of the system are presented in Section 10.5.

10.1 Single self-shielding solenoid

10.1.1 Principle of the single self-shielding solenoid

R

z
⇢l

r = R + d�2

d

Figure 10.1: Geometry of a densely wound,
single layer solenoid.

In the following, the principle of a self-shielding solenoid

discussed in the original paper [182] is summarized.

We treat a closed, persistent single layer superconduct-

ing solenoid coil as illustrated in Fig. 10.1. It models a

geometry of a solenoid made by densely winding wire of

the diameter d (including the insulation) on a core of the

radius R. The cylindrical coordinate system as defined in

the figure.

When the external magnetic field Bex changes, an in-

duced current Ic flows in the coil to produce the magnetic

field Bc. Their relation is found by considering a closed

circuit with zero-resistance as:

∫
Ac

(Bex +Bc) dA = 0.. (10.1)

∫
Ac

dA expresses a surface integral over the integrated surface Ac of the cross sections of the coil.

Though the right hand side of Eq. (10.1) is not 0 in case there is a persistent field before the change

Bex occurs, we can redefine the original integrated flux as 0 without using losing generality.

The shielding factor at the center of the coil S is defined as

S = Bex(0, 0)
Bex(0, 0) +Bc(0, 0) (10.2)

Using the flux conservation Eq. (10.1), this can be rewritten as

S−1 = 1 + Bc(0, 0)
Bex(0, 0)

= 1− Bc(0, 0)∫
Ac
Bc(ρ, z)dA ·

∫
Ac
Bex(ρ, z)dA
Bex(0, 0)

= 1− be

bc
,

(10.3)
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Bc(0,0) < Bc Bc(0,0) > Bc

bc < 1bc > 1

A B

Figure 10.2: Magnetic field lines in two cases of the geometry of a solenoid coil. (A) For a short
solenoid, the magnetic field near the windings is stronger than the field near the center, therefore
bc > 1, S > 0 (B) For a long solenoid, the field in the bore is weaker than the field at the center
because of the fringing field at its ends. Therefore bc < 1, S < 0.

with be, bc defined as

be =
∫
Ac
Bex(ρ, z)dA

Bex(0, 0)
∫
Ac

dA,

bc =
∫
Ac
Bc(ρ, z)dA

Bc(0, 0)
∫
Ac

dA.
(10.4)

Now, if we limit the discussion to a spatially uniform external field Bex, leading to be = 1,

Eq. (10.4) becomes

S−1 = 1− 1
bc
. (10.5)

Thus it can be observed that the perfect shielding S−1 = 0 is realized at bc = 1 when the magnetic

field at the center is equal to the averaged field over the coil volume. As illustrated in Fig. 10.2, when

the coil is short and the spatial profile of the magnetic field can be approximated by a superposition

of circular coils (Fig. 10.2 (A)), the magnetic field near the windings is larger than the field near the

center; therefore bc > 1, S > 0. On the other hand, in case of Fig. 10.2 (B) where the coil is long and

becomes close to an ideal solenoid, the field at the center can be approximated by that of an infinitely

long solenoid, while there are stray fields which escape at the edges of the coil, resulting the field at

the center to be stronger than the averaged field; therefore bc < 1, S < 0. Between these two cases,

there is an optimized length of the coil which realizes a perfect shielding S−1 = 0.

Eq. (10.4) can be further simplified. Dependencies on the currents of the flux and the magnetic

field at the center can be denoted by introducing gc, Lcc:

gcIc ≡ Bc(0, 0) (10.6)

LccIc ≡
∫
Ac

Bc(ρ, z) dA, (10.7)
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where Lcc represents the self inductance of the coil. Using them, Eq. (10.3) is rewritten to be

S−1 = 1− gcAc
Lcc

, (10.8)

Ac ≡
∫
Ac

dA. (10.9)

For a dense solenoid of N windings, Ac is

Ac =
∫
Ac

dA = Nπr2. (10.10)

The analytical solutions of gc and Lcc for the geometry of Fig. 10.1 are found to be [184]

gc = µ0ε

d
√

1 + ε2
, (10.11)

Lcc = 8µ0εr
3

d2

∫ ∞
0

(
sin u
u

)2
I1

(u
ε

)
K1

(u
ε

)
du. (10.12)

µ0 is the permeability of vacuum and ε is defined by

ε ≡ l

2r , (10.13)

I1(x) and K1(x) are the modified Bessel functions of the first and the second kinds. The solution

Eq. (10.11) of gc is obtained by the Ampère’s law

A(r) = µ0

4π

∫
j(s)
|r − s|

d3s (10.14)

and Eq. (10.12) of Lcc by its relation with the magnetic energy

W = 1
2LI

2 = µ0

8π

∫ ∫
j(r) · j(s)
|r − s|

d3rd3s, (10.15)

with the radial integration range chosen to be [0, r], thus ignoring the thickness of the wire. Using

Eq. (10.11) and Eq. (10.12), the analytical expression of S−1 is obtained to be

S−1 = 1− ε√
1 + ε2

·

(
4
π

∫ ∞
0

du
(

sin u
u

)2
I1

(u
ε

)
K1

(u
ε

))−1

. (10.16)

The scaling of S−1 is shown in Fig. 10.3. The length-to-radius ratio l/r which realizes a perfect

shielding S−1 = 0 is about l/r ≈ 1.75. Since Eq. (10.16) is expressed as a function of ε, this scaling

is robust against each of the geometrical parameters as long as the radius is large enough compared

to the diameter of the wire, that is to say d/R� 1 [184].
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Figure 10.3: Scaling of the inverse shielding factor S−1 obtained by the analytical solutions
Eqs. (10.11) and (10.12) for the geometry of Fig. 10.1. S−1 is evaluated for different turn (length) of
the coil with the fixed radius defined by R = 38.5 mm, d = 150µm. At l/r = 1.752, the curve of S−1

crosses zero.

10.1.2 Comparison of the finite element methods and the an-
alytical solutions

A simulation based on the finite element method (FEM) is a useful tool for evaluation of magnetic

fields and inductances. This has been employed by previous studies which adapted the self-shielding

coils to Penning trap experiments [185, 186] to obtain the scaling of the shielding factor discussed

in the last section. However, the values of l/r for the perfect shielding reported by these works are

smaller than what is obtained from the analytical solution (1.72 for both of Refs. [185, 186]).

Before applying the FEM simulation to our study, a limitation of the finite element method was

assessed by systematic comparisons against the analytical solutions.

A finite element analysis software COMSOLMultiphysics 5.21 was used for finite element magnetic

field simulations.

Simulation details

The two-dimensional axis-symmetric geometry of the single layer solenoid of Fig. 10.1 with R =

38.5 mm, d = 150µm was modeled on COMSOL as shown in Fig. 10.4. The node in the figure indicated

as ’multi-turn coil’ is specified as the cross-section of the winding of the coil using the module multi-
1A previous version of the same software was used in Ref. [185].
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Figure 10.4: Geometry modeled on COMSOL. (A) On the axis-symmetric model, the node indicated
as ’coil windings’ in the figure is specified as the cross-section of the coil windings. The domain ’coil
volume’ is defined as a domain where the volume integral of the magnetic field flux is evaluated. The
gap of lg is inserted between the coil volume and the coil to avoid an overflow of the calculation. (B)
Free triangular meshes built by the software for the geometry of N = 400. The meshes were rebuilt
for each set of the geometrical parameters.
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Figure 10.5: Scatters of gc and Lc in dependence of different inputs of mesh processing are estimated.
The maximum mesh element size is swept while the other input parameters are fixed. Relative differ-
ence from the result with smallest maximum mesh size used (1 mm) are plotted. This was repeated
for different N . The relative differences between different mesh sizes are on the order of 10−5 for gc
and 10−6 for Lcc.
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turn coil on COMSOL with the corresponding parameters assigned (turn N , the current Ic, the

cross-sectional area of the wire, etc.). This module models a coil by a homogenized current circulates

in a radial direction of an input region.

The gc is simply evaluated by Bc,z(0, 0)/Ic. The self-inductance Lcc is evaluated from a volume

integral of the magnetic field flux in the volume of the coil
∫
Vi
Bc(ρ, z)dV . Since the winding is dense,

it is obtained by

Lcc = 1
Ic

∫
Ac

Bc(ρ, z) dA = 1
Ic

N

l

∫
Vc

Bc,z(ρ, z) dV. (10.17)

The volume integral
∫
Vc
dV is to be evaluated in the entire volume inside the coil. However, a finite

gap between the coil segment and the end of the volume must be inserted in order to prevent the

calculation to overflow. The gap is indicated in Fig. 10.4 with the distance lg. In the following section,

the systematics from this gap will be studied in details. The simulation was done for lg (62.5 , 93.8 ,

125 , 156µm) to evaluate the systematics. The smallest among them 62.5 mm corresponds to the

inner radius of the superconducting wire used to construct the shielding coil in 2017. The turn N was

swept in a range of 200 to 800, corresponding to l/r from 0.78 to 3.11

Before the systematic comparison between different geometries, uncertainties of gc, Lcc from the

mesh size were assessed by comparing results of different mesh sizes for fixed geometries. The free

triangular meshes built by the software are shown in Fig. 10.4 (B). The process to build mesh is

automatic, but can be controlled by user-defined parameters. One of them, the maximum mesh

element size, was swept between 1 mm and 39 mm. The obtained results of gc and Lcc from different

mesh parameters were compared to estimate the uncertainties by meshing. The results are shown

in Fig. 10.5, where the relative differences of gc and Lcc from the results obtained by the smallest

maximum mesh element size 1 mm are plotted against the element size. From these, the uncertainties

from meshing are estimated to be on the order of

∆gc
gc
∼ 10−5,

∆Lcc
Lcc

∼ 10−6. (10.18)

They are a few orders of magnitude smaller than what is of concern in the discussion in the following

sections. The maximum mesh element size of 2 mm was used in COMSOL simulations in the rest of

the chapter.

Results of the finite element simulation and comparison against the

analytical solutions

The results of the FEM simulations and the comparison against the analytical solutions are shown

in Figs. 10.6 and 10.7. Fig. 10.6 shows the difference of the simulation’s gc and Lcc from that of the

analytical solutions for each turn N as functions of the gap lg set in the simulation. Fig. 10.7 shows

the scaling of gc, Lcc and S−1 against the length of the coil.
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In Fig. 10.6, we see that the simulation constantly underestimates gc by 4 × 10−3 to 5 × 10−3

in the fractional difference, while the difference is robust against the gap lg within a range of 10−5

in the fractional difference (note a difference of units of the axes between gc − gc,anal. in Fig. 10.6

and gc in Fig. 10.7). As for Lcc, it is observed that the simulation systematically underestimates the

inductance and that the deviation from the analytical solution clearly scales with lg. This means that

the volume which is missed by insertion of the gap significantly influences the evaluated flux. Though

the size of the gap is small (lg < 160µm compared to R = 38.5 mm), it results in errors of Lcc on %

order, as it fails to evaluate the flux of the region close to the windings where the magnetic field is

strong. For each series of turn N , Lcc at lg = 0µm was evaluated by extrapolating the linear scaling

of Lcc(lg) to lg = 0. The series lg = 0 µm of S−1 ((Fig. 10.7 (C))) was derived from thus evaluated

Lcc|lg=0µm, together with gc|lg=62.5µm.

In Fig. 10.7 (A–C), the scalings of gc, Lcc and S−1 against l/r are plotted to compare the FEM

and the analytical solutions. In Fig. 10.7 (D–F), the scaling of the differences in the results between

the two methods. The observations can be summarized as below:

• The FEM constantly underestimates gc, and it does not depend on l/r within relative differences

on the order of 0.1 %.

• The FEM underestimates Lcc more significantly than gc. A characteristic l dependent scaling

is observed: longer the length l is, the FEM results deviate more from the analytical solutions.

This is clear from how the inductance is evaluated. The flux missed in evaluation accumulates

as the dimension grows.

• Because the FEM underestimates Lcc significantly, it lowers the curve of S−1, therefore shifting

the cross point of the curve S−1 with 0 to a lower l/r.

• The correction by the extrapolation performed for the series lg = 0 significantly improves the

agreement between the simulation and the analytical solution. The scaling of S−1 in Fig. 10.7 (C,

F), relative differences with the corrected simulation results from the analytical solution are

estimated to be below < |0.2%|.

In Table 10.1, how these deviations of the FEM from the analytical solution appear in parameters

which are important in the scaling of the shielding factor. Denoting l/r which gives S−1 = 0 as (l/r)0,

the shift of the cross point is estimated by

(l/r)0,FEM − (l/r)0,anal. = −
(

dS−1(l/r)
d(l/r)

∣∣∣∣
S−1=0

)−1 (
S−1

FEM − S
−1
anal.

)∣∣
S−1≈0 . (10.19)

From the differential coefficient of S−1 obtained by the analytical expression Eq. (10.3) and the

difference (S−1
FEM − S

−1
anal.)

∣∣
S−1≈0 estimated from data of N = 400 (because S−1

FEM − S
−1
anal. plateaus

between N = 400 and 500. See Fig. 10.7 (F)), the difference of the optimum length-to-radius ratio
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Table 10.1: Results of the FEM simulation in comparison to the analytical solutions. Listed for
different lg, the gap defined in Fig. 10.4. The differences of the shielding factor S−1 and the optimum
length-to-radius ratio (l/r)0, are on the second and the third columns. The last column is the Sanal.
at l/r = (l/r)0,FEM, signifying how much S will be if the optimum length according to the FEM is
adapted, assuming the analytical solution to be correct. The difference of S−1 on the second column
is obtained for a fixed geometry of N = 400, corresponding to l/r ≈ 1.56. As can be observed in
Fig. 10.7 (F) the difference S−1

FEM − S
−1
anal. at S−1 = 0 is about the same as that of N = 400.

lg (µm) S−1
FEM − S

−1
anal.

∣∣
N=400 (l/r)0,FEM − (l/r)0,anal. Sanal.|l/r=(l/r)0,FEM

0 −3.37× 10−4 −0.0027 2934
62.5 −4.29× 10−3 −0.0340 228
93.75 −6.00× 10−3 −0.0476 162
125.0 −7.90× 10−3 −0.0627 122
156.25 −9.81× 10−3 −0.0770 97.2

(l/r)0,FEM − (l/r)0,anal., and Sanal.(l/r = (l/r)0,FEM), that is, the S which one gets by designing the

system based on the FEM result, are obtained, and compared in Table 10.1.

The difference (l/r)0,FEM− (l/r)0,anal. = −0.0340 for lg = 62.5µm, corresponding to (l/r)0,FEM =

1.718 is comparable to the deviations of the previous studies [185, 186] from the analytical solution.

If the effect of the gap studied here is responsible for them, it is likely that these deviations were

caused by underestimations of Lcc by the integral volume defined smaller than the entire volume by

about a thickness of the wire diameter.

From Table 10.1, it can be also observed how sensitive these deviations are to the resulting

shielding factors. Even the underestimations of S−1 on the order of 10−3 leads to large differences in

the shielding factor S, in case S−1 ∼ 0 (Table 10.1).

In conclusion, the FEM simulation underestimates the inductance Lcc because of a part of the

volume not included in the evaluation of the magnetic field flux. This consequently gives a smaller

value of the optimum length-to-radius ratio (l/r)0 than the analytical solution by percent order. By

dealing with the underestimation using the scaling of the inductance against the evaluated volume,

this deviation is suppressed to the order of ∆(l/r)0 ∼ 10−3. This study is nothing more than to verify

the consistency between the FEM simulation and the analytical solution. However, with the problem

properly treated, the FEM simulation can now be applied to broader cases (such as the discussion in

Section 10.1.3) where the analytical solutions of the magnetic field and inductance are not available.

Also, the treatment to suppress the error of the FEM simulation used above can be applied to more

general cases of FEM simulations.
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Figure 10.6: Comparison of gc and Lcc between the finite element simulation and the analytical
solutions. For each turn N , the difference of estimated gc and Lcc from the analytical solutions are
plotted against the gap lg set on the simulation. For the absolute values of gc and Lcc, see Fig. 10.7.
For each N , the scaling of L−Lanal. against lg is fitted by a straight line to estimate Lcc at lg = 0µm.
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Figure 10.7: (A–C) gc, Lcc and S−1 obtained by the FEM simulations are plotted as functions of the
length-to-radius ratio l/r with their analytical solutions. (D–F) Difference between the simulations
and the analytical solutions are plotted. For (D,E) in unit of relative differences, and for (F) difference
S−1

FEM−S
−1
anal.. Plotted with markers ’x’ in (B, E) are Lcc for lg = 0µm obtained by the extrapolation

of data in Fig. 10.6. The series ’x’ in (C, F) are obtained from the Lcc|lg=0µm and gc|lg=62.5µm. In
(C), S−1 = 0 is marked by the red horizontal line. The tangent line of the analytical S−1 at S−1 = 0.
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10.1.3 Position dependence of the shielding factor

The shielding factor at an off-centered position can be obtained by simply replacing gc in Eq. (10.9)

to gc(ρ, z) defined as

gc(ρ, z) ≡
Bc(ρ, z)
Ic

. (10.20)

By replacing gc of Eq. (10.9) to gc(ρ, z), S−1(ρ, z) is obtained as

S−1(ρ, z) = 1− gc(ρ, z)Ac
Lcc

. (10.21)

Plots in Fig. 10.8 show z- and ρ-scaling of S−1(z, ρ).

gc(ρ, z) was evaluated by the magnetic field map obtained by the FEM simulation discussed in

the last section. To evaluate Lcc, the ones for lg = 0µm was obtained by the extrapolation of the

FEM simulation results of lg > 0, as discussed in the last section.

In Fig. 10.8 (B) and (D) the scalings of S are shown as functions of the position. The deviation

from the shielding factor at the center starts to be significant from the offsets of ∼ 5 mm. This can

be taken as a required level of precision for positioning of the center of the shielding coils in respect

of the center of the Penning trap.

10.2 Coupled self-shielding solenoids

10.2.1 Principles of the coupled self-shielding solenoids

In a realistic case when a self-shielding coil is installed in the experiment, coupling with existing

superconducting coils have to be taken into account. Hence the model treated in the last sections has

to be expanded to include the mutual inductances between multiple coils. As will appear later, the

couplings change the scaling of the shielding factor drastically.

Suppose a system consists of two superconducting solenoid coils where an external magnetic field

penetrates both of them and induce currents. By redefining terms Bc, Ic etc. in Section 10.1.1 with

indices i = 1, 2, representing the two solenoids, the flux conservation Eq. (10.1) is rewritten as


∫
A1

(B1 +B2) dA+
∫
A1
Bex dA = 0∫

A2
(B1 +B2) dA+

∫
A2
Bex dA = 0.

(10.22)

By defining the mutual inductances as

Lij ≡
∫
Ai

Bj(ρ, z) dA, (10.23)
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Figure 10.8: Dependences of the shielding factor on the positions. (A–C) for the dependence on z,
and (D–F) for that on ρ. (A, D) S−1(0, z) (S−1(ρ, 0)) as a function of the position, series of different
turns N are indicated in the plot legend. (B, E) Same as (A, D), but shown in unit of S(0, z) (S(ρ, 0)
instead of S−1. (C) Scaling of S−1(0, z) against the length-radius-ratio l/r, shown for different series
of z. (F) Scaling of S−1(ρ, 0) against the length-radius-ratio l/r, shown for different series of ρ.
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with notations

I ≡

I1
I2

 , L ≡

L11 L12

L21 L22

 , g ≡

g1

g2

 =

B1(0, 0)/I1
B2(0, 0)/I2

 , A ≡

A1

A2

 , (10.24)

Eq. (10.22) becomes L11 L12

L21 L22

I1
I2

 = −Bex

A1

A2

 (10.25)

∴ I = −BexL−1A. (10.26)

The correspondences of Eqs. (10.3) and (10.9) are

S−1 = 1 + B1(0, 0)
Bex

+ B2(0, 0)
Bex

= 1 + g1I1
Bex

+ g2I2
Bex

= 1 + 1
Bex

gT I,

(10.27)

∴ S−1 = 1− gTL−1A. (10.28)

Eq. (10.28) can be generalized to coupling of more than two shielding coils.

10.2.2 Scaling of the shielding factor of coupled shielding
systems

Here we consider the scaling of the inverse shielding factor S−1 of a system of two coupled solenoids.

In case of a system of two coils, Eq. (10.28) becomes

S−1 = 1− 1
1− γ2 ( g1A1

L11
+ g2A2

L22︸ ︷︷ ︸
(a)

− γ2 g1A2 + g2A1

M︸ ︷︷ ︸
(b)

) (10.29)

where the mutual inductance M and the coupling factor γ are defined by

M ≡ L12 = L21, (10.30)

γ ≡

√
M2

L11L22
. (10.31)

The scaling of S−1 is characterized by γ. From Eq. (10.29), when γ � 1, the terms (a) become

dominant:

S−1 ∼ 1−
(
g1A1

L11
+ g2A2

L22

)
, (10.32)
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which means that the self inductances of the two coils contribute independently to the shielding

factor.

In the other limit of γ � 1, the terms (b) become dominant:

S−1 ∼ 1 +
(
g1A2 + g2A1

M

)
. (10.33)

Hereafter, a case is considered where a self-shielding solenoid of the radius of 38.575 mm is placed

in a larger solenoid of radius 116 mm. They model a system where a solenoid is wound on the trap

chamber (Fig. 10.12). The densely wound geometry of coils such as treated in previous sections

(Fig. 10.1) are used for both of the inner and the outer coil. The parameters of the outer solenoid

are fixed, and the scaling of S−1 by the length of the inner solenoid is studied. Table 10.2 lists the

parameters used for the inner solenoid, labeled with i.

Three sets of parameters in Table 10.3 are utilized to model the outer solenoid, respectively

representing strong coupling (γ > 1), weak coupling (γ < 1), and intermediate coupling (γ ∼ 1). The

geometry of the main solenoid of the BASE superconducting magnet (Section 5.1.1) falls into the

region of the intermediate coupling with the inner coil wound on the trap chamber. In Fig. 10.9, the

modeled geometries are shown in comparison with the geometry of the magnet.

When the outer solenoid is much longer than the inner solenoid, the mutual inductanceM increases

linearly with the turn of the inner solenoid Ni:

M = M (1)Ni. (10.34)

If the field produced by the outer solenoid is approximated by that of an infinitely long solenoid

µ0NoIo/lo,

M = µ0No
lo

πr2
iNi (10.35)

where the terms labeled by o indicate the parameters of the outer solenoid. M (1) can differ from that

of Eq. (10.35) by the limited length of the coil (it becomes bigger in the regime of Fig. 10.2 (B.)). It

can also change by the position of the inner coil in respect of the outer coil, and be adjusted by using

multiple layers of winding for the inner coil. In this study, the order ofM is estimated by µ0Noπr
2
i /lo,

and a few sets of M (1) on the estimated order were used to model M by Eq. (10.34). The range of

the values used for M (1) are shown in Table 10.3. gi, gc and Lii, Loo are evaluated by the analytical

solutions Eqs. (10.11) and (10.12). Using these results, the scaling of the inverse shielding factor S−1

by the length of the inner solenoid li is obtained by Eq. (10.29).

The results are shown in Fig. 10.10. The coupling factor γ and the inverse shielding factor S−1 are

shown as functions of li/ri. It can be seen that the coupling with the larger coil changes the scaling

drastically from that of an independent single coil studied in A few things can be observed:

• In the strong coupling regime (Fig. 10.10 (A, B)), for the series with 0.1 mH < M (1) < 1.3 mH,
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inner solenoid 
 (Ni = 800)

outer solenoid (a)

 outer solenoid (b)

956 mm

(c)

160 mm

Figure 10.9: Geometries of the inner and the outer solenoids used for the study of the coupled shielding
solenoids are shown together with the geometry of the BASE superconducting magnet. The inner
solenoid is shown forNi = 800. The three cases: (a) strong coupling (b) weak coupling (c) intermediate
coupling are shown for the outer solenoid.
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Strong coupling 

Weak coupling

Intermediate coupling

A B

C D

E F

Figure 10.10: Scaling of the coupling factor γ and the inverse shielding factor S−1 against the length-
to-ratio li of the inner solenoid. Shown for each regime of (A,B) strong coupling, (C,D) weak coupling,
and (E,F) intermediate coupling.
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Table 10.2: Parameters of the inner solenoid. Ni was swept over the range to study the scaling of the
γ and S−1 against the length of the inner coil.

Ni 20–1500
li Ni · d1

ri 38.575µm
di 150µm

Table 10.3: Three sets of parameters used to model the outer coil.

(a) strong coupling (b) weak coupling (c) intermediate coupling
No 1600 16000 16000
lo 80 mm 1200 mm 445 mm
ro 116 mm 116 mm 116 mm
do 50µm 75µm 27.8µm
Loo 0.743 H 10.5 H 24.8 H

πµ0Nor
2
i /lo 1.17× 10−4 H 7.83× 10−5 H 2.11× 10−4 H

M (1) 0.10–1.3 mH 0.04–0.20 mH 0.1–1.3 mH

S−1 crosses zero. The cross point becomes closer to li/ri = 0 for larger M (1).

• In the weak coupling regime (Fig. 10.10 (C, D)), S−1 does not cross zero except for the series

with M (1) = 0.08 mH which has the cross points at around li/ri = 0.4. The sign of the scaling

depends on the balance between the terms (a) and (b) in Eq. (10.29).

• In the intermediate coupling regime (Fig. 10.10 (E, F)), the scaling behaves similarly to the

weak coupling for series which satisfy γ < 1 for the entire range of li/ri. For the series which

cross γ = 1, the curves of S−1 have singularities at γ = 1.

Only in the strong coupling regime, S−1 crosses zero for a wide range ofM (1). Otherwise, the solution

of a perfect shielding exits only for a limited range of M (1). Therefore, if one designs a system of

coupled two shielding solenoids from scratch, it is recommended to work in the strong coupling regime,

as was done by G. Gabrielse and J. Tan in their original work [182, 183].

In case of the BASE superconducting magnet, although it is known from the estimated geometry

of the magnet that coupling between the main solenoid of the magnet and the shielding coil wound

on the trap chamber is in the intermediate range, specific parameters are unknown due to limited

knowledge about the magnet. Further, coupling with the shim coils adds more complication. Therefore

it is difficult to design a coil which realizes perfect shielding while considering the coupling with other

coils.
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10.3 Design of multi-solenoid self shielding system

Coil 2015/2016 
(z=1.3 mm) 
S = 20 (1)

Coils 2017

Coil 2015/2016 
(z=1.3 mm) 
S = 20 (1)

Coils 2017

single self-shielding soleniod multi self-shielding soelnoids with mutual 
inductace with the SC magnet 

analytic  
(z=0mm) M    = 1.60 mH(1)

M    = 1.70 mH(1)

M    = 1.75 mH(1)

M    = 1.80 mH(1)

M    = 1.90 mH(1)

M    = 2.00 mH(1)

Figure 10.11: Measured inverse shielding factor S−1
2015/2016 = 0.050(3) of the single self-shielding

solenoid installed in the 2015/2016 run is plotted with the black diamond. This coil was off-centered
from the center of the PT by about 1.3 mm. (A) Scaling of the inverse shielding factor of an isolated
single solenoid. In order to account for off-centering, the scalings of S−1 at off-centered positions
studied in Section 10.1.3 are shown together. The inverse shielding factor of the 2015/2016 coil deviates
from the analytical scaling as much as off-centering of 10 mm, which indicates the modification of the
scaling due to the mutual inductance with the superconducting magnet. (B) Scaling of the inverse
shielding factor of a coupled solenoids. The black curve is the scaling of the isolated single solenoid.
The dashed/dotted curves are obtained by a system of two coupled solenoids. The geometry of the
outer coil is chosen to be that of the main solenoid of the Oxford magnet estimated in Table 5.1. A
linear form of the mutual inductance of M = M (0) + M (1)Ni is assumed for the mutual inductance
M . The scalings here are obtained by M (0) = 120 mH and M (1) = 1.6–2.00 mH, shown in the legend.
It can be seen that the scaling is sensitive to small differences of the parameters. It seemed likely
that the optimum length exists at l/r > 1.645 (2015/2016), but our knowledge was not enough to
determine the optimum length ab initio. The three vertical orange lines indicate the l/r chosen for
the three-layer system constructed for then 2017 run.

In the 2015/2016 run, a single self-shielding solenoid was installed. The coil was designed to have

l/r = 1.752, the ideal for the isolated single self-shielding solenoid without consideration of the mutual

inductance (Section 10.1.1). Due to practical problems during the construction, the geometry of the

actually constructed coil had l/r = 1.645, and was off-centered by 1.3 mm. The shielding factor of

this coil was measured to be S = 20(1), or S−1
2015/2016 = 0.050(3) (for the measurement procedure,

see Section 10.5). This result was compared with the shielding factor at off-centered positions of a

single self-shielding solenoid discussed in Section 10.1.3. In Fig. 10.11 (A), the scalings of the inverse

shielding factor S−1 (both at z = 0 and off-centered z positions) of an isolated self-shielding solenoid,

same as Fig. 10.8 (C), are shown with the measured inverse shielding factor of the 2015/2016 coil. As
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can be observed in the plot, the measured inverse shielding factor deviates from the analytical scaling

of a single shielding coil, even considering the off-centered position. The deviation of the measured

inverse shielding factor from the theoretical scaling corresponds to the off-centering of about 10 mm,

instead of the actual 1.3 mm. Thus we see the modification of the scaling from an isolated single

self-shielding solenoid due to the mutual inductance with the superconducting magnet. Assuming

that the coupling is in the intermediate regime as discussed in the last section, and from a relatively

small deviation of the 2015/2016 coil from the isolated single-solenoid scaling, we expected the ideal

l/r for this system to be l/r > 1.645.

As discussed in the last section, the ideal length of the coil in the presence of the mutual inductance

is difficult to be determined ab initio by the calculation because of limited knowledge of the coils

included in the magnet. In Fig. 10.11 (B), examples of the scaling of the inverse shielding factor of a

coupled self-shielding solenoids with different sets of assumed parameters of the mutual inductance

scaling are shown. It can be seen that the saplings is sensitive to small difference of the parameter

M (1), being the proportional factor mutual inductance and the turns of the inner solenoid. For more

details of the parameters assumed here, see the figure caption.

Repeating the construction and characterization of the coils with different lengths is also not

realistic, because each of the tests requires assembling and commissioning of the entire apparatus

where the shielding coil and the Penning-trap system is installed.

In order to address this issue, we invented a system consisting of three layers of self-shielding

solenoids for the 2017 run. The system consists of three solenoids with different lengths, separately

wound on the trap chamber. Each of the three coils is equipped with a film resistor which functions

as a heater to quench each solenoid. This gives a selectivity of the length of the coil, and enables us

to characterize the scaling of the inverse shielding factor in the presence of the mutual inductance

with the magnet.

The lengths of the coils are chosen as l/r = 1.71, 1.91, 2.22, covering a range around l/r = 1.752,

the ideal for an isolated single solenoid. The l/r of the three solenoids of the 2017 system are indicated

by the orange vertical lines in Fig. 10.11.

In the next section, the construction procedure of the shielding system used in 2017 is summarized.

The shielding system installed in the 2015/2016 run was constructed similarly, and is mentioned to

along the explanation.

10.4 Construction of the self-shielding systems

The construction procedure of the multi-layer self-shielding solenoid reads as below:

1. Winding of the coils on the trap chamber

2. Placement of the quench resistors
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Table 10.4: Parameters of the constructed self-shielding system. Comment∗: The coil installed in
2015/2016 was slightly off-centered. The center of the coil was located upstream (toward the RT) by
1.3 mm from the PT center where the shielding factor was measured.

2015/2016∗ 2017
68 mm-coil 75 mm-coil 86 mm-coil

Length l 63.5 mm 68 mm 75 mm 86 mm
Radius r 38.6 mm 39.7 mm 39.2 mm 38.7 mm
l/r 1.645 1.712 1.913 2.222

Wire inner diameter 125µm 125µm 75µm 75µm
Wire outer diameter d 150µm 150µm 90µm 90µm

3. Production of persistent superconducting joints

Each step is described in details in the following parts of this section.

10.4.1 Construction procedure 1: winding

First, superconducting wires were wound on the trap chamber. Fig. 10.12 describes the structure of

the coils. Densely wound, single-layer solenoids with three different lengths: 68, 75 and 86 mm were

constructed. Their centers were positioned to match the point where the center of the PT was to

be installed. Formvar insulated Niobium Titanium (NbTi) wires from GVL Cryoengineering were

utilized. Due to availabilities of the wires, a wire with a different diameter from the other two was

adapted for the 68-mm coil. In order to provide electrical insulation between the coils, a layer of

Kapton sheets of ≈ 0.1 mm thickness was wrapped before each coil. See the photograph Fig. 10.13

taken during the construction. After being wound, the windings were fixed by several layers of PTFE

tapes with an integrated thickness of ≈ 0.5 mm. When the system is cooled down, heat conducts

through the trap chamber to the cryostats via the 4K stage of the apparatus. Therefore, it is essential

that the outer coils are pressed tightly with the inner coil so that the entire system thermalizes below

the critical temperature of NbTi. The geometrical parameters measured after the construction are

listed in Table 10.4. In 2015, a single shielding solenoid was designed by the optimum length of a

single solenoid (see Section 10.1.1). However, due to a practical issue, the coil had shorter length-to-

radius ratio than the design and was off-centered by 1.3 mm. The 2017 system had three coils were

constructed as designed.

Correspondence with the parameters of the model which has been employed for the simulation

(Fig. 10.1) is also shown as l, r and d in the table.
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200 mm

Precision trap center

x10 zoom

68 mm-coil
75 mm-coil

86 mm-coil

PTFE tapes

Kapton sheets

77 mm

Trap chamber
Shielding coils 

Figure 10.12: Cross-sectional view of the multi-solenoid self-shielding system. The blue lines indicate
the positions of the three coils. The trap assembly which will be later installed in the chamber is
shown together. The centers of the coils are positioned so that they match to the center of the trap.
In the zoomed-in view, the structure which covers the windings is depicted. The windings of the coils
are represented by the blue circles.

Figure 10.13: Photograph taken during the construction of the 2017 self-shielding system. The coil is
being wound on a layer of Kapton sheets wrapped on the trap chamber.
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10.4.2 Construction procedure 2: placement of the quench
resistors

After the coils were wound on the trap chamber, the quench resistors were installed for each of the

three coils. For each coil, one of the two ends of the NbTi wire was wound by a few turns on a

film resistor to make a thermal connection between the wire and the resistor. Resistors of 10 kΩ

were typically used. When it is operational after installation, the coil can be quenched by heating

the resistor by application of a current. Fig. 10.14 (A) illustrates how the resistor is installed. The

capacitor on the PCB board in the figure was added in the bias line as a low-pass filter. The quench

resistors were covered by pieces of Kapton sheets to thermally isolate the resistor so that operation

of a resistor associated to one of the coils would not heat the other coils (Fig. 10.14 (B)).

to the vacuum feedthrough

from a shielding coil

to the joint

quench resistor 
(wrapped by PTFE tapes)

capacitor 

NbTi wire

bias line

bias lines

NbTi wire

quench resistor 

Kapton sheets

bias line

PCB board

Figure 10.14: Installation of a quench resistor. (A) One of the ends of the NbTi wire of a shielding
coil is wound on the file resistor for a few turns. Before winding, the resistor was wrapped by PTFE
tapes to make a grip with the wire. Afterward, PTFE tapes will be covered over the resistor to fix
the windings (not shown in the figure). The bias line of the resistor goes toward a feedthrough of
a flange, via a PCB board where a capacitor was placed as an RF block. (B) Kapton sheets were
placed beneath the quench resistor and the PCB board to thermally isolate them from the rest of the
system.

10.4.3 Construction procedure 3: production of welded su-
perconducting joints

After placing the quench resistors, the two ends of the wire of each coil had to be connected to form a

closed superconducting loop. This is the most crucial part of the construction. It is not a simple task,

as one has to join two ends of thin NbTi wires, which are inflexible and fragile. Another difficulty is
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that the joints can only be tested non-destructively by the functioning of the coils after the system

is cooled down and the wires become superconducting.

Two methods of welding which were employed in the 2017 run are described below.

Welding method 1: resistance spot welding

The resistance spot welding was used for the system installed in 2017 run-I. Photographs in Fig. 10.15

were taken in each step of the welding procedure. The welded joint of the coil used in 2015/2016 was

also done in a similar method.

First, thin, V-shaped sheets of NbTi were made by laminating small pieces of NbTi (Fig. 10.15 (A,

B)). Insulation layers were stripped from the NbTi wires, then the ends of the wire to be joined were

twisted and inserted into the V-shaped NbTi sheet. Then spot welding was performed to join the

components over the V-shape NbTi sheets. (Fig. 10.15 (C,D)). Two welded spots were made for each

joint. At the moment when the spot was made, a strong current flowed through the tip electrodes

of the spot welder, heating the pieces and melting a part of the NbTi alloy surrounding the wires to

form a connection.

Examination of the superconducting joints after run-I

During run-I, it was suspected that either of the 75 mm- or 86 mm-coil was not functioning. After

the end of run-I, the two joints were removed from the wires for examination. The examination was

carried out by Mickaël Sebastien Meyer from CERN EN-MME group [187]. To examine the cross

sections by a microscope, the joints were cold mounted in resin, and longitudinal cross sections along

the V-shaped sheets were produced by polishing the surface by silicon carbide (SiC) papers. The

obtained microscope images are shown in Fig. 10.17. It can be clearly seen that the joint of the

75 mm coil fell off from the V-shaped sheet, likely during the cool down. On the contrary, the wires

of the 86 mm coil look well attached to the V-shaped sheet. In conclusion, the resistive spot welding

was successful for two out of the three joints.

Welding method 2: cold pressing and arc welding

A new method of welding was used to re-join the joints of the 75 mm- and 86 mm-coils. This method

is a combination of cold pressing and arc welding, and was developed by Thomas Arne Hensel as part

of his internship in BASE [188].

The ends of the NbTi wire to be joined were folded together with a 0.2 mm diameter bare NbTi

wire, twisted to produce a dense helix with a length of about 1 cm. The helix was then pressed by a

stainless steel bench vise to produce a single piece of NbTi as seen in Fig. 10.18 (A). This cold-pressed

joint was welded by an arc welder PUK U5 operated with Argon gas. Fig. 10.18 (B) shows the piece
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Figure 10.15: Procedure of the resistance spot welding of the NbTi wires of the self-shielding coils.
(A, B) Preparation of V-shaped thin NbTi sheets. (C, D) Spot welding of the V-shaped piece and
inserted NbTi wires. (C) A twisted pair of the wires are inserted in the V-shaped sheet, placed on
the spot welder.
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Figure 10.16: Photograph of one of the resistance welded joints. Image credit: Stefan Sellner.

Figure 10.17: Microscope images of the joints of the 75 mm (left) and the 86 mm (right) coils. The
connection between the V-shaped sheet and the wire can be seen for the 86 mm (right) coil joint,
while in case of the 75 mm coil, the joint seemed to have fallen from the assembly. Image credit:
Mickaël S. Meyer (CERN).
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Figure 10.18: Procedure of the new welding method. (A) Helix made by winding the NbTi wires.
(B) The cold-pressed NbTi piece before the arc-welding. (C) The joint after the arc-welding. (D)
The joint is fixed with solder in a ferrule. Photo credit: Thomas Arne Hensel.

right before it is welded. The joint after the arc welding is shown in (C) Afterward, the whole joint was

covered with regular solder in a ferrule to add mechanical stability and robustness (Fig. 10.18 (D)).

Although this method was successful in an offline test2, and the produced joint looked well con-

nected as one piece (Fig. 10.18 (C)), it appeared that the two joints made by this method for 2017

run-II were both unsuccessful (Section 10.5). Further development is required to make this method

reliable.
2The offline test was done by winding a dummy shielding coil on a copper holder smaller than the diameter of

the actual shielding coil with a GMR sensor installed inside the holder. The joint was welded by the cold-pressed +
arc-welding method, and a quench resistor was installed. The system was cooled in a pulsed-tube cryocooler. After the
cool down, the joint was tested by observing a shift of magnetic field strengths in the holder by quenching the test
shielding coil.
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S = 20 (1)

Figure 10.19: Measurement of the shielding factor performed in 2016. (A) Internal magnetic field
extracted from the cyclotron frequency of a single antiproton in the PT. (B) External magnetic field
measured by a Hall probe placed near the magnet. The overhead crane was operated to produce
steps of magnetic field variations at time ≈ 100, 700, 1500, 1800, 2600 s. The gray bands of (A) and
(B) indicate time windows of a duration 48 s for the acquisition of double-dip spectra to measure
the cyclotron frequency. The data points blue squares in (B) are obtained by averaging the magnetic
field over the gray time windows. (C) Extraction of the shielding factor. The external magnetic field,
averaged over the respective time window, is plotted against the internal magnetic field. The red line
indicates the result of a linear fit, whose slope is 20(1)

10.5 Performances of the installed shielding systems

In this section, the performances of the different self-shielding systems installed in the experiment in

2015/2016 run, 2017 run-I and run-II are summarized.

10.5.1 Measurement procedure

The shielding factor of the system was measured by comparing the magnetic field measured from

the cyclotron frequency of the particle against the external field variation which was measured by

external magnetic field sensors (see Chapter 11). As an example, data of the measurement performed

to characterize the 2015/2016 system is shown in Fig. 10.19. The cyclotron frequency of a single

antiproton in the PT was measured by the sideband coupling method over the period shown in the

graph. The measured cyclotron frequency is converted into magnetic field units in Fig. 10.19 (A).

The ambient magnetic field monitored by a Hall probe attached on the support of the apparatus is

plotted in Fig. 10.19 (B). The gray bands in Fig. 10.19 (A, B) indicate time windows of acquisition

of double-dip spectra for ν+ measurement. The data points plotted in squares in Fig. 10.19 (B) are

the ambient magnetic field averaged over each of these time windows. An overhead crane in the AD

hall (see Section 11.3.2) was used to produce the step-like magnetic field variations as seen in the

plots. The steel body of the crane is magnetized after years of its operation in the facility. When
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Table 10.5: Summary of results of the shielding factor measurements.

2015/2016 RUN 2017 RUN-I 2017 RUN-II
Coil configuration 63.5 mm 68 mm + 86 mm 68 mm
Shielding factor S 20(1) −36(4) 90(5)

Inverse shielding factor S−1 0.050(3) −0.027(3) 0.011(1)

it approaches the BASE zone, the magnetic field by the crane varies the field in the zone by a few

µT. When operated slowly, it can be used to produce a controlled, spatially uniform magnetic field

variations.

In Fig. 10.19 (C), the internal magnetic field and the external magnetic field sampled in Fig. 10.19 (A,

B) are plotted in a scattered plot. From the slope of a linear fit of the data, corresponding to

∆Bext/∆Bin, the shielding factor was obtained to be S2015/2016 = 20 (1).

10.5.2 Results of the measurements

For each run, the measurement as described in the previous section was performed. The results are

summarized in Table 10.5.

In 2017 run-I, only two coils: 68 mm- and 86 mm coils were operational. It also appeared that

they were not able to be quenched independently due to insufficient thermal isolation between the

quench resistors. The shielding factor under this integrated configuration was about −36. Repairs of

the joints were attempted before 2017 run-II as mentioned in Section 10.4.3, but the new method used

for the welding was not successful. As a consequence, only the 68 mm coil was functional in run-II.

The measured shielding factor was about 90. It should be noted that the shielding performance of

the system depends on the spatial character of the external magnetic field variation, and it shields

uniform variations better. What is listed in Table 10.5 are the shielding factors for spatially uniform

field variations estimated by the test measurement discussed in the last section.

The inverse shielding factor of the 68 mm-coil, S−1
2017−II = 0.011(1), obtained in 2017 run-II is

added to Fig. 10.11 in Fig. 10.20. The result of 2017 run-I, where the mutual inductance between the

shielding coils was also effective, is beyond the model discussed in Section 10.2. From these two data

points obtained in the 2015/2016 run and 2017 run-II, it can be observed that the coupling to the

superconducting magnet shifts the scaling of the inverse shielding factor from the original one of the

isolated single shielding solenoid to a steeper curve around S−1 = 0. The optimum l/r in this case is

expected to be found slightly above l/r = 1.712. Acquisition of the data in the other l/r and further

characterization of the mutual inductance will be a subject of future works.

The shielding factor realized in 2017 run-II is better by a factor of 4 than in the 2015/2016 run,

and by a factor of 9 compared to 2014 [75]. This has significantly improved the magnetic field stability

in the system compared to the condition of the last charge-to-mass ratio comparison.
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Coil 2015/2016 
(z=1.3 mm) 
S = 20 (1)

Coils 2017

68 mm-Coil 
2017 RUN-II 
S = 90 (5)

Figure 10.20: Inverse shielding factor S−1
2017-II = 0.011(1) of the 68 mm-coil measured in 2017 run-II

is added to Fig. 10.11 (A). The measured inverse shielding factor of the 2015/2016 system and the
analytical scaling of the isolated single self-shielding solenoid are shown together. A rough scaling of
the inverse shielding factor in this system could be deduced from the two measured data points.

Hall probe measurementex
te

rn
al

 B
-fi

el
d 

 B
ex

 (μ
T)

 B
 in

 −
 o
ffs

et
 (n

T)
in

te
rn

al
 B

-fi
el

d 

A

B

Figure 10.21: Performance of the shielding system in 2017 run-II. (A) External magnetic field
measured by the Hall probe. (B) Internal magnetic field obtained from the cyclotron frequency of
a single trapped particle in the PT. The offset of 1.944 98 T is subtracted. It can be observed that
the external magnetic field variations are reduced by about a factor of 100 in the internal field.

In Fig. 10.21, the shielding performance of the system in 2017 run-II is demonstrated in the
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comparison of the magnetic field in the PT measured by a single trapped particle and the external

magnetic field measured by the Hall probe. It can be observed that the external field variation of

about 3 µT is suppressed to about 30 nT in the PT.
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11
Monitoring system of environmental
conditions

For improvement of the frequency stability, an important aspect is to monitor the conditions of the

apparatus continuously. This enables us to identify environmental conditions which cause instabilities

in the frequency measurements and to improve them. In addition, such information helps to filter out

outlier data on the stage of data analysis.

A system described in this chapter was developed for this purpose. It consists of sensors of various

kinds, controlled and managed in a consistent way for easy referencing. The system has been devel-

oped and maintained over the last few years and was also used during 2015/2016 magnetic moment

measurement run, although many additions and upgrades were made during 2017 run. The data col-

lected by the system was effectively used to identify sources of frequency fluctuations and optimize

the conditions of the system throughout 2017 run. These activities, together with the comparison of

the sensor data and the frequency stabilities will be discussed in detail in Chapter 16.

This chapter summarizes information of the sensors composing the system. In Section 11.3, we

shall discuss a detailed characterization of the magnetic field fluctuations caused by operation of the

AD using the data obtained by the monitoring system.

11.1 Overview of the monitoring system

Major categories of information logged by the monitoring system are magnetic fields, temperatures,

pressures, angles, and a gas flow rate. In what follows, the sensors are explained according to these

categories. Their locations are indicated in Figs. 11.1 and 11.2. A summary of the information is

found in Table 11.1.
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Figure 11.1: Overview of the monitoring system. Positions of the sensors are indicated.
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Figure 11.2: Positions of the magnetic field sensors. (A) Two triaxial fluxgate sensors FLC3-70 are
installed on tables on the upper stage which is located above the level of the apparatus by 3 m. The
vertical distance between the fluxgate sensors and the center of the magnet is about 2.5 m. The three
axes X,Y, Z of the sensors are defined in the figure. The axis X is in parallel to the magnet’s axis.
(B) A GMR sensor is attached on a rack located about 4 m upstream of the magnet. A Hall probe is
attached to the support structure of the upstream cryostat as is also shown in Fig. 11.1. The GMR
sensor and the Hall probe are aligned in parallel to the axis of the magnet.
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Magnetic fields

Figure 11.3: Calibration curves of a GMR
sensor AA002-02 with a 5 V supply. Adapted
from Ref. [189]. The unit of a magnetic field
H on the horizontal axis is Oersted (Oe):
1 Oe = 1 G = 1× 10−4 T in vacuum. The
sensor output is bidirectional and saturates
at |B| & 1.1 mT. In a range 0.2 mT .
|B| . 1 mT, the scaling is linear with a slope
∆B/∆V ≈ 2.5 µT/mV. It can also be seen
that the response of the sensor has a tem-
perature dependence.

Magnetic fields are one of the most important in-

formation to be monitored. The following three

types of magnetic field sensors are installed to log

the magnetic field variations from different as-

pects. Their locations are indicated in Figs. 11.1

and 11.2:

• A Hall probe HMNA-2518-VR-HF (Lake

Shore), read out by DSP 475 Gaussmeter

(Lake Shore)

• A Giant magnetoresistance (GMR) sensor

AA002-02 (NVE), read out by a digital

multimember Keithley 2000

• Two triaxial fluxgate sensors FLC3-70 (Ste-

fan Mayer Instruments), read out by a dig-

ital multimeters USB-4065 (National In-

struments).

The Hall probe and the GMR sensor are aligned

approximately in parallel to the axis of the magnet. The directions of the fluxgates are indicated in

the left figure of Fig. 11.2. The axis X is in parallel to the magnet. The GMR sensor and the fluxgates

need supply voltages for their operations. For both, 5 V is chosen as operational voltages, and supplied

by a source meter Keithley 2401 for the GMR sensor and by Keithley 2100 for the fluxgates.

The different magnetic field sensors are used complementarily. The GMR sensor and the fluxgate

have high sensitivities (2.5 uT/mV (the GMR sensor), 35 uT/V (the fluxgates)), but in return have

small saturation magnetic fields (1.1 mT (GMR), 200 µT (fluxgates)). In order to avoid the saturation,

the GMR sensor is placed on a rack upstream of the magnet by about 4 m (Fig. 11.2 (B)). The two

fluxgates are placed on tables on an upper stage of the BASE zone, having about 3 m of vertical

distance from the center of the magnet (Fig. 11.2 (A)). The horizontal distance between the two

fluxgates is about 7 m, and the magnet is located approximately in the middle of the two.

Among the three types, only the Hall probe is orientation sensitive, while the others have bidi-

rectional outputs. This feature of the Hall probe is particularly important in characterizing magnetic

field changes caused by operation of an overhead crane which has nonuniform spatial properties. Com-

paring the readouts of the multiple sensors also helps for the characterization. The Hall is attached

on the support structure of the upstream cryostat. The distance from the center of the magnet is

about 80 cm (Fig. 11.1).
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Because of their operational principles1, the GMR sensor and the Hall probe have temperature

dependencies of their outputs, while the principle of fluxgates does not make theirs readouts tem-

perature dependent. Therefore the fluxgates are most suited for a detailed characterization of the

background magnetic field fluctuations (Section 11.3).

The Hall probe needs calibration of the offset by the use of its zero-field holder. With this done, it

returns a well-calibrated output. The calibration curve from the datasheet [189] as shown in Fig. 11.3

are used when necessary. As for the fluxgates, a linear scaling of the output voltage to the magnetic

field given in its datasheet is assumed [192].

Temperatures/atmospheric pressure

The three kinds of temperature sensors below are installed:

• Temperature readout of the Hall probe (see the section of magnetic fields)

• A piezo-resistive barometric sensor MS5611-01BA03 (TE connectivity)

• Platinum resistance thermometers PT-100 read out by REDLAB TEMP CF (Meilhaus).

Due to a limited number of channels, the resistances of PT-100 thermometers are measured by two-

wire measurement. The resistance offsets due to the wires were calibrated by measuring them in the

same environment with the pre-calibrated MS5611-01BA03.

In addition to the temperature sensors above, thermometers (CERNOX and PT-100) are installed

on the 4 K- and the 77 K stages of the apparatus which are read out by Lake Shore Model 218. They

are crucial during the cool-down of the apparatus. However, recording these thermometers was found

to interfere the measurement as it generates electronic noise close to the cyclotron frequency of the

antiproton in the apparatus. Therefore the cryogenic thermometry lines are usually grounded.

The Hall probe measures the ambient temperature near the magnet. The barometric sensor

MS5611-01BA03 is installed in a box which hosts the high-precision voltage supplies UM1-14 (Sec-

tions 5.4 and 5.5), and measures temperature and atmospheric pressure in the box (Fig. 11.1). One

of the PT-100 thermometers is installed in the same box as the barometric sensor. Two are installed

inside covers of the cryostats which were installed in earlier part of 2017 run (Section 16.3). The

covers are made of acrylic plates with an aluminum structure, covered by thermal foam to isolate

the surfaces of the cryostats from the exterior. Typical temperatures inside the covers are 13–18 ◦C.

The pressure in these covers is interesting information, but a suited sensor which operates in under

a humid and low-temperature environment was not found.

The primary cause of temperature variations is an air conditioning system of the AD-hall, which

makes the zone temperature to vary with roughly in a period of 24 h. As an example, the temperature
1The principle of the Hall probe is the Hall effect [190], that of the GMR sensor is the GMR effect [191], which are

both dependent on resistance measurements of the samples.
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Figure 11.4: Temperature in the BASE zone measured in four consecutive days in July 2017. A
periodic variation caused by the AD air conditioning system can be observed. Measured by the Hall
probe.

in the BASE zone measured by the Hall probe in July 2017 is shown in Fig. 11.4. A typical day/night

differences of temperature in the zone is 0.4–0.6 ◦C throughout the year. In December 2017, the entire

BASE zone was covered by a nylon sheet to suppress such temperature fluctuations (Section 16.5).

The installation of the zone cover suppressed the day/night difference of the temperature to about

0.1 ◦C. Subsequently to the installation of the cover, one more PT-100 thermometer was installed to

monitor the ambient temperature outside the zone.

Helium pressures

Pressures of the helium vessel of the magnet were found to be important for the effective magnetic

field stability. During 2017 run, a pressure stabilization system was installed (see Section 16.4).

The pressures at the exhaust of the helium vessel (1000–1100 mbar) and that of a buffer volume of

the stabilization system (14–60 mbar) are monitored by a pressure sensor 120AA-01000DCJ (MKS

Instruments), read out and powered by PR 4000B-F (MKS Instruments). Details of the pressure

variations and their effects on the frequency stability will be discussed in Section 16.4.

Mass flow

Mass flow sensor EM1 (Sensirion) is installed at the nitrogen exhaust of the magnet. This information

is mostly used to diagnose the condition of the magnet. Typically, a constant mass flow of about

3.2 ln/minis measured at the nitrogen exhaust in normal conditions when the magnet is stabilized

after filling of the cryogen. A flow rate significantly smaller than this value often indicates that the

LN2 vessel of the magnet is close to empty.
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Figure 11.5: Accelerometer MMA8451 installed on the
support structure of the upstream cryostat. The photo-
graph on the left shows the content of the project box
where the sensor and the micro-controller Arduino Mi-
cro used for control and readout are installed. The local
coordinate system of the sensor (X ′, Y ′, Z ′) is defined
in the same orientation as the fixed coordinate system
(X,Y, Z) (common as Figs. 11.1 and 11.2).

Three of triaxial accelerometers MMA8451

(Adafruit) are attached on the apparatus

at the positions indicated in Fig. 11.1: one

on the top of the magnet, and two on the

upstream- and downstream cryostat sup-

ports. The photographs in Fig. 11.5 show

the one installed on the upstream sup-

port. As seen in the upper photograph,

each sensor is read-out and controlled by

a micro-controller board Ardunino Micro

(Adafruit) which sends the acquired data

to a computer.

From components of the gravitational

acceleration measured by the sensor, the

tilts of the sensor can be evaluated. The

principle of the acceleration measurement

is called a capacitive sensing technique,

based on detection of the force between

two-plate capacitors by voltage measure-

ment, making the sensors sensitive to elec-

trical noise. In order to filter out high-frequency noise, an average of 10 recent measurements acquired

in an interval of 300 ms is calculated by the Arduino Micro and taken as the output.

For each sensor, an local coordinate system (X ′, Y ′, Z ′) is defined as shown in Figs. 11.5 and 11.6 (A,B).

From the three components of the gravitational acceleration gX′ , gY ′ and gZ′ measured by the sensor,

the angles θh and θv defined in Fig. 11.6 (B), which respectively correspond to horizontal- and vertical

tilts, are determined by the following relations:

θh = tan−1
(
− gY

′

gX′

)
θv = cos−1

(
gZ′√

g2
X′ + g2

Y ′ + g2
Z′

)
.

(11.1)

Fig. 11.6 (C) shows results of a two-day measurement of the angles θh, θv measured by the sensor on

the magnet. As mentioned earlier, LHe and LN2 have to be dispensed to the apparatus every two

days. The filling actions typically cause jumps of angles by |∆θh| = 4–10°, |∆θv| = 0.1–0.3°. Cyclotron

frequency measurement is normal performed from a few hours after a filling, where typically angle
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Figure 11.6: (A) Definition of the local coordinate system and the principle of the angle measurement.
The local coordinate system (X ′, Y ′, Z ′) is indicated by the red arrows. The sensor measures the X ′-,
Y ′- and Z ′ components of the gravitational acceleration. (B) Definition of the angles θh and θv. They
can be evaluated by Eq. (11.1) and gX′ , gY ′ , gZ′ measured by the sensor. (C) Measurement of the
angles θh and θv of the sensor placed on top of the magnet. Times when filling of cryogen took place
are indicated by dashed orange rectangles. A time window where a cyclotron frequency measurement
took placed is marked by green rectangles.

variations are |∆θh| = 1–4°, |∆θv| = 0.01–0.07° within 40 h. The drifts of the angles reflect variation

of the balance of the apparatus according to consumption of the cryogen. The above values are for

the sensor on the magnet, and for the ones on the cryostat support have variations smaller by about

a factor of 4.

Other sensors

In addition to the sensors discussed above, the monitoring system also includes vacuum gauges which

measure the pressure of the insulation vacuum between the trap chamber and the outer vacuum

chamber, and CERNOX and PT-100 thermometers (read out by Lake Shore 218) installed on the

4 K- and 77 K stages of the apparatus. They were important at a cool-down of the apparatus. However

they were found to generate undesired electric noise for the experiment, therefore are normally turned

off during the development and measurement phases of the experiment.

11.2 Data acquisition and management

Fig. 11.7 shows the flow of data in the system. The data acquisition programs on the computers

are made in LabVIEW (National Instruments). The communications between the devices/sensors are

made in the RS-232 serial or IEEE-488 (GPIB) communication. As for the barometric sensor MS5611-

01BA03 and the accelerometers MMA8451, the sensors are controlled and read out by Arduino Micro
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sensors PCs

SQL

DFS

PCsservers

Figure 11.7: Flow of data acquired by the monitoring system. The data from the sensors are first
saved locally on the computers. The system automatically copies the data to the CERN DFS and
optionally to the Oracle SQL server. The stored data can be accessed by client computers.

micro-controllers in the I2C communication, and then the data recorded in the Arduino Micro is sent

to the computers in RS-232.

Data recorded on computers are automatically copied in the form of text files in a structured way

on CERN Distributed File System (DFS). As an optional feature, data is also copied on an Oracle

database hosted on CERN servers. The use of the SQL database enables implementation of useful

functionalities such as automatic emails which daily send a summary of data logged by the system.

The LabVIEW Oracle Open Database Connectivity (ODBC) toolkit and a python interface cx_Oracle

are used to access the SQL database.
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X (parallel to the magnet) Y Z  (vertical)

Figure 11.8: Magnetic field produced by the AD operation measured by the downstream fluxgate
(Fig. 11.2). The vertical orange lines indicate the timing of the injection of antiproton beams to the
AD ring.

11.3 Magnetic field fluctuations in the AD

As the experiment is situated in an accelerator facility, there are various sources of magnetic field

variations. What matters the most to the measurement is periodic magnetic field variations produced

by operation of the AD, which have about the same time scale with cyclotron frequency measure-

ments. In addition to the AD, the new ELANA ring also became operational in 2017. A detailed

characterization of the magnetic field fluctuations by operation of the AD/ELENA is presented in

Section 11.3.1. In Section 11.3.2, the other causes of magnetic field fluctuations are summarized.

11.3.1 Magnetic field fluctuations by the AD/ELENA

Typical magnetic field variations produced by the AD measured by the downstream fluxgate are

plotted in Fig. 11.8. Fig. 11.8 (A),(B) and (C) respectively correspond to the X,Y and Z axes defined

in Fig. 11.2. The orange vertical lines indicate the timing of trigger signals synchronized to injections

of antiproton beams in the AD ring. Steps of magnetic field variations corresponding to that of

the deceleration cycle (Fig. 4.2) are observed in each channel. Because the sensor has bidirectional

outputs, the AD magnetic field appears inversely in the X component, which is parallel to the axis of

the magnet and measures its stray field. The Y component is therefore more appropriate to evaluate

the horizontal component of the pure magnetic fluctuations by the AD.

The amplitude of the AD magnetic field variation is about 100–500 nT in the horizontal directions

(X,Y ) and about 3.5 µT in the vertical direction (Z).

Actual measurements are synchronized to the AD cycle to avoid beats between the measurement

cycle and the AD cycle. Therefore what is of interest is the statistical properties of the magnetic

field for a time window selected in each cycle. For a detailed analysis of the periodic magnetic field

fluctuations, measures ΞB and σB are defined as the following. These measures are defined as functions
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Figure 11.9: Definition of the variables used for the evaluation. The time t0,k corresponds to injection
of antiprotons in the AD ring at the beginning of each cycle. The time window for analysis is defined
in respect of t0,k by the offset toff and the window length twin. Bk and σB,k are defined by Eq. (11.2),
calculated with data included in the selected time window.

a time window for analysis in the cycle as exemplified in Fig. 11.9.

Let {B(ti)} be sampled magnetic field at points of time ti, and {t0,k} (k = 1, 2, · · · , N) to be an

array of time at the antiproton injection in the beginning of each cycle, with N being the number of

AD cycles included in the analyzed dataset. The time window for analysis, indicated by red bands

in Fig. 11.9, is defined for cycle k by the offset toff in respect of tk and the window length twin. For

sampled magnetic field data included in the time window k, we define Bk and σB,k as

Bk = {B(ti) | t0,k + toff < ti < t0,k + toff + twin},

σB,k = STD ({B(ti) | t0,k + toff < ti < t0,k + toff + twin}) .
(11.2)

Here {· · · } and STD({· · · }) stand for operations to an array {· · · }, respectively averaging and calcu-

lation of the standard deviation. For an array of {Bk} and {σB,k}, we define ΞB and σB by

ΞB =

√√√√ 1
N − 1

N−1∑
k=1

(δBk − δB)2

with δBk = Bk+1 −Bk (k = 1, 2, · · · , N − 1), δB = 1
N − 1

N−1∑
k=1

δBk

(11.3)
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σB =
N∑
k=1

σB,k
N

. (11.4)

Thus ΞB is an estimate of cycle-to-cycle fluctuations of the mean magnetic field in the selected time

window, and σB estimates the magnetic field fluctuations within the time window. The primary

interest for the charge-to-mass ratio comparison is ΞB which may affect the cycle-to-cycle cyclotron

frequency stability. A high σB is not much of a problem as long as the spectra have enough dip SNR.

However its was also analyzed for a possible future implication.

Two datasets were selected for the evaluation, as summarized in Table 11.2. Dataset 1 was sampled

in August 2017 when the ELENA ring was operational, while Dataset 2 was sampled in December

2017 when the ELENA ring was stopped. The other conditions are close between the two datasets.

Both datasets were sampled in early morning where there was less human activities. The difference

of the sampling interval ∆ti by 20% do not cause any significant change in the resulting values.

The raw Y component of the magnetic field of each dataset is displayed in Fig. 11.10. It can be

observed that there is no significant jumps or drifts. In the figure insets, the zoomed-in plot of one

cycle is shown. In the zoomed-in plot of the Dataset 1 (Fig. 11.10 (A)), the magnetic field fluctuations

caused by the ELENA with an amplitude of about 200 nT are observed as superposition onto the

variations by the AD.

For each component of BX , BY , BZ of each of Dataset 1 and 2, ΞB and σB are evaluated as

two-dimensional functions of toff and twin, for ranges toff ∈ [5 s, 70 s] and twin ∈ [10 s, 60 s]. The results

are shown in Figs. 11.11 and 11.12.
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Table 11.2: Summary of the characteristics of the analyzed datasets. In the table, ∆ti stands for the
sampling interval of the fluxgate, with its error obtained by the standard deviation of all the raw
data in the dataset. N stands for the number of the AD cycles included in the dataset, as used in
Eqs. (11.3) and (11.4).

Dataset Period ELENA Experiment on shift ∆ti N

Dataset 1 Tue. August 8 04:00–06:00 operational AEgIS 0.591(6) s 60

Dataset 2 Wed. December 6 04:00–06:00 stopped AEgIS 0.500(3) s 60
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Figure 11.10: Y -components of the magnetic field of Dataset 1 (A) and 2 (B) used for the evaluation.
In the inset, zoomed-in plot on one cycle is shown for each dataset. In the zoomed-in plot of (A),
magnetic field ramps by the ELENA ring are observed together with the variations by the AD.

What can be observed in the results are summarized below:

1. The region which has the highest ΞB is where the selected time window is overlapped to a

large magnetic ramp from the kicker magnet before the antiproton injection. This is enclosed

by red dashed lines in each of Figs. 11.11 and 11.12(A–C). The fact that this comes near

(toff , twin) = (70 s, 60 s) in case of Dataset 1 implies that the cycle length of the AD in this

dataset was slightly shorter than Dataset 2. The exact timing of this region differs between the

axes, reflecting the differences of their magnetic field properties (see Fig. 11.8).

2. Looking at ΞBY
of Dataset 2, a region with small ΞBY

is found at twin + toff > 60 (enclosed

by the green dotted-dash line in Fig. 11.12 (B)). The time t0,k + 60 s corresponds to the middle

of the cycle. The first half of the cycle contains more frequent magnetic ramps. It seems that
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Dataset 1 (ELENA ON)

A

B

C

D

E

F

Figure 11.11: Results of the evaluation of magnetic field fluctuations for Dataset 1 recorded in August
2017 when the ELENA ring was operational. (A) ΞBX

, (B) ΞBY
, (C) ΞBZ

, (D) σBX
, (E) σBY

, (F)
σBZ

. The unit of the color density map is in nT. See the text for further discussion.
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Dataset 2 (ELENA OFF)

A

B

C

D

E

F

Figure 11.12: Results of the evaluation of magnetic field fluctuations for Dataset 2 recorded in De-
cember 2017. The ELENA was not under operation. (A) ΞBX

, (B) ΞBY
, (C) ΞBZ

, (D) σBX
, (E) σBY

,
(F) σBZ

. The unit of the color density map is in nT. See the text for further discussion.
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Table 11.3: Comparison of ΞB(toff , twin) between Dataset 1 and 2 for different window settings.

ΞB(toff , twin) Dataset 1 (ELENA ON) Dataset 2 (ELENA OFF)

ΞB,X(30 s, 30 s) 2.6 nT 6.6 nT

ΞB,Y (30 s, 30 s) 3.7 nT 8.4 nT

ΞB,Z(30 s, 30 s) 13.4 nT 22.9 nT

ΞB,X(50 s, 50 s) 2.3 nT 6.8 nT

ΞB,Y (50 s, 50 s) 4.0 nT 7.2 nT

ΞB,Z(50 s, 50 s) 3.1 nT 23.6 nT

ΞB,X(64 s, 48 s) 7.6 nT 6.9 nT

ΞB,Y (64 s, 48 s) 12.2 nT 7.1 nT

ΞB,Z(64 s, 48 s) 169 nT 24.3 nT

for the earlier half of the cycle, either the cycle-to-cycle fluctuations of the magnetic field are

stronger, or the timing between the deceleration steps fluctuates more strongly than the latter

half of the cycle.

3. The influence of the ELENA operation is observed most clearly in ΞB,Y Fig. 11.11 (B) in

a region twin < 40 s. The oscillatory structure indicates that the operation of the ELENA

was synchronized to the AD and made four times of magnetic ramps in one AD cycle, each

continuing for about 30 s. The appearance is less significant in the ΞB,X , however a similar

oscillatory stricture can be observed in a region 20 s ≤ toff ≤ 50 s. For this mode of the ELENA

operation, its effect can be suppressed by choosing twin ≥ 35 s. In Table 11.3, absolute values

of ΞB are compared between Dataset 1 and 2 for sleeted sets of (toff , twin). If compared for

(toff , twin) = (30 s, 30 s), (50 s, 50 s), it can be found that the fluctuations ΞB are smaller for

Dataset 1 (ELENA on) than Dataset 2 (ELENA off). From this, it seems that the operation

of the AD ring was more stable apropos of the magnetic fields that the ring produced, at the

time when Dataset 1 was sampled. It can be said that effects of the ELENA is not significant

as long as the region where twin < 30 s is avoided. This has an important implication for future

when the ELENA will constantly be operational.

4. As for σB , a region of low σB is found in toff > 45 s (enclosed by blue dashed lines in each of

Fig. 11.11 (D–F) and Fig. 11.12 (D–F)). This corresponds to the end of the first two magnetic

ramps in the AD cycle.

If only the magnetic field fluctuations are considered, it is best to adjust the averaging time window

of the double-dip spectra acquisition during the sideband measurement sequence to match to the area
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discussed in the above point 2. toff = 64 s, twin = 48–58 s correspond to typical settings of the double-

dip spectra acquisition of the measurement. The results of ΞB(64 s, 48 s) are listed in Table 11.3. The

values for (toff , twin) = (30 s, 30 s), (50 s, 50 s) are also listed for references. More precise tuning, which

could improve the magnetic field fluctuation by a few nT is not significant under conditions in 2017

run-II where the shielding factor of the magnetic shielding system was about 90 (Section 10.5.2).

As will be discussed in Chapter 15, contributions of the axial frequency fluctuations also needs to

be accounted. They are more significant than the magnetic field contribution, and was taken into

account in determining the final setting of the averaging window lengths.

Comparison with 2014 cyclotron frequency fluctuations

The magnitudes of the magnetic field fluctuations discussed above can be compared to the char-

acterization of the cyclotron frequency stability by Allan deviations performed to data of the 2014

charge-to-mass ratio comparison. As discussed in Section 7.1, the Allan deviation of the cyclotron

frequency was compared between datasets with different configurations in terms of the syntonization

to the AD operations. For data recorded when the measurement cycle was synchronized to the AD op-

eration, the white noise component was about 160 mHz · (cycle)−1/2 and the random walk component

was 220 mHz · (cycle)1/2. The random walk component was reduced to 160 mHz · (cycle)1/2 for data

recorded during a AD shutdown, while reduction in the white noise component was not significant.

Therefore, the difference in the random walk components between the datasets of AD on and off

√
2202 − 1602 ≈ 150 mHz · (cycle)1/2 (or 10 nT · (cycle)1/2) (11.5)

can be considered as a contribution of the shot-to-shot magnetic field fluctuations, corresponding to

what is evaluated by ΞB to the cyclotron frequency stability. The fluctuations evaluated in Table 11.3

are consistent to Eq. (11.5), considering the magnetic field shielding by a factor of 10 provided by

the superconducting magnet used in the 2014 measurement.

11.3.2 Other magnetic field fluctuations

Sources of magnetic field disturbances besides the AD/ELENA are summarized in the list below:

• Magnetic field variations due to ramp up/down of magnets of other experiments (typically

0.5–1 µT)

• Magnetic field variations due to switching of the beam destination (typically 50–500 nT)

• Operations of an overhead crane (typically 2–5 µT).

In Fig. 11.13 (A), examples of magnetic field variations caused by the beamline switchings and the

crane operations are found. The magnetic field changes by the beamline switches typically occur in
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beamline switches

crane operations

Figure 11.13: (A)Magnetic field measured by the Hall probe. The field variations caused by the beam-
line switchings and crane operations are marked by the green ovals and red rectangles, respectively.
(B) Photograph of the overhead crane.

time scales of a few minutes. The overhead crane is another source of magnetic field fluctuations,

whose photograph is shown in Fig. 11.13 (B). It is used for transport of material such as dewars of the

cryogen. When the crane passes over the BASE zone, the magnetized steel body of the crane varies

the magnetic field in the zone. This magnetic field disturbance also happens typically on time scales

of minutes. In Section 10.5.1, the crane was used to deliberately produce magnetic field variations to

measure the shielding factors of the magnetic shielding system.

These momentary variations do not impose a limitation on the measurement. As they can be

clearly identified in the results of the cyclotron frequency measurements as well as in the monitored

external magnetic fields. Therefore the affected data points can be excluded as outliers in the data

analysis.

The slow variations such as the ones caused by the magnet ramps of the other experiments do not

cause a problem, either. What is important is stability of the frequency ratio obtained in subsequent

measurements. Frequency drifts which have longer time scales than dat sampling are canceled by the

interpolation discussed in Section 7.2.
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Experimental results in 2017
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12
Overview of BASE 2017 run

In the next chapters, experimental works in the 2017 run are summarized. The goal was to perform an

improvement of the proton-to-antiproton charge-to-mad ratio comparison. To this end, the upgrades

described in Part V were implemented to the system. The apparatus was commissioned and had

been developed to finally reach a condition where a significant improvement from the 2014 result was

possible.

Major events and experimental activities during the run are summarized in the timeline in

Fig. 12.1. The run was divided in two parts by disassembling and reinstallation in September/October.

They are called run-I and run-II.

Before the beginning of the run, several upgrades were performed to the apparatus for an improved

charge-to-mass ratio comparison. The two major upgrades were installation of the tunable axial

detection of the PT (Chapter 9) and the advanced magnetic shielding system (Chapter 10). The

apparatus was cooled down on the 17th of May. Subsequently, it was commissioned first with protons

and then with antiprotons from the antiproton beam-time starting in June.

The cyclotron frequency fluctuation at the beginning of run-I was about a factor of 2 worse

than the condition of the 2014 measurement. Efforts were made since then to identify the sources of

fluctuations and to optimize the environmental conditions. Over the course, the cyclotron frequency

stability improved to finally reach about 72 mHz in early September, which is a factor of > 2 better

than in 2014.

The first part of the run (run-I) ended by an accidental quench of the superconducting magnet on

the 13th of September. This was unintended, but gave us an opportunity to characterize the detection

system in an environment without s strong magnetic field (Section 9.4). We decommissioned the sys-

tem, recharged (Section 5.1.1) and shimmed (Section 5.1.2) the magnet, upgraded some components,

and reinstalled the apparatus in the middle of October (run-II). The three major upgrades performed

between run-I and run-II were :
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2017	RUN-I

2017	RUN-II

2017 
May 1 July 1June 1 Aug. 1 Sept. 1

Oct. 1 Nov. 1 Dec. 1 2018 
Jan. 1

First proton cyclotron freq. measurement 

Asymmetry compesation First preparation of single p and H

First capture of p in RT

Successful capture of ~ 300 pFirst beam-shift

TR optimizationCool down
First two-particle cyclotron freq. measurement

beamtime 

C  optimization 

B  measurement

Trigger to the AD implemented

TR optimization

B  measurement

TR optimization

Flow stabilization installed

Cyclotron freq. fluctuation < 160 mHz (2014 condition)

Electron kick-out implemented, cryostat covers installed 

Reload

TR scan, asymmetry compensation,  

cyclotron freq. measurement with electron kick-out 

Covers of nitrogen inlets of cryostats insatlled

Cyclotron freq. fluctuation < 100 mHz

Self-shielding coils characterization

Cyclotron freq. measuremet at high pressure

Quench of the magnet

Heat up 

Magnet recharged

Magnet shimmed

Cool down 
Cyclotron fluctuation < 80 mHz
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TR optimization
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Cyclotron fluctuation < 80 mHz for three subsequent nights

Buffer presure of the flow stabilization system decreased

CPT test started
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AD shutdown

First p cyclotron freq. measurement over night  

Major events / activties 

Achievements 

Reservoir operations

Trap optimizations /characterizations

Optimization of environmental coditions 

1

4

1

2

Figure 12.1: Major events and activities during the 2017 run. Works particularly related to the
following chapters are highlighted in different colors.

• Exchange of the degrader foil: the in-trap aluminum degrader foil used since 2014 was found

to have become radioactive by collisions of energetic antiproton beams,1 and replaced to a new

one. The radioactive degrader frequently caused a problem of electron contamination during

run-I (Section 16.6). In run-II, when radioactivity due to short-lived nuclei has settled a few

weeks after the beam-time, a typical rate of observing contamination became only one event in

two weeks.

• Modifications on the PT axial detection system: the Q-factor of the PT axial detection system

in run-I was significantly lower than what was previously measured in a cryogenic test setup.

The feedthrough on the pin-base used for the detection line had a deficit, and have caused the

reduction of the Q-factor by RF power losses. A different feedthrough was used in run-II. In

addition, the resonator and the amplifier were replaced to a set with better performances. As a

result, the Q-factor of the PT detection system was improved from ≈ 3100 (run-I) to ≈ 22600

(run-II).

• Examination and modification on the self-shielding solenoids (Sections 10.4.3 and 10.4.3): The

joints of the 75 mm- and 86 mm coils of the self-shielding system were remade. Although the

repair was unsuccessful, the new coil configuration improved the shielding factor from −36(4)
1The radioactivity of the foil measured by CERN radiation protection department was 2 Bq.
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(run-I) to 90(5) (run-II).

Stability comparable to the end of run-I was soon reached as a result of an improved performance

of the system and optimized environmental conditions. After further developments, data taking of

the charge-to-mass ratio comparison started on the 5th of December (CPT test started in Fig. 12.1).

In the following chapters, experimental results obtained during BASE 2017 run are presented.

Works particularly related to the contents of these chapters are highlighted in color in Fig. 12.1 .

In Chapter 13, methods which have been used and developed to prepare a single antiproton and

an H− ion are described. They include methods to catch antiproton beams, to clean the cloud from

contaminant particles, and to extract a single particle from the reservoir. Although these are used

mostly during the beam-times, the extraction of a single particle from the reservoir (Section 13.3)

was regularly performed to prepare a single particle during the development phase.

In Chapter 14, methods used to characterize and optimize the parameters of the PT are summa-

rized. Parameters of the trap such as the magnetic gradient or the asymmetry of the potential are

characterized / optimized by using a single particle as a probe.

In Chapter 16, works performed to improve the cyclotron frequency stability are summarized.

Before seeing the actual developments and the improvement, the cyclotron frequency stability with

the sideband coupling method and the principal stability limit is discussed in Chapter 15.
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13
Preparation of a single antiproton/H− ion

In this chapter, experimental methods to prepare single particles necessary for measurements are

discussed, from catching of beams (Section 13.1) until the procedure to extract single particles from

a particle cloud (Section 13.3). These methods were established during the beam time in 2014, and

have been published as Ref. [146]. A few points particular to 2017 run are discussed in Section 13.3.2.

The operations described in this chapter are performed in the RT, except the electron kick-out

(Section 13.2.3) which is also performed in the PT upon necessity.

13.1 Catching

Fig. 13.1 shows the setup around the RT, which functions as a catching trap. For more details of the

associated components such as the electron gun, see Section 5.6.

To capture 5.3 MeV antiproton beams from the AD, we employ experimental methods established

by preceding antiproton experiments [193–197]. The antiprotons injected to the apparatus are first

slowed down by the degrader structure at the entrance, then are captured by a closure of the potential

wall by the high-voltage electrode, and gradually lose their energy by both sympathetic- and resistive

cooling.

The series of procedures is described in Fig. 13.2.

• Prior to injection of the beam, electrons are loaded to the trap for sympathetic cooling. Potential

walls are formed by application of −1 kV on two high-voltage electrodes adjacent to the RT.

An electron beam of 50–100 nA is injected by the electron gun located at the downstream end

of the trap system (see Fig. 5.10). The downstream potential wall is opened for a few seconds

to load typically 7× 106 electrons [135]. After being captured in the trap, the electrons quickly

lose their energy via the cyclotron radiation. The time constant of the cooling τe,cool is given
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Figure 13.1: Schematic of the RT and the associated components. The antiproton beams are injected
from the left (upstream) of the figure through the degrader structure. Electrons for sympathetic
cooling are provided by the electron gun located downstream (right in the figure). The axial detection
system of the RT is also depicted in the figure. Adapted from Ref. [146], modified under permission.

by [198]

τe,cool =
(

1
6πε0

e4B2

m3
ec

3

)−1

≈ 0.68 s. (13.1)

• Next, antiprotons are injected to the trap by setting appropriate currents on the beam line

magnets. The upstream potential wall of −1 kV is opened for typically 100 µs before the arrival

of the beam to the trap, and closed at adequate timing to capture the beam. This is done by

using the delay generator which adds an appropriate offset to a trigger signal from the AD, and

activates the high-voltage switch (see Section 5.6.3). The beam, typically containing ∼ 3× 107

antiprotons at arrival, has a broadened energy distribution by passing through the degrader.

Among them, a fraction which has kinetic energy of . 1 keV is captured in the trap. The

captured fraction at this stage was estimated to be on the order of 103p̄ by ejecting the trapped

content by another voltage pulse and observing the annihilation signals by the scintillator.

• The captured antiprotons are sympathetically cooled by interactions with radiatively cooled

electrons to the order of 100 meV [194]. After they are cooled enough to be confined in the

trap center, they are further cooled via resistive cooling by the RT detection system [196]. The

time constant of the sympathetic cooling depends on the electron density and temperature of

the antiproton- and electron clouds [196], but on the order of 10 s or below. The high-voltage

potential walls are ramped down after waiting time sufficient for the cooling.

Before execution of the procedure above, parameters such as the currents of the magnets on the

beamline, the offset and the duration of the catching pulse must be optimized. Extensive parameter

searches were performed in 2017 run-I, which led to an improvement in the number of finally trapped

antiprotons (see Section 13.2.5). Their details are found in Natalie Schön’s master’s thesis [135].
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electrons

antiprotons
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C D

E F

RT

US-HV DS-HV

Figure 13.2: On-axis electric potentials during the catching operation. (A,B) Electron loading. An
electron beam is injected from the electron gun located on the downstream end of the trap stack. The
potential wall by the downstream high-voltage electrode is ramped down for a short time to introduce
the electrons in the RT. Typically 104 electrons are captured. (C) The electrons captured in the last
step is cooled by radiative cooling. (D, E) Antiproton loading. A fraction of antiprotons injected
through the degrader structure is captured by an adequately timed voltage pulse on the upstream
high-voltage electrode. Typically, 103 antiprotons are trapped at this stage from original 107 in the
beam. (F) The captured antiprotons are sympathetically cooled by the electrons pre-loaded to the
trap, then resistively cooled by interactions with the RT axial detection system.
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Table 13.1: Typical parameters of the RT in 2017 run-I and run-II. The resonance frequency ν0,eff and
the with ∆ν0,eff and the Q-factor of the detection system, the ring voltage VR,p̄ to adjust antiprotons
to the resonance frequency, and the dip-width of a single antiproton ∆νz,p̄ are listed for each.

ν0,eff (Hz) ∆ν0,eff (Hz) Qeff VR,p̄ (V) ∆νz,p̄ (Hz)
2017 run-I 784987 40.8 19240 6.896 3.29
2017 run-II 793892 37.3 21280 7.101 3.67

Table 13.2: Eigenfrequencies of different species of negatively charged particles calculated for trap
B = 1.945 T and VR = 7.104 V/0.7 V. The ion masses are based on Ref. [199].

VR = 7.104 V VR = 0.7 V
particle ν+ (MHz) νz (kHz) ν− (kHz) ν+ (MHz) νz (kHz) ν− (kHz)
e− 54 445 34 228 10.759 54 445 10 744 1.0601
p̄ 29.641 798.77 10.763 29.651 250.74 1.0602
H– 29.609 798.34 10.763 29.616 250.60 1.0602
C– 2.4782 231.42 10.806 2.4879 72.645 1.0606
O– 1.8565 200.45 10.821 1.8663 62.922 1.0607

13.2 Removal of contaminant particles

After the catching procedure, the RT contains negative-charged particles besides antiprotons; elec-

trons and ions such as H– , C– , O– . These negative ions are produced by the collisions of the incoming

antiprotons on the degrader via dissociation of atoms and molecules on the degrader surface. Among

them, H− ions are necessary for the measurement, while the others obstruct measurements. These

contaminant particles disturb the frequency of the antiprotons and prevent them from being observed

as a stable dip signal. The next step of preparation is to remove these contaminant particles. In what

follows, different methods employed for the trap cleaning are summarized. For discussion of trap

operations below, typical RT parameters in 2017 run-I/II are listed in Table 13.1.1

13.2.1 Cleaning by RF excitations

The simplest cleaning method is selective excitation of eigenmodes of the contaminant particles in

the trap. On the left half of Table 13.2, eigenfrequencies of different species of particles calculated for

the operational conditions of the RT in 2017-run II are listed.

The ions heavier than H− ions are distinguished by antiprotons and H− ions by their axial fre-

quencies. They are excited by a broad-band noise signal [200] with a range from 20 kHz to 500 kHz

through the axial excitation line (Section 5.4.2). When it is necessary to remove antiprotons or H−

ions2, the modified cyclotron mode is excited by a quadruple drive through the radial excitation line.
1During proton commissioning, the same cleaning methods as described in Sections 13.2.1 and 13.2.2 are used to

remove positively charged contaminant ions. H2+ ions are removed in the same way as H– ions in the antiproton case
by exciting their modified cyclotron mode (Section 13.2.1).

2A typical situation to remove antiprotons is extraction of an H– ion. See Section 13.3.
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(i) (ii)

(iii)

(iv)

(i)    Trapped in RT
(ii)    After transport 
(iii)   DS-HV at 10 V
(iv)   DS-HV at 50 V

Figure 13.3: (A) Procedure of removal of the contaminant ions by the trap instability condition. The
trap content is first located at the center of the RT (i). It is transported to the electrode adjacent to
the downstream high-voltage electrode (ii). The voltage on the high-voltage electrode is increased in
steps up to 1800 V; the potentials for 10 V (iii) and 50 V (iv) are plotted. In the process of ramping
the high voltage, the trap content drops into the deep well formed by the high voltage, from which
the contaminant ions escape. (B) The critical mass-to-charge ratio for stable trapping (Eq. (13.2)) is
calculated by the curvature of the potential for the cleaning. The critical m/q is plotted against the
voltage applied on the downstream high-voltage electrode. The unit is mu/e (mu: the atomic mass
unit, e: the elementary charge).

After the excitation, trapping potential is made shallower, typically to 0.3 V3, to evaporate excited

particles.

For removal of electrons, a dipole drive at 10 MHz is kept on while the trapping potential is slowly

decreased to 0.3 V and then ramped back to normal VR ≈ 7 V. This drive frequency corresponds to

the axial frequency of electrons at VR ≈ 0.7 V. Electrons which have high radii have higher axial

frequencies than this. Lowering the potential during the excitation makes these high-radii electrons

in resonant with the drive.

During the operations of voltage ramps and excitations, a positive potential is applied to the most

upstream target electrode (see Fig. 13.1) in order to attract negative particles escaping from the RT.

13.2.2 Cleaning by trap instability condition

This method makes use of the condition of the stable trapping potential mentioned in Section 2.1.1.

From Eq. (2.10),
m

|q|
<

B2

4|C2V0|
= B2

2

∣∣∣∣∣
(
∂2Φ
∂z2

)−1

z=z0

∣∣∣∣∣ (13.2)

is a criterion for stable trapping of particles of mass m and charge q. Here z0 represents the axial

position of the potential minimum. This can be used to remove ions heavier than antiprotons/H− ions

by providing a deep trapping potential. For particles which have higher mass-to-charge ratios m/|q|

than the right hand side of Eq. (13.2), radial confinement by the magnetic field does not balance to
3At VR < 0.256 V(run-I)/0.385 V(run-II) a loss of antiprotons from a cloud thermalized to the detection system

started to be observed.
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the strong axial potential, and the particles escape in the radial direction.

The procedure is shown in Fig. 13.3 (A). To apply this method, the cloud is transported to

the electrode next to the downstream high-voltage electrode (Fig. 13.3, (A) (ii)), then the trapping

potential is deepened by slowly increasing the voltage on the high-voltage electrode (Fig. 13.3 (A) (iii,

iv)) to 1800 V. The ions which do not satisfy the stability condition escape from the trap in the radial

direction. After waiting for about 60 s at 1800 V, the potential is ramped down, then the cloud is

transported back to the trap by the reversed procedure.

In Fig. 13.3, (B) the scaling of the critical mass-to-charge ratio m/q of Eq. (13.2) in this deep

potential is shown against the voltage applied on the downstream high-voltage electrode. On the

right of the graph, m/q are indicated for ion species which are likely to exist in the trap. Applying

1800 V on the high-voltage electrode makes the potential unstable for all the ions heavier than H−.

This method was found to be very efficient in removing the contaminant ions.

13.2.3 Electron kick-out

Electrons on large magnetron orbits are not removed by the axial excitation discussed in Sec-

tion 13.2.1. To remove such electrons efficiently, the electron kick-out technique [195] is employed.

The basic idea is to open the potential for a short duration by applying a fast voltage pulse. Because

of the mass differences, it is possible to choose the opening duration which lets electrons escape, but

keeps antiprotons/H− ions trapped in the potential. The kick-out was configured for the following

three positions of the trap stack:

• Kick-out at the upstream high-voltage electrode, in the upstream direction

• Kick-out at the downstream high-voltage electrode

• Kick-out at the pulsed electrode located downstream of the ST, in the downstream direction.

These electrodes are equipped with the diode-bridge filters (see Section 5.6.3) for application of pulse

signals. The kick-outs at the downstream high-voltage electrode and the ST pulsed electrode are

used to clean the PT content. In Fig. 13.4, potentials for the kick-outs at the upstream high-voltage

electrode (A) and at the ST pulsed electrode (B) are displayed together with the cross sectional views

of the corresponding parts of the trap stack. The procedure reads as follows for the kick-out at the

upstream high-voltage (Fig. 13.4 (A)):

1. A cloud is transported from the RT center, and parked in the electrode upstream of the upstream

high-voltage electrode by the potential (i).

2. The potential (ii) is applied and the cloud is trapped in the well formed between the end of the

RT and the upstream high-voltage electrode.
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Table 13.3: Properties of the potential formed before the electron kick-out. It corresponds to potential
(ii) in Fig. 13.4 (A, B).

∂2Φ
∂z2

∣∣∣
z=z0

(V/m2) νz,p̄ (MHz) νz,e− (GHz) 1/νz,p̄ (ns) 1/νz,e− (ns)

US-HV −2.554× 105 1.113 47.707 898.2 21.0
DS-HV −2.533× 105 1.109 47.503 902.1 21.1

ST pulsed −1.719× 105 0.913 39.132 1095 25.6
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(i)  After transport!
(ii) Before/after kickout!
(iii) Kickout  !

electron kickout at US-HV electron kickout at ST pulsed electrode 

Figure 13.4: On-axis electric potentials used for electron kick-out operations at the upstream high-
voltage electrode (A) and the pulsed electrode located downstream of the ST (B). The center of the
RT is defined as z = 0 of the horizontal axis. The cross-sectional view of part of the trap stack is
shown above in the same scale as the horizontal axis. The electrode where a pulsed voltage is applied
is marked in brown for each of (A) and (B). For each of (A) and (B), (i) potential after transport to
the position of the kick-out, (ii) the potential before and after the kick-out, (iii) the potential during
the kick-out. A pulsed voltage opens the potential from (ii) to (iii) for a duration on the order of
100 ns.

3. The voltage on the upstream high-voltage electrode is grounded for a short time, typically 100–

180 ns, to form the kick-out potential (iii) to make electrons escape. Afterward the wall is closed

and the potential (ii) is again formed.

4. The potential (i) is formed again, and the cloud is transported back to the RT center.

A function generator4 is used to provide a low-noise voltage pulse with a well-defined length at step

3. The potential (ii) applied before and after the kick-out should be defined such that the length of the
4Agilent AG33250 or Keysight 33612A.
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Figure 13.5: Dip signal observed during 2017 run-II corresponding to about 370 antiprotons (A). The
signal from two antiprotons is shown in Fig. 13.5 (B) for reference. Note that the large size of the
cloud in Fig. 13.5 (A) corresponds to a case ∆νz > ∆ν0 of Eq. (2.115).

voltage pulse is longer for electrons but sufficiently shorter for antiprotons/H− ions. The oscillation

periods 1/νz can be estimated by the curvature of the potential at the potential minimum z = z0.

These characteristics of the pre-kick-out potential used for kick-out at each of the three positions

are listed in Table 13.3. For the employed potentials, the length of the voltage pulse is an order of

magnitude shorter than 1/νz,p̄, and an order of magnitude longer than 1/νz,e− .

13.2.4 Sideband cooling

Between the cleaning procedures, sideband cooling (Section 2.5) is performed frequently to cool the

magnetron- and the modified-cyclotron modes of antiprotons and H− ions to keep them on small

radii. Magnetron cooling is also performed after transports which may heat the cloud.

13.2.5 Observation of the dip signal

After removing contaminant particles by the procedures above, a dip of the cloud of antiprotons can

be observed. Fig. 13.5 (A) shows a dip signal of the antiproton cloud recored during run-II. A fit to

the theoretical line shape yields a dip-width of ∆νz,N = 1371(1) Hz. By the relation ∆νz,N = N∆νz
(Eq. (2.118)) and the single-particle dip-width of 3.67 Hz (run-II), this corresponds to the number of

antiprotons in this cloud of 374(1).

In 2017 run, successful catching and cleaning procedures typically prepare > 300 antiprotons in

this stage. This is an improvement by about a factor of 5 compared to previous years, owing to the

optimized catching parameters [135].
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13.3 Extraction of a single particle

The last step of preparation is extraction of a single particle from a cloud.

13.3.1 Principle of separation of a particle cloud

During 2014 beam-time, we developed methods to store and manipulate particles in the reservoir

[146]. They enabled operation of the experiment even during shutdown periods of the AD, and have

been key techniques for the recent achievements of BASE (Chapter 6).

Separation of a particle cloud is done by a sequence of voltage ramps. The on-axis potential of

each step is displayed in Fig. 13.6. First, the cloud is trapped by a potential well formed by the ring

electrode and the two correction electrodes (Fig. 13.6 (a)). A negative voltage of −13.5 V is applied

on the ring electrode to separate a cloud into two fractions (b). Each of the fractions can be analyzed

while the other is being parked in one of the high-voltage electrodes (c/d). Including transport of

the particles between each step, the entire procedure takes about 120 s. By a reversed sequence, two

clouds can be merged into one. The separated fraction can be controlled by deliberately applying

an asymmetric potential at stage (a) by setting an appropriate voltage on one of the correction

electrodes. By considering the distribution of the axial coordinates of the particles in a cloud in

thermal equilibrium with a detection system (see Section B.1), the number of extracted particles is

expected to follow

Ndown = C ·
∫ ∞
z0

|z| exp
(
−2π2m(νzz)2

kBTz

)
dz, (13.3)

with Ndown being the number of particles extracted to the downstream fraction, C the normalization

factor (Eqs. (B.4) and (B.9)).

A characterization measurement was performed in 2014 with the same setup as Fig. 13.1. The

results are given in Fig. 13.7. The data was obtained by repeating the separation and the merging

procedures for a cloud of about 100 antiprotons. The number of particles of each fraction was counted

by measuring the dip-width (Fig. 13.7 (b)). In Fig. 13.7 (a), the extracted fraction of each cloud

(upstream fraction: red circles, downstream fraction: black squares) is plotted against the center-of-

mass position z0 before separation. The upstream/downstream fraction calculated by Eq. (13.3) is

plotted in Fig. 13.7 (a) for Tz = 1–10 K. The measured scaling of the extracted fractions is consistent

with Tz = 5.3(11) K, obtained by an independent measurement.

Plotted by the green stars are the sum of both fractions normalized to the number of particles

of the cloud before each separation procedure. It can be seen that the total number of particles

was constant over the entire measurement sequence, and the operations were lossless within the

uncertainties.

This method allows extraction of a selective number of particles, down to a single one. In case

of Fig. 13.7 (a), z0 = ±100 µm correspond to single particle extractions. This is a statistical process,
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Figure 13.6: On-axis potentials used for particle extractions. (a) Potential before separation. (b)
Potential after separation ramp. (c) Potential after shuttling the upstream fraction to the high-voltage
electrode. The content of the downstream fraction can be counted by the dip-width measurement.
(d) Potential after shuttling the downstream fraction to the RT and the upstream fraction to the
upstream high-voltage electrode Adapted from [146].
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Figure 13.7: (a) Extracted fractions as functions of the center-of-mass position defined by the
minimum of the electric potential before the separation. The red circles represent the fraction of
particles extracted to upstream fraction, the black squares represent the downstream fraction. The
green stars show the sum of both fractions normalized to the number of particles of the cloud before
each separation procedure. (b) Dip-width as a function of the number of particles. The dip-width of
a single antiproton was 1.9 Hz at the time of this measurement. Numbers of antiprotons from 22(1)
down to one were observed in this measurement. Adapted from [146].
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hence in practice multiple trials at are required to obtain a desired number of particles.

13.3.2 Extraction operation in 2017 run

The principle described in the last section is applied to extract single particles from the reservoir

in 2017 run. However, there are minor differences in the situation compared to the previous years.

The first is that extraction is needed to be performed to a cloud of a larger number of particles. We

employed a two-step extraction procedure to efficiently extract a single parcel from a large cloud.

Another point is that unlike 2015/2016 run for magnetic moment measurement of the antiproton,

the reservoir in 2017 contains two species of particles, namely antiprotons and H− ions. Some signs

in the spectrum were found which helped distinguishing between antiprotons and H− ions. Theses

methods and observations are discussed in this section.

Two-step extraction

As mentioned in Section 13.2.5, a cloud of more than 300 particles are obtained after successful

cleaning procedures in 2017 run. Direct extraction of a single particle from such a large cloud was

found to be difficult. This is understandable, as the number of the original cloud increases, the

adjustment of the asymmetry of the initial stage of extraction becomes more sensitive (see a detailed

discussion in Section B.2).

Therefore, extraction in 2017 run is done in two steps. The procedure is described in Fig. 13.8.

First, a small fraction, typically of 30–100 particles. is extracted to the upstream side (Fig. 13.8 (A)),

then the downstream fraction is parked in the upstream high-voltage electrode, and the upstream

fraction in the RT. At the second extraction from the RT (Fig. 13.8 (B)), extraction of a single

particle is attempted. The separation and the merging operations are repeated until a single particle

is extracted to the downstream high-voltage electrode. After a successful extraction, the extracted

single particle is transported to the PT, and the left fractions are merged into one to be stored in the

RT. In this scheme, the contents of the fractions in the first step and the upstream fraction of the

second step can be counted by individual dip measurements. The content of the downstream fraction

of the second step is either measured in the PT after transport, or deduced from the information of

the upstream fraction.

In Fig. 13.9, the scaling of the extracted fraction is plotted for data accumulated by two-step

extraction procedures. Three datasets below are plotted together:

1. Two-step extractions in run-II applied to an antiproton cloud initially containing about 360

antiprotons (plotted by dots)

2. Two-step extractions in run-II applied to a proton cloud initially containing about 88 particles.

203



CHAPTER 13. PREPARATION OF A SINGLE ANTIPROTON/H− ION
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Figure 13.8: On-axis potentials used in the two-step extraction procedure employed in 2017 run.

This was before the beam-time (plotted by ’+’)5

3. Characterization measurement in run-I where separation and merging were repeated for the

same cloud containing about 115 antiprotons (plotted by ’x’).

Data points of the first and the second datasets are plotted in different colors according to the

number of particles before separation. The downstream fraction extracted at each trial is plotted in

Fig. 13.9 (A), the number of particles of a cloud before each extraction is plotted in (B). The common

horizontal value of Fig. 13.9 (A) and (B) is the voltage on the downstream correction electrode

before separation which adjusts the asymmetry of the potential. The voltage corresponds to the

even separation is subtracted as the offset. The solid lines are the scaling of the extracted fraction

calculated from Eq. (13.3) for Tz = 5 K.

It can be seen that results of the characterization measurement in run-I as well as antiproton

data in run-II Nbefore > 200 scale consistently with Tz = 5 K. However, data points of smaller initial

numbers of particles, especially those for which Nbefore ≤ 30, seem to follow a steeper scaling against

the voltage. The same tendency is also observed for the proton data. This is merely a statical effect

and does not mean that these small clouds had a lower temperature. If the initial number of the

particles is small, large fluctuations broaden the scaling thus data points which deviate from the

original scaling are more likely to be observed (see a detailed discussion in Section B.2). In addition,

in the second step of extraction, we typically aimed a separation near half-by-half, making sampling

of these points concentrated around the parameter of the even separation. This makes the results

look as if they followed a scaling at a lower temperature.

Identifying antiprotons and H− ions

H− ions contained in a cloud prepared after the cleaning procedures are of smaller number than

antiprotons. The signs of H− ions are not evidently observed as long as the antiprotons are dominant.

One reproduced observation below seems to be attributed to an effect of the mixed cloud. In many

cases, a dip signal of an antiproton cloud does not stay stable for long time, but disappears typically
5The data of the proton measurement is plotted with inversion of the polarity e.g., VDS-CE = −13.42 V→ 13.42 V.
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−

Figure 13.9: (A) Extracted fraction as a function of the voltage applied on the downstream correction
electrode of the RT (offset: 13.29 V for dataset 1, 13.42 V for dataset 2, 13.28 V for dataset 3. ) (B)
The number of particles before each separation operation.

within 10–20 min, with the dip frequency drifting downward. It has been verified that it is not from

contaminants other than H− ions, and the dip is always recovered by the sideband magnetron cooling

of antiprotons without showing a sign of heating.

When comparable numbers of antiprotons and H− ions are contained in an extracted fraction,

the effect of the H− ions are observed more clearly. A spectrum of Fig. 13.10 (A) is a signal of one

antiproton and one H− ion acquired in run-I. Afterward this fraction was separated to one antiproton

(Fig. 13.10 (B)) and one H− ion (Fig. 13.10 (C)). In Table 13.4, the characteristics of these dips

obtained by fitting are listed. As seen in the plots and the table, the dip of the mixture of the

antiproton and the H− had a dip SNR significantly lower than the normal conditions. The ring

voltages for the mixture and the H− needed to be adjusted higher than the antiproton to make

the axial frequency in resonant to the detection system. To compare the differences as equivalent

frequency shifts, the axial frequency scaled to the ring voltage of the antiproton are listed at the

last column of Table 13.4. The frequency difference of 454 Hz between the single antiproton and the

single H− ions is consistent with their mass difference. The frequency difference in case of the mixture

of about 135 Hz is attributed to an interaction between the two particles. Such systems have been

studied by previous mass spectrometry works [201, 202]. What seems likely in this case is an averaged

effect of the outer particle which can be experienced as a screening of the electric potential by the

inner particle [202]. The significantly smaller dip SNR of the mixture can be understood as a result
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Figure 13.10: Signs of a mixture of the two kinds of particles observed in a dip signal. The dip signal
found in (A) has a significantly low SNR and a dip frequency shifted downward by about 130 Hz than
a normal antiproton dip. The ring voltage was set higher than usual to keep the signal in resonance
with the RT axial detection system. By the separation operation, this trap content was separated into
one antiproton (B) and one H− ion. The frequency of the antiproton returned to the normal condition.
The high SNRs in (B, C) indicate that what is observed in (A) are not due to contamination. The
spectra (A–C) were acquired with different FFT spans. The vertical axis of the graphs are scaled to
a unit of dBVrms at bandwidth 0.5 Hz.

Table 13.4: Properties of the dip signals in Fig. 13.10 extracted by fits of the spectra. The ring voltage
VR, the axial frequency νz, the dip-wdith ∆νz, the dip SNR, and the axial frequency scaled to the
ring voltage of the antiproton are listed for each spectrum.

VR (V) νz (Hz) ∆νz (Hz) dip SNR (dB) νz atVR = 6.89626 V(Hz)

p̄ and H− 6.898760 784992.76 10.56 2.86 784850.51
p̄ 6.89626 784985.81 3.29 20.2 784985.81

H− 6.904260 784986.74 2.93 17.8 784531.83

of particle-particle interactions which occur in a shorter time scale than the axial oscillation, causing

the secular axial frequency to be unstable.

The above-discussed effects of the interaction between antiprotons and H− ions were observed

reproducibly for mixtures of the two particles, namely the smaller dip SNR and downward axial

frequency shifts of typically 100–200 Hz compared to that of antiprotons clouds.

These signs have helped identifying the content of the extracted fraction in the second extraction

without transporting it to the PT, thereby making the operation efficient. In Table 13.5, a practical
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Table 13.5: Practical recipe for distinguishing trap content from features of the dip signal of an
extracted fraction. When one of the characteristics on the left of the table are observed, the trap
content is likely to be the species on the right. The frequency shift δνz is defined as the frequency
shift before and after the extraction; δνz = νz,fraction − νz,cloud.

Properties of the dip of an extracted fraction Likely trap content
Dip SNR Frequency shift δνz

SNR|dip > 15 dB 0 . δνz . 50 Hz p̄

SNR|dip > 15 dB δνz ≈ −450 Hz H−

SNR|dip < 10 dB −200 Hz . δνz . −100 Hz p̄ and H−

recipe of distinguishing the content of the trap during extraction procedure from observations in the

dip signals is given based on these experiences.
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14
Optimization and characterization of the
Precision Trap

In this chapter, methods are discussed which are used to optimize and characterize the trap imper-

fections of a Penning trap. They use single particle as the probe to measure the trap imprecation

parameters. This step is essential in preparing the trap for high-precision measurements. Their prin-

ciples are explained and the results of their application to the Precision Trap in the 2017 run are

discussed. The trap parameters were later characterized with higher precision for a systematic eval-

uation of the final data analysis. These final results will be presented in Ref. [79].

14.1 Optimization of electrical trap parameters

14.1.1 Compensation of electric anharmonicity

The tuning ratio (TR) is an important parameter for operation of a compensated Penning trap to

tune the trapping potential to a harmonic one. Recalling Eq. (2.57), a TR determines the Cj through

Cj = Ej +Dj · TR. (14.1)

The purpose of the optimization procedures below are to optimize the TR such that C4 = 0 in order

to minimize frequency shifts due to C4. Two methods which used for the optimization are discussed.

Optimization by dip signal-to-noise ratio

A residual C4 is reflected to the signal-to-noise (SNR) of a dip signal. We shall discuss a spectrum of

the axial detection system near the peak of the resonance ν0,eff . The signal of the dip appears in the
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power dissipation spectrum of the detection system is expressed as Eqs. (2.112) and (2.113)

Pth(ν) = Bcir · 4kBTz ·
Reff

1 + ∆ν2
z

4(ν − νz)2

· fb. (14.2)

with Bcir representing constants determined by the circuit properties, such as the amplifier gain. Tz
represents the temperature of the detection system. If C4 is present, a shift of the axial frequency

depending on the axial mode energy Ez is induced. Denoting the shifted frequency as ν̃z, from

Eq. (2.70),

ν̃z(Ez) = νz

(
1 + 3

4
C4

C2
2

Ez
qVR

)
. (14.3)

We define a detuning of TR from the optimum value as ∆TR, therefore C4 = D4∆TR. In the

thermal equilibrium with the detection system, Ez distributes according to a Boltzmann distribution

ΠB(Ez|Tz) defined by the axial temperature Tz :

ΠB(Ez|Tz) = 1
kBTz

exp
(
− Ez
kBTz

)
. (14.4)

As a consequence, what we measure by a spectrum acquired over a long averaging time becomes a

line shape where the Ez depended shift Eq. (14.3) is convolved in Eq. (14.2):

Pth(ν,∆TR, Tz) = Bcir · 4kBTz ·
∫ ∞

0
dEz ΠB(Ez|Tz) ·

Reff

1 + ∆ν2
z

4(ν − ν̃z(Ez))2

· fb. (14.5)

Considering the SNR, in case of C4 = 0, where the minimum of the signal is Pth(νz) = 0, the

power SNR is Eq. (2.117)1

SNR2 = 4kBTzReffκ
2 + e2

n
e2

n
≈ 4kBTzReffκ

2

e2
n

. (14.6)

where κ is a constant defines the coupling to the output of the circuit, and en the input noise of the

amplifier. Now the dip SNR in case of a detuned TR,

SNR2(∆TR, Tz) = (4kBTzReffκ
2 + e2

n) ·

4kBTzReffκ
2
∫ ∞

0
dEz

ΠB(Ez|Tz)

1 + 4
9

(
∆νz
νz

C2
2qVR

D4∆TREz

)2 + e2
n


−1

(14.7)

∆TR = 0 gives the maximum SNR. Therefore, by comparing the dip SNR with different TRs, the

optimum TR is determined as the one which gives the maximum dip SNR.

The results of an actual measurements are shown in Fig. 14.1. For each of a selected set of TRs, an
1Since we define SNR for the ratio of voltages in Eq. (2.116), here the SNR of power is denoted as SNR2.
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axial dip spectra of a single antiproton was acquired with an FFT span of 25 Hz. In Fig. 14.1 (A,B),

spectra for two different TRs are compared as examples. In Fig. 14.1 (C), the dip SNR is shown as a

function of the TR. Each of the data points is obtained by an average of 12 measurements, and the

error bars are assigned by the standard deviations.

By performing linear fits to each of the slopes, the optimum TR was determined as the TR

which gives the maximum of the SNR to be TRopt = 0.88730 (1) in case of this measurement. This

method allows optimization of the TR at a level of δTR ∼ 10−5, corresponding to |C4/C
2
2 | ∼ 10−4.

In addition to the optimum TR, this measurement also gives information about the temperature

of the axial detection system Tz through Eq. (14.7). By comparing results of detailed scans around

the optimum TR against simulations, the temperature of the detection system in 2017 run-II was

estimated to be Tz = 10.1(9) K for the system without the feedback [79]. In Fig. 14.1 (C), a theoretical

curve from Eq. (14.7) at 10.11 K is shown in comparison to the measured data.

Optimization by excitation of the magnetron mode

More precise TR optimization can be performed by use of controlled excitations of the magnetron

mode. In this measurement we excite the magnetron mode to the radii corresponding to |E−|/kB ∼

100 K. Among the frequency shifts due to the electrical trap imperfections C4, C6 Eq. (2.70), terms

coupled to the magnetron mode are

(
∆νz
νz

)(E−)
= 1
qVR

[
C4

C2
2
· (−3|E−|) + C6

C3
2

(
45
4 |E−|

2 + 45
2

(
νz
ν+

)2
E+|E−| −

45
4 Ez|E−|

)]

≈ 1
qVR

[
−3C4

C2
2
|E−|+

45
4
C6

C3
2
|E−|2

] (
∵ Ez/kB ∼ 10 K,

(
νz
ν+

)2
· E+/kB ∼ 0.1 K

)

= −3
2
C4

C2
ρ2
− + 45

16
C6

C2
ρ4
−.

(14.8)

Thus the relative frequency shift is expected to scale as a polynomial function of the magnetron radius

ρ−. If C4 and C6 varies by adjusting the TR, it will appear as a difference in this polynomial scaling.

The excitation of the magnetron mode was performed by use of the burst mode of a signal generator

Agilent 33522A. Signals of the sinusoidal function at frequency ν− of a defined number of cycles were

generated. The amplitude of the signal was set low (−45 dBm at the output of the device), and the

amount of the excitation was controlled by the number of bursts. By introducing the proportional

factor α between the magnetron radius and the number of bursts N , Eq. (14.8) is rewritten as

(
∆νz
νz

)(E−)
= −3

2
C4

C2
(αN)2 + 45

16
C6

C2
(αN)4. (14.9)

The result of a measurement is shown in Fig. 14.2. What is presented here was recorded in 2017 run-I

with a single antiproton. The measurement was also repeated during run-II.
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measurement

calculation (10.11 K)

linear fit (left)
linear fit (right)

[dB]

[dB]

TR = 0.887010

Figure 14.1: Tuning Ratio optimization by the scaling of the dip SNR. (A, B) Examples of spectra
are given for TR = 0.886660 (A) and TR = 0.887010 (B). (C) Scaling of the SNR against the TR,
the each data point is an average of 12 measurements, its error bar assigned by the standard deviation
of the 12 sets. The linear fit was performed for the left half (the orange line) and the right half (the
red line) of data, respectively. The optimum TR was determined from the intersection point of the
two fit lines. The theoretical scaling at Tz = 10.11 K is given by the purple dashed curve.
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polynomial fits

Figure 14.2: Measurements of the axial frequency shift as a function of the number of burst signals
applied to excite the magnetron mode. The different series correspond to different TRs. The error bars
are assigned from the standard deviations of the results of 7 repetitions. For each series, a polynomial
fit to the model Eq. (14.10) was performed.

Figure 14.3: Scalings of the fit parameters a2 (A) and a4 (B) against the TR. The error bars of each
data point is assigned from uncertainty of a polynomial fit performed for each series of TR. The
linear scaling is obtained for both and a2 and a4. A linear fit of the scaling a2 gives the optimum
TR at which C4 = 0. The residual C6 for the optimum TR can be evaluated from the scaling of a6.
The orange horizontal lines indicate a2 = 0 for (A) and a4 = 0 for (B). The red dashed vertical lines
indicate TR = TRopt = 0.892986 corresponding to a2 = 0.
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The results obtained with different TRs are specified in the figure legend. For each TR, the relative

frequency shifts are fitted to a polynomial function

∆νz
νz

(N) = a0 + a2 ·N2 + a4 ·N4, (14.10)

which is related to Eq. (14.10) by

a2 = −3
2
C4

C2
α2, a4 = 45

16
C6

C2
α4. (14.11)

The scaling of these coefficients against the TR are of interest. This is found in Fig. 14.3. The scalings

of a2 and a4 against the TR are shown in Fig. 14.3 (A) and (B), respectively. by performing a linear

fit to each, the scalings were obtained to be

a2(TR) · 1011 = −4714 (17) · (TR − 0.892986 (1))

a4(TR) · 1017 = 3178 (11) · (TR − 0.892984 (3)).
(14.12)

The optimum TR which realized a2 = 0 ⇐⇒ C4 = 0 was determined in this case2 to be TRopt =

0.892986 (1). The slope of a2(TR) is related to the proportionality factor α by

da2(TR)
dTR = −3

2
D4

C2
· α2

∴ α2 = −2
3
C2

D4
· da2(TR)

dTR .

(14.13)

C2 can be measured from the relation of the axial frequency and the ring voltage VR. D4 can be

calculated form Eq. (2.56). It is a trap parameter robust against possible offset potentials within a

level of 1%. Thus α is obtained to be

α = 0.679(2) µm/cycle (14.14)

This method allows the optimization of TR with precision of δTR ∼ 10−6, or |C4/C
2
2 | ∼ 10−6.

The residual C6 in case TR = TRopt is evaluated to be a4 ≈ 3× 10−20 ⇐⇒ C6/C
3
2 ≈ 2× 10−4.

14.2 Characterization of magnetic trap imperfections

The magnetic trap imperfections cannot be controlled as in the case of the electrical trap imperfection

parameters. However, they can be measured and the obtained results enable us to estimate frequency

shifts caused by these imperfections. The specific subjects of the section are methods to extract the

magnetic gradient term B1 and the magnetic bottle term B2.
2This result is from 2017 run-I. Differences of conditions make it different from the optimum TR discussed in the

last section.
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RT ST
Figure 14.4: Measurement of the magnetic gradient B1. Each data point was obtained by an average
of 7 sets of measurements, and its error bar by the standard deviation. By a fit to a linear function,
the gradient B1 was determined to be B1 = 4.75(6) mT/m. The orientation of the z is from upstream
(toward the RT) to downstream (toward the ST), as indicated in the figure.

14.2.1 Measurement of the magnetic gradient

The magnetic gradient term B1 can be measured by shifting the axial position of the particle by

deliberately applying an offset voltage on one of the correction electrodes, and measuring the cyclotron

frequency as a function of the axial position. For each set of applied voltages, the potential minimum

z0 is evaluated by

z0 = − C1({Vi})
2C2({Vi})

(14.15)

with {Vi} representing a set of voltages applied to the electrodes. C1({Vi}) and C2({Vi}) can be

calculated from Eq. (2.54) to estimate z0 for each setting. The result of such a measurement is

shown in Fig. 14.4. By a linear fit of data, the gradient B1 was obtained to be B1 = 4.75(6) mT/m.

The measured B1 was consistent with the magnetic field maps of the magnet obtained prior to

installation of the apparatus (see Fig. 5.4). The B1 measurement was regularly repeated over the run,

and consistent results were obtained.

14.2.2 Measurement of the magnetic bottle

The magnetic bottle B2 is one of the crucial trap parameters to be characterized, as it often gives

the leading contribution to the systematic uncertainty among those from the other trap imperfection

terms (see Section 7.3). To measure the magnetic bottle term B2, we use the axial frequency shift
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wait SB irradiation

cycle i−1 cycle i cycle i+1

wait

Figure 14.5: Procedure of the B2 measurement. Each cycle consists of two axial frequency mea-
surements ν1,i, νi,2 with an irradiation of the sideband drive between the two. During the sideband
drive, the feedback is activated to control the temperature. Typically, 48 s of averaging time was
used for axial frequency measurements, and the duration of the sideband drive 4 s was used. The
actual sequence cycles between different settings of the feedback defining different temperatures dur-
ing the sideband. For example: Tz,eff,1 (i = 1, · · · 5, 16, · · · 20, · · · ), Tz,eff,2(i = 6, · · · 10, 21 · · · 25, · · · ),
Tz,eff,3(i = 11 · · · 15, 26 · · · 30, · · · ).

due to the coupling of the B2 term and the modified cyclotron mode (Eq. (2.80)):

∆ν(B2,E+)
z = 1

4π2mνz

B2

B0
E+. (14.16)

When the modified cyclotron mode is coupled to the axial mode by the sideband coupling method

(Section 2.5), the distribution of the modified-cyclotron energy E+ follows a Boltzmann distribution

defined by a temperature ν+/νz · Tz. The value of the B2 can be extracted from the axial frequency

distribution when this coupling is applied.

The measurement sequence is shown in Fig. 14.5. Each cycle consists of two axial frequency mea-

surements ν1,i, νi,2 with irradiation of sideband coupling drive at νSB ≈ ν+ − νz inserted between

the two. Positive feedback is activated during the sideband drive to increase the effect of B2 by

a higher modified-cyclotron temperature during the coupling. The distribution of frequency differ-

ences {δνref,i} = {ν1,i − ν2,i−1} is from the intrinsic axial frequency fluctuations, and the differences

{δνSB,i} = {ν2,i − ν1,i} reflect the effect of the E+ dependent shifts.

The expected distribution of these frequency differences are discussed by convolutions of the

original frequency distributions. We denote the probability density functions (PDFs) of the Gaussian

distribution and the exponential distribution as ΠG(x|µ, σ) and ΠE(x|β), i.e.,

ΠG(x|µ, σ) = 1√
2πσ

exp
(
− (x− µ)2

2σ2

)
(14.17)

ΠE(x|β) = β exp (−βx) . (14.18)

If the drifts are ignored, the intrinsic axial frequency distributes according to a Gaussian distribution,

let its mean and width to be µ = µ0 and be σ = σ0. The distribution of the frequency shifts ∆νz

215



CHAPTER 14. OPTIMIZATION AND CHARACTERIZATION OF THE PRECISION TRAP

Eq. (14.16) follow an exponential distribution reflecting the Boltzmann distribution of E+, whose

mean is
〈∆ν(B2,E+)

z 〉 = 1
4π2mνz

B2

B0

ν+

νz
· kBTz,eff

≈ 7.8× 10−3 [Hz · (T/m2 ·K)−1] ·B2Tz,eff .

(14.19)

Tz,eff represents the temperature during the sideband coupling defined by the feedback parameters.

Thus ∆νz follows an exponential distribution defined by β0

β0 ≡
1

〈∆ν(B2,E+)
z 〉

. (14.20)

The probability distribution of a variable z defined as a difference of variables z = x − y, with

x, y both following the Gaussian distribution x, y ∈ ΠG(x|0, σ0), is obtained by a convolution of two

Gaussian distributions to be

Π1(z) =
∫

dyΠG(z − y|0, σ0)ΠG(y|0, σ0)

= ΠG(z|0, σd) (σd ≡
√

2σ0).
(14.21)

For a difference ∆ = x1 + x2 − x3 − x4, with x1, x3 ∈ ΠG(0, σ) and x2, x4 ∈ ΠE(x|β0),

Π2(∆) =
∫

dy
∫

dzΠG(∆− y|0, σd)ΠE(y + z|β0)ΠE(z|β0)

= β0

4 exp
(
−β0∆ + σ2

dβ
2
0

2

)(
erfc

(
− ∆√

2σd
+ β0σd√

2

)
+ e2β0∆erfc

(
∆√
2σd

+ β0σd√
2

))
.

(14.22)

Eq. (14.21) is what should be followed by {δνref,i}, and {δνSB,i} is expected to follow Eq. (14.22).

The results of an actual measurement performed in 2017 run-II are shown in in Fig. 14.6.

Fig. 14.6 (A) is the distribution of {δνref,i}. (B) and (C) are the distributions of {δνSB,i} at two

different feedback conditions, corresponding to Tz,eff/Tz,0 = 2.62 (B) and 4.85 (C). The orange lines

show Maximum Liklihood fits of the distributions to the PDFs Eq. (14.21) for (A), and Eq. (14.22)

for (B, C).

The parameters obtained from the fits are summarized in Table 14.1. From the results of the two

feedback settings, |B2 · Tz| = 2.4 (2) T/m2 ·K is obtained. Combined with the temperature of the

axial desertion system Tz = 10.1(9) K, |B2| = 0.25(4) T/m2 was estimated.

The B2 was also measured by directly exciting the modified cyclotron mode and observing the axial

frequency difference [79]. The modified-cyclotron energy E+ can be calibrated by the E+ dependent

frequency shifts due to B2 and the relativistic shifts (see Section 2.3.4). This method measured the

term more precisely and also determined its sign. The result was B2 = −0.267(24) T/m2 [79].
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Figure 14.6: Distributions of the axial frequency differences. (A) Distribution of the reference
frequency differences {δνref,i} (see Fig. 14.5). (B, C) Distribution of the frequency differences
{δνSB,i} = {ν2,i − ν1,i}. The orange lines indicate results of Maximum Likelihood fits using the
model Eq. (14.21) for (A) and Eq. (14.22) for (B,C). The parameter σd determined by the fit of
(A) was used as a fixed parameter for fitting of (B) and (C). The offsets of the distributions due to
frequency drifts were subtracted when the fits were performed.

Table 14.1: Summary of the parameters obtained by the Maximum Likelihood fits. β0 is determined
by the fit for each feedback setting Fig. 14.6 (B,C), which is converted to 〈∆ν(B2,E+)

z 〉 by Eq. (14.20),
and then to B2 · Tz by Eq. (14.19).

Tz,eff/Tz,0 β0 (Hz−1) |〈∆ν(B2,E+)
z 〉| (Hz) |B2 · Tz| (T/m2 ·K)

2.62 (1) 18.4 (2.8) 0.054 (8) 2.6 (4)

4.85 (1) 11.8 (1.5) 0.085 (11) 2.2 (3)

14.3 Influence on the charge-to-mass ratio compari-
son

In this section, based on the optimization and characterization above, the influence of the trap

imperfections to the charge-to-mass ratio comparison is assessed.

Non-zero trap imprecations cause frequency shifts depending on the energies of the eigenmodes.

The dominant terms of the cyclotron frequency shifts due to couplings to C4, C6, B1, B2 are found to

be (Eqs. (2.70), (2.76) and (2.80))

∆νc
νc

(C4)
≈ −3

2
1
qVR

C4

C2
2

(
ν+

νz

)2
Ez (14.23)

∆νc
νc

(C6)
≈ −45

16
1
qVR

C6

C3
2

(
ν+

νz

)2
Ez (14.24)

∆νc
νc

(B1)
≈ − 1

4π2mν2
z

(
B1

B0

)2
E+ (14.25)

∆νc
νc

(B2)
≈ − 1

4π2mν2
z

B2

B0
Ez (14.26)

As will be discussed in Section 15.2.1, feedback cooling of the axial detection system, corresponding to
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Table 14.2: Summary of the relative shift of the cyclotron frequencies of the antiproton and the H−
ion and the relative shift of the ratio Rp̄H− assuming the values based on the characterization results
discussed in the last sections and Tz,p̄ = 5.05 K, Tz,H− = 5.08 K.

Term Magnitude
(

∆νc

νc

)
p̄

(
∆νc

νc

)
H−

∆Rp̄H−
Rp̄H−

C4 < |4× 10−6 · C2
2 | < |2.651× 10−13| < |2.665× 10−13| < |1.48× 10−15|

C6 < |4× 10−4 · C3
2 | < |4.97× 10−11| < |5.00× 10−11| < |2.78× 10−13|

B1 4.75(6) mT/m −7.110(1)× 10−13 −7.155(1)× 10−13 4.45(16)× 10−15

B2 −0.267(24) T/m2 3.535(69)× 10−11 3.556(69)× 10−11 −2(10)× 10−13

∆νz ≈ 2 Hz ⇐⇒ Tz,eff/Tz ≈ 0.5 is employed for the final measurement configuration. In Section 9.3,

a possible difference between the effective axial temperatures of an antiproton and an H− ion was

estimated to be Tz,p̄/Tz,H− = 0.994(1).

Based on above, the cyclotron frequency shifts due to the trap imperfections Eqs. (14.23) to (14.26)

were estimated for the magnitudes of the trap imperfection terms characterized by the measurements

in the previous sections, and for Tz,p̄ = 5.05 K, Tz,H− = 5.08 K. The results are listed in Table 14.2.

Here it can be seen that the shifts of the ratio Rp̄H− due to the trap imperfections are on the level of

10−11 at most, and the associated uncertainties are on the order of 10−12 or less. Therefore the trap

imperfections do not pose any limitation to a measurement at the level of 10−11.
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15
Cyclotron frequency measurement by the
sideband coupling method

Before we discuss the details of the achieved cyclotron frequency stability in the following chapter,

the necessary considerations and experimental studies to select parameters of cyclotron frequency

measurements in the PT are summarized in this chapter.

15.1 Measurement sequence

As introduced in Section 2.2, the cyclotron frequency νc of a particle in a Penning trap is determined

from its three eigenfrequencies ν+, νz and ν− via the invariance theorem [90]

νc =
√
ν2

+ + ν2
z + ν2

−. (15.1)

This leads to a relation between the uncertainties of these frequencies

δν2
c =

(
ν+

νc

)2
δν2

+ +
(
νz
νc

)2
δν2
z +

(
ν−
νc

)2
δν2
−. (15.2)

As mentioned in Section 2.1.1, there is a hierarchy between the eigenfrequencies: ν+ � νz � ν−. For

typical parameters of the PT in 2017 run-II,

ν+ ≈ 29.656 MHz, νz ≈ 640 kHz, ν− ≈ 6.9 kHz (15.3)

∴
ν+

νc
≈ 1, νz

νc
≈ 1

50 ,
ν−
νc
≈ 1

4000 . (15.4)

Therefore, what contributes most to the precision of νc is ν+. while the precision required for ν− is

much relaxed. For example. if νc is to be measured with a relative precision of 10−9, what is required
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for ν− is 10−2.

The sideband coupling method [106] is employed to measure ν+. As discussed in Section 2.5, an

RF-drive at νrf ≈ ν+− νz is irradiated to couple the modified cyclotron mode to the axial mode. The

axial frequencies νl, νr of the coupled mode are measured from a double-dip spectrum, from which

the modified cyclotron frequency ν+ is determined by

ν+ = νl + νr − νz + νrf . (15.5)

This method is implemented in the experiment by the measurement sequence shown in Fig. 15.1

which is used to characterize the frequency stability by subsequent measurements of the same particle.

Each cycle is started by a trigger signal at an injection of the beam to the AD ring. The purpose

of this synchronization is to avoid possible systematic effects from super-cycles of the AD and the

measurement sequence. This defines the length of one cycle to be the same as the repetition period of

the AD of about 120 s. Following the trigger, a single-dip and a double-dip spectra are subsequently

recorded. To keep the sideband drive locked while ν+ and νz change, the drive frequency of the i th

measurement νrf,i is determined from ν+ and νz measured in the last cycle;

νrf,i = ν+,i−1 − νz,i−1. (15.6)

The magnetron frequency ν− is not explicitly measured in the sequence, but was determined by

an approximate relation Eq. (2.41)

ν− ≈
ν2
z

2ν+
(15.7)

with sufficient precision.

In a later part of 2017 run, the two-particle sequence such as shown in Fig. 15.2 was implemented in

the experiment. This is what was used for the proton-to-antiproton charge-to-mass ratio comparisons.

Two particles were prepared in separate potential wells, and their cyclotron frequencies were measured

alternately by measuring one of them in the PT while storing the other in the park electrode adjacent

to the PT (See Fig. 5.11). Before each measurement, the particles were exchanged by an adiabatic

transport by means of sequential potential ramps, which took about 10 s for each. When an antiproton

and an H− ion are measured, the varactor voltage is adjusted to tune the resonance frequency of the

axial detection system in resonance to the axial frequency of the particles (see Chapter 9).
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…

AD trigger AD trigger

Figure 15.1: Sequence of the cyclotron frequency measurements of the particle by the sideband cou-
pling method. Each cycle is started by a trigger synchronized to an injection of antiprotons into the
AD ring. (see Fig. 4.2). One cycle consists of acquisitions of a single-dip spectrum and a double-dip
spectrum. Their averaging times are noted as τsingle and τdouble, respectively.

15.2 Stability limit of the cyclotron frequency and
selection of the averaging parameters

In the next chapter, development works to improve the cyclotron frequency stability will be sum-

marized. Before discussing the actual cyclotron frequency stability, here we shall derive the principal

limit of the cyclotron frequency stability when the sideband coupling method is used.

Looking at Eq. (15.5), it can be observed that the precision of ν+ is dominated by that of νz, νl and

νr, since the drive frequency νrf is precise to a relative precision of 10−11, defined by the specifications

of the frequency generator and the frequency standard. Thus, the axial frequency stability defines

the principal limit of the cyclotron frequency fluctuation reachable by the sideband coupling method.

Therefore, a detailed understanding of the axial frequency fluctuation is necessary to discuss the limit

of the cyclotron frequency fluctuation. Furthermore, as the total averaging time can be used for the

measurement is constrained by the AD cycle, the understanding of the statistical properties of the

axial frequency fluctuation allows us to choose the single-dip averaging time τsingle and the double-dip

averaging time τdouble so that the fluctuation of the cyclotron frequency fluctuation is minimized.
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Figure 15.2: Two-particle sequence using the sideband coupling method. Tow particles, in this exam-
ple, an antiproton (downstream) and an H− ion (upstream) were prepared and stored in separate
potential wells. The sideband coupling sequence is alternately applied to each particle by transport-
ing them at the beginning of each cycle. As in Fig. 15.1, each cycle is synchronized to the AD by
the trigger. Below the sequence, the potential and particle configuration during each cycle are dis-
played. In the potential plots, USP=upstream park electrode, DSP=downstream park electrode. See
the electrode definition on Fig. 5.11.
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15.2.1 Characterization of the axial frequency fluctuation

The statistical properties of the axial frequency fluctuation can be studied by analyzing its Allan

variance.

In Fig. 15.3, the Allan variance σ2
A(νz, τ) is evaluated for a series of axial frequency measurements

in the sideband coupling sequence. The scaling of the fractional Allan variance σ2
A(νz, τ)/ν2

z matches

to a model
σ2

A(νz, τ)
ν2
z

= ĉ0 + ĉ−1

τ
+ ĉ1τ. (15.8)

Recalling the discussion in Section 3.1, the term c−1 represents a white-noise contribution and c1

a random-walk contribution. A least-squares fitting of the Allan variance curve in Fig. 15.3 to this

model yields

ĉ0 = −4(2)× 10−16, ĉ−1 = 2.1(1)× 10−13 s, ĉ1 = 1.4(2)× 10−18 s−1. (15.9)

These coefficients correspond to 0.293(7) Hz ·
√

s of white noise, and 7.6(5)× 10−4 Hz/
√

s of random

walk in unit of absolute frequency, assuming the antiproton’s axial frequency of νz,p̄ ≈ 640 250 Hz1.

What appears here as a random walk is caused by slow drifts of the frequency induced by variation

of environmental conditions, typically temperature drifts. In Fig. 15.4 (A), an evolution of the axial

frequency is shown, from which the Allan variance of Fig. 15.3 was obtained. Shown in Fig. 15.4 (B)

is the temperature in the box where the high-precision voltage source UM1-14 is placed. Comparing

the two plots. an anti-correlated relation of long-term drifts between the axial frequency and the

temperature is observed, which can be also seen in the scatter plot (C), where the axial frequency is

plotted against the temperature. This is due to a thermoelectric effect widely known as the Seebeck

effect [203]; for a sample made of two different materials, a temperature difference between two parts

of a junction generates an electric potential. This produces slow drifts in the axial frequency, which

appear as a random-walk like contribution in the Allan variance.

In a range τ < 100 s which we are interested in, the contribution of this random-walk like contri-

bution is much smaller than that of the white noise, hence can be neglected. In case of this example,

from Eq. (15.9),
ĉ1 · τ

ĉ−1 · τ−1 ∼ 10−2. (15.10)

Hereafter, we will focus on the white-noise components of the axial frequency fluctuation.

Accounting only the relevant components, the axial frequency Allan variance σ2
A(νz, τ) can be

decomposed to contributions from different sources as

σ2
A(νz, τ) = σ2

A,V(νz, τ) + σ2
A,fit(νz, τ) + σ2

A,E+
(νz, τ) (15.11)

1The axial frequency difference of νz,p̄ − νz,H− ≈ 260 Hz between the antiproton and the H− ion does not make a
significant difference in this conversion. So for the conversions to unit of the axial frequency in the rest of the chapter.
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Figure 15.3: Allan variance of the axial frequencies obtained during a sideband coupling measurement
sequence. The scaling of the fractional Allan variance σ2

A(νz, τ)/ν2
z against the averaging time τ is

fitted to the scaling of a combination of a white-noise and a random-walk components.
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Figure 15.4: Temperature-correlated drifts of the axial frequency are observed. (A) Evolution of the
axial frequency. The Allan variance in Fig. 15.3 was obtained from this dataset. (B) Evolution of
temperature in a box where UM 1-14, the high-precision voltage source to provide trapping voltage, is
placed. The temperature is measured by the sensor MS5611 (see Section 11.1). Each data point in the
plot was obtained by averaging the temperature in the averaging time-window of each axial frequency.
(C) Scattered plot between the axial frequency and the temperature. A negative correlation between
the two is observed.
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where σ2
A,V(νz, τ), σ2

A,fit(νz, τ) and σ2
A,E+

(νz, τ) respectively represent contributions from different

sources:

• σ2
A,V(νz, τ): a contribution by the fluctuation of the ring voltage VR.

• σ2
A,fit(νz, τ): a contribution by the uncertainty of fitting of dip signals.

• σ2
A,E+

(νz, τ) : a contribution by the energy fluctuation of the modified cyclotron mode E+, shift-

ing the axial frequency through couplings via trap imperfections. This contribution is present

when the modified cyclotron mode is coupled to the axial mode in the sideband coupling se-

quence.

Each of them will be discussed in more detail in the following. The goal is to characterize them

as functions of the averaging time τ .

The most part of the characterization is discussed in a unit of a relative Allan variance, whose

coefficients denoted as ĉ−1 etc.. To convert them to a unit of the axial frequency,

σA(νz, τ) = νz

√
σ2

A(νz, τ)
ν2
z

(15.12)

should be used. A typical axial frequency in 2017 run-II is νz ≈ 640 kHz. As seen in Eq. (15.9), the

target of the discussion is on the order of

σ2
A(νzτ)
ν2
z

∼ 10−15,
σA(νzτ)
νz

∼ 10−8, σA(νz, τ) ∼ 10−2 Hz. (15.13)

Contribution of the voltage fluctuation σ2
A,V(νz, τ)

The voltage noise of the high-precision voltage source UM 1-14 is well characterized as the white noise,

and causes the major part of the white noise of the axial frequency. The fractional Allan variance of

the voltage is fitted to the white-noise scaling in Fig. 15.5. The data shown here was obtained by the

characterization measurement mentioned in Section 5.5. By the least-squares fit to the white-noise

scaling of the Allan variance,

σ2
A(V, τ)
V

2 = c0,V + c−1,V

τ

c0,V = 9.7(2)× 10−16, c−1,V = 2.50(5)× 10−14 s
(15.14)

was obtained.

Since νz ∝
√
VR, the Allan deviations of the voltage and of the axial frequency are related by

σA,V(νz, τ)
νz

= 1
2
σA(V, τ)

V
, (15.15)
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Figure 15.5: Characterization of the Allan variance of the trapping voltage. The Allan variance was
evaluated for a series of voltages obtained by measurements of a high-precision test channel of UM
1-14-LN-F utilized for the PT (see Fig. 5.16). The fractional Allan variance σ2

A(V, τ)/V 2 is fitted to
the white noise scaling c0,V + c−1,V · τ−1.

therefore
σ2

A,V(νz, τ)
ν2
z

= ĉ0,V + ĉ−1,V

τ

ĉ0,V = 2.43(4)× 10−16, ĉ−1,V = 6.3(1)× 10−15 s,
(15.16)

corresponding to 5.08(4)× 10−2 Hz ·
√

s of white noise in unit of absolute frequency.

Contribution of the fitting uncertainty σ2
A,fit(νz, τ)

If the Allan variance is evaluated for a series of measured axial frequencies, one finds that the white

noise is a greater than σ2
A,V(νz, τ) discussed in the last section. Such an example is shown in Fig. 15.6.

In Fig. 15.6 (A), the voltage-contributed σ2
A,V(νz, τ) evaluated by Eq. (15.16) is subtracted from the

measured Allan variance σ2
A(νz, τ). The residual σ2

A(νz, τ)−σ2
A,V(νz, τ) can be fitted with the white-

noise scaling. This is named σ2
A,fit(νz, τ) and shown together with σ2

A,V(νz, τ) in Fig. 15.6 (B).

This additional white-noise is mainly attributed to an uncertainty of fitting of the dip signals.

To obtain the axial frequency from an FFT spectrum, the signal in the dBm scale is fitted to the

theoretical line shape (Eq. (2.111)) by the Levenberg-Marquardt algorithm.

The uncertainty of this fitting produces an effective white-noise contribution to the Allan variance

of the axial frequency. To characterize the magnitude of the fitting uncertainty, the Allan variance of

the axial frequency was recorded for different line-shape parameters.

The uncertainty of the fitting σfit is expected to scale against the parameters of the dip line shape
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Figure 15.6: (A) The residual σ2
A(νz, τ) − σ2

A,V(νz, τ), obtained by the Allan variance of the axial
frequency σ2

A(νz, τ) and the contribution of the voltage fluctuation σ2
A,V(νz, τ). It is fitted by the

white-noise scaling to extract the coefficients c0,fit, c−1,fit. (B) Allan variance of measured axial fre-
quency σ2

A(νz, τ) is shown with daw points with error bars. The red dotted-dashed curve indicates the
contribution of the voltage fluctuation to the axial frequency Allan variance σ2

A,V(νz, τ), the green
dashed curve indicates the contribution attributed to the fit σ2

A,fit(νz, τ), as evaluated in (A). The
blue line is the combination of the two, which matches to the measurement well.

as [204]

σfit ∝
√

1
τavg

∆νz√
SNR|dip

(15.17)

with ∆νz, τavg,SNR|dip being the dip-width, the averaging time, and the dip SNR, respectively.

The experimental characterization was made by varying the line shape by application of the

feedback of the axial detection system. When the effective temperature Tz,eff is varied by the feedback

from its original Tz,0, this scales the line shape according to

∆νz ∝ Tz,eff , SNR|res ∝
√
Tz,eff . (15.18)

Results of such measurements are summarized in Fig. 15.7. Four conditions of negative feedback

(A–D) were chosen, corresponding to ∆z = 1.7–4.2Hz, SNR= 21–30 dB. In Fig. 15.7, SNR is noted

in linear unit, because this should be used in applying Eq. (15.18). In a sequence of measurements

without sideband drive, 70–200 axial dip spectra were recorded for each feedback setting, fitted by

the theoretical line shape. One of the spectra is shown for each setting in Fig. 15.7 (A1–D1) with

the fitted curve. The Allan variance σ2
A(νz, τ) was then evaluated for each sequence of measurements

(Fig. 15.7 (A2–D2)). Assuming

σ2
A(νz, τ) = σ2

A,V(νz, τ) + σ2
A,fit(νz, τ) (15.19)

and σ2
A,V(νz, τ) to be Eq. (15.16) as discussed above, the contribution σ2

A,fit(νz, τ) was obtained by
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Figure 15.7: Characterization of the axial frequency fluctuation from the fitting uncertainties. The
scaling of the Allan variance was characterized for sets A, B, C and D, which correspond to different
strengths of the negative feedback of the detection system. (A1, B1, C1, D1) One of the FFT
spectra of each feedback setting is shown with the fitted curve. The averaged values of the line-shape
parameters over each dataset are listed below the spectrum. (A2, B2, C2, D2) The Allan variance
σ2

A(νz, τ) was obtained for each series. The contribution of the voltage fluctuation was subtracted (see
Eq. (15.19)), and the residual attributed to the fitting uncertainty is fitted with the white noise scaling
Eq. (15.20). The voltage contribution is shown by the red dashed line, the obtained fit contribution
by the green dashed line, and a combination of the two σ2

A,V + σ2
A,fit by the blue line.

fitting σ2
A(νz, τ)− σ2

A,V(νz, τ) to the white-noise scaling

σ2
A,fit(νz, τ) = c0,fit + c−1,fit

τ
. (15.20)

The obtained c0,fit and c−1,fit are shown below each Allan variance plot in Fig. 15.8 (A2–D2).

These results were used to study the scaling of the frequency fluctuation against the line-shape

parameters. To compare different datasets recorded in different conditions, σ2
A,fit(νz, τ) for a fixed

τ = 48 s were evaluated by the scaling obtained by the fit. In Fig. 15.8 (A–C), σA,fit(νz, 48 s) thus

obtained are plotted against the line-shape parameters (the dip-width in case of (A), the dip SNR for

(B)). In Fig. 15.8 (C), The three datasets included in the plot were recorded on different dates and

had different details in the settings e.g. the amplifier gain. Among the three, dataset 1 is from the

data presented in Fig. 15.7.

When the line-shape is changed by negative electric feedback, a low effective temperature Tz,eff

decreases both of the dip-width ∆νz and the dip SNR (see Eqs. (2.122) and (2.126)). As observed

in Eq. (15.17), a smaller dip-width decreases σfit, while a smaller SNR contributes to enlarge σfit.
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A B C

data taking 
condition 

Figure 15.8: Scalings of σA,fit(νz, τ), the fitting contribution to the axial frequency Allan deviation,
against the line-shape parameters. Each data point of σA,fit(νz, 48 s) was obtained by the fitted scaling
of σ2

A,fit(νz, τ) (see Fig. 15.7 (A2–D2)). Datasets recorded on different dates are sorted in the legend.
Among them, the dataset 1 is evaluated from the results shown in Fig. 15.7 (A2–D2). All the datasets
were recorded with a single H− ion. The condition finally chosen for the data taking of the charge-
to-mass ratio comparison is marked by red circles. (A) The scaling against the dip-width ∆νz.
σA,fit(νz, 48 s) reaches a minimum at around ∆νz ≈ 3 Hz. The difference of the fluctuation between
the datasets are attributed to different SNRs. (B) The scaling against the dip SNR. The data follow a
common monotonically decreasing trend against SNR. (C) σA,fit(νz, 48 s) · SNR1/4 is plotted against√

∆νz. The data points follow the same, an approximately linear trend, which confirms the expected
scaling of Eq. (15.17).

The two competing effects result in a minimum of σfit for feedback settings around ∆νz ≈ 3 Hz as

observed in Fig. 15.8 (A) for σA,fit(νz, 48 s). For actual data taking of the charge-to-mass comparison,

a feedback setting corresponding ∆νz ≈ 2.5 Hz,SNR|dip ≈ 350 (or 25 dB) was employed. The data

point recorded under this condition is circled in red in each of Fig. 15.8(A–C).

Besides the scaling Eq. (15.17) discussed above, several data points of dataset 2 in Fig. 15.8 (A)

are out of trend of the other two datasets. This is due to differences in the dip SNR between the

measurement conditions, as found in Fig. 15.8 (B). Different SNRs between datasets resulted mainly

from difference differences in the electrical imperfection C4 for not optimized TRs (see Section 14.1.1).

In Fig. 15.8 (C), σA,fit(νz, 48 s) · SNR|1/4dip is plotted against
√

∆νz. As a whole, the data points

follow roughly the same linear trend, which confirms the scaling Eq. (15.17).

For the feedback setting chosen as the final setting,

σ2
A,fit(νz, τ)

ν2
z

= ĉ0,fit + ĉ−1,fit

τ

ĉ0,fit = −2.1(5)× 10−16, ĉ−1,fit = 6.9(7)× 10−14 s
(15.21)

was obtained as part of the procedure above. This is translated to 0.168(9) Hz ·
√

s in unit of absolute

frequency.
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Contribution of the energy fluctuation of the modified cyclotron

mode σ2
A,E+(νz, τ)

The axial frequency fluctuation in the sideband coupling sequence has yet another component. When

the axial mode is coupled to the modified cyclotron mode during the sideband drive, the temperature

of the modified cyclotron mode T+ reaches

T+ = ν+

νz
Tz ≈ 50 · 5 K (15.22)

from the thermal equilibrium relation by the sideband (see Eq. (2.157)). Coupled to imperfections

of the trap, the energy of the modified cyclotron mode E+, distributed according to the Boltzmann

distribution defined by T+, causes Boltzmann distributing axial frequency fluctuations ∆ν(B2,E+)
z ∝

B2E+
2 (Eq. (14.16)), whose mean is on the order of 〈∆ν(B2,E+)

z 〉 ∼ 10 mHz (Eq. (14.19)).

This adds fluctuations of the axial frequency due to fluctuations of E+ from measurement to

measurement. This additional fluctuation was characterized by comparing the Allan variance between

axial frequencies measured in a sideband sequence and a sequence without sideband drives (as in the

case until the last section). From the axial Allan variance obtained by a sideband measurement

sequence (Fig. 15.1), σ2
A,V/ν

2
z(νz, τ) (Eq. (15.16)) and σ2

A,fit/ν
2
z(νz, τ) (Eq. (15.21)) are subtracted

and the residual is shown in Fig. 15.9 (A). The remaining component which is attributed the effect

of E+ fluctuations is fitted to the white-noise scaling to obtain

σ2
A,E+

(νz, τ)
ν2
z

= ĉ0,E+ +
ĉ−1,E+

τ

ĉ0,E+ = −2(6)× 10−17, ĉ−1,E+ = 4(1)× 10−14 s,
(15.23)

corresponding to 0.13(2) Hz ·
√

s in unit of absolute frequency. This contribution is shown in Fig. 15.9 (B)

with the other contributions. The measured Allan variance fits well to the combination of the three

white-noise components.

Derivation of the cyclotron frequency stability limit

Summarizing what have been discussed until the last section, the Allan variance of the axial frequency

σ2
A(νz, τ) has been characterized by the three white noise components, attributed to the voltage

fluctuation, the uncertainty of the dip fitting, and the fluctuations of the modified cyclotron energy

E+:

σ2
A(νz, τ) = σ2

A,V(νz, τ) + σ2
A,fit(νz, τ) + σ2

A,E+
(νz, τ) (15.24)

2Although there are also contributions from the other trap imperfection terms, the one from B2 is the most dominant.
See Table 14.2.
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Figure 15.9: Extraction of the contribution from fluctuations of the modified cyclotron energy E+
to the Allan variance of the axial frequency. The Allan variance was obtained by a series of axial
frequency measurements in a single-particle sideband sequence (Fig. 15.1). (A) From the measured
axial frequency Allan variance, the contributions of the voltage fluctuation and the fitting uncertainty
are subtracted. The remaining part is fitted to the white-noise scaling to extract the component
attributed to E+ fluctuations. (B) The each contribution discussed thus far are shown with the
measured Allan variance. The combination of the three fits well to the measured data.

Table 15.1: Summary of the coefficients ĉ0, ĉ−1 in Eq. (15.25). The index k represents the source of
the fluctuation. The last column is the white-noise component ĉ−1 converted into the unit of absolute
axial frequency.

k ĉ0,k ĉ−1,k white noise (absolute frequency)

V 2.43(4)× 10−16 6.3(1)× 10−15 s 0.0508(4) Hz ·
√

s
fit −2.1(5)× 10−16 6.9(7)× 10−14 s 0.168(9) Hz ·

√
s

E+ −2(6)× 10−17 4(1)× 10−14 s 0.13(2) Hz ·
√

s

σ2
A,V(νz, τ)

ν2
z

= ĉ0,V + ĉ−1,V

τ

σ2
A,fit(νz, τ)

ν2
z

= ĉ0,fit + ĉ−1,fit

τ

σ2
A,E+

(νz, τ)
ν2
z

= ĉ0,E+ +
ĉ−1,E+

τ

(15.25)

with the coefficients ĉ0, ĉ−1 listed in Table 15.1.

Based on this model and the sideband relation Eq. (15.5), the limit of the cyclotron frequency

stability can be derived. Now we denote the cyclotron frequency fluctuation by the sideband coupling

sequence as Ξc(τs, τd), with τs, τd to be averaging times assigned to single-dip and double-dip mea-

surements, respectively. The total averaging time τs + τd ought to be within the cycle length of the
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measurement mentioned earlier. This is related to the Allan variances of the frequencies νz, νl, νr as

Ξ2
c(τs, τd) = σ2

A(νl, τd) + σ2
A(νr, τd) + σ2

A(νz, τs) +�����σ2
A(νrf , τd)

= (2σA,V(νl, τd))2 + σ2
A,fit(νl, τd) + σ2

A,fit(νr, τd) + (2σA,E+(νl, τd))2

+ σ2
A,V(νz, τs) + σ2

A,fit(νz, τs) + σ2
A,E+

(νz, τs)

(15.26)

here it is assumed that the uncertainties on the drive frequency νrf (typically on the order of mHz or

below) are negligible. In addition, correlations between the contributions of the voltage fluctuations

and the E+ fluctuations to νl and νr are assumed to be correlated. Since the frequency differences

between νz and νl, νr, typically about ±5 Hz, relative differences on the order of 10−6, is negligible

compared to the uncertainties of the coefficients ĉ0, ĉ−1,

σ2
A,V(νl, τ) ≈ σ2

A,V(νz, τ)

σ2
A,E+

(νl, τ) ≈ σ2
A,E+

(νz, τ).
(15.27)

As for σ2
A,fit(νl, τ), σ2

A,fit(νr, τ), they can be deduced from the scaling Eq. (15.17). From the properties

of a double-dip spectrum (Eq. (2.166)),

∆νl ≈∆νr ≈
∆νz

2

SNR|dip,l ≈SNR|dip,r ≈
SNR|dip,z

2 .

(15.28)

Applying Eq. (15.17),

σ2
A,fit(νl, τ) ≈ σ2

A,fit(νr, τ) ≈
σ2

A,fit(νz, τ)
√

2
. (15.29)

Eqs. (15.26), (15.27) and (15.29) are summarized as

Ξ2
c(τs, τd) ≈ 4σ2

A,V(νz, τd) +
√

2σ2
A,fit(νz, τd) + 4σ2

A,E+
(νz, τd)

+σ2
A,V(νz, τs) + σ2

A,fit(νz, τs) + σ2
A,E+

(νz, τs).
(15.30)

The length of the repetition cycle of the AD is about 110 s. After subtracting time necessary for the

particle transport and wait time to let the trapping voltage stabilize, about 104 s remains. This should

be shared appropriately between a single-dip and a double-dip measurement so that the cyclotron

frequency fluctuation is minimized.

In Fig. 15.10, Ξc(τs, τd) is evaluated as a function of the averaging times τs, τd under a constrain

of the total averaging time τs + τd = 104 s.

The minimum of the Ξc(τs, τd) is found to be 58(15) m Hz. This is the principal limit imposed

by the sideband coupling method. This corresponds to the distribution of the p̄-H− cyclotron ratio

σR = 1.96× 10−9 from Eq. (3.12).
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58 mHz

Figure 15.10: Cyclotron frequency fluctuation as a function of the averaging times (τsingle, τdouble)
in the sideband sequence. Evaluated under a constrain τsingle + τdouble = 104 s. The colored band
indicates the uncertainty evaluated from the uncertainties of the coefficients ĉ0, ĉ−1. The green hori-
zontal line (58 mHz) indicates the principal limit of the cyclotron frequency stability by the sideband
coupling method. The orange vertical line indicates a typical set of averaging times adapted for the
measurement.

For the data taking of the charge-to-mass ratio comparison, (τs, τd) = (48 s, 56 s), close to the

optimum condition, was adapted as a typical set of the averaging times while the AD was under

operation. This is indicated by the vertical orange line in Fig. 15.10. After the AD was shut down,

(τs, τd) = (52 s, 56 s) (total averaging time 108 s) was typically used.
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16
Development of the cyclotron frequency
stability

In this chapter, developmental works performed to improve the cyclotron frequency stability are

described, and the stability of the state finally achieved is discussed.

16.1 Overview of the development of the stability

The distribution of the p̄-H− cyclotron frequency ratio Rp̄H− in the 2014 measurement had a distri-

bution of 5.5 p.p.b., which corresponds to the cyclotron frequency fluctuation of Ξc = 163 mHz (see

Section 8.3). Over the 2017 run, a significant improvement of the cyclotron frequency stability from

this value had been aimed.

In Fig. 16.1, development of the cyclotron frequency fluctuation throughout the 2017 run is shown

with major events and activities. Each data point was obtained from 100 consecutive cyclotron fre-

quency measurements in each data set which had the lowest Ξc.

At the beginning of 2017 run-I, the cyclotron frequency fluctuation was > 200 mHz, still worse

than the condition in 2014. Since then, continual efforts were made to search for the causes of the

frequency fluctuations and optimize the environmental conditions accordingly. After various optimiza-

tion campaigns, in December, a condition was achieved where the cyclotron frequency fluctuation was

constantly below 100 mHz. In this condition, the data taking of the proton-to-antiproton charge-to-

mass ratio comparison was started. Under the best conditions, the cyclotron frequency fluctuation of

58(6) mHz was recorded, reaching the principal limit of the sideband coupling method discussed in

Chapter 15.

The major optimization works are summarized to the following points:

• Thermal insulation of cryostat surfaces
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Figure 16.1: Development of the short-term cyclotron frequency stability over the 2017 run, shown
together with major events and activities. From each dataset of cyclotron frequency measurements,
the cyclotron frequency fluctuation Ξc was evaluated by choosing a sample of consecutive 100 mea-
surements which has the smallest Ξc. The gray bands A and B mark the periods when works related
to the thermal insulation and the flow stabilization took place. Reproduced from [78].

(related works were mostly performed in the period A in Fig. 16.1)

• Stabilization of flow and pressure

(works mostly performed in the period B in Fig. 16.1)

• Stabilization of the temperature in the zone by covering the zone nylon sheets

• Implementation of electron kick-outs

They will be discussed in detail in the following sections. Among them, the last point of the electron

kick-out was an issue treated in different ways between 2017 run-I and run-II, therefore summarized

in a separate section. The rest of the items follow the chronological order of the development.

16.2 Data evaluation by the block-fluctuation

To identify frequency fluctuations correlated with environmental conditions, a measure named block-

fluctuation was found to be practically useful. Its definition and formulation are given here for the

following discussion.

In Fig. 16.2, an example of measured cyclotron frequencies {νc,i} (i = 1, 2, · · · ) is shown. To define

the block-fluctuation for this dataset, blocks of a unit of NB measurements (NB = 8 in this example)

are defined. The block-average {νc,k} and the block-fluctuation {Ξc,k} (k = 1, 2, · · · ) are defined by
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k = 1 2 3 …

k = 1 2 3 …

block unit N B

4 5 6 7 8

4 5 6 7 8

Figure 16.2: Definition of the block-average (A) and the block-fluctuation (B) for a series of measured
cyclotron frequencies.

the average and the fluctuation of frequencies included in each block i.e. the k th elements defined by

νc,k = 1
NB

 NBk∑
i=NB(k−1)+1

νc,i

 , (16.1)

Ξc,k =

√√√√√ 1
NB − 1

 NBk−1∑
i=NB(k−1)+1

(δνc,i − δνc,k)2

 (16.2)

with

δνc,i = νc,i+1 − νc,i, (16.3)

δνc,k = 1
NB − 1

 NBk−1∑
i=NB(k−1)+1

δνc,i

 . (16.4)

The variations of block-fluctuation reflect transitions of short-term frequency stability. In Fig. 16.2,

the block-average (A) and the block-fluctuation (B) of the example dataset are plotted with the

original frequencies. It can be seen that the block-fluctuation is significantly larger than the other

blocks for k = 2, 3, 7, 8, reflecting more fluctuating frequencies in these blocks. This evaluation was

useful especially when we were on the earlier stage of the optimization where Ξc > 100 mHz.

16.3 Thermal insulation of the cryostat surfaces

Development of the cyclotron frequency fluctuation in the last five weeks of run-I is shown in Fig. 16.3.

The first major step of the stability improvement was achieved by isolating the surfaces of the cryostats

from the atmosphere. The surfaces of the cryostats are connected to the central part of the apparatus

through the 4- and the 77 K support structures (see Figs. 5.1 and 5.8). Expansions and shrinkages of
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Figure 16.3: Short-term cyclotron frequency fluctuation in 2017-run I, when the thermal insulation
of the cryostat surfaces and installation / optimization of the flow stabilization took place.

Figure 16.4: Photographs of the apparatus before (left) and after (right) the thermal insulation. The
top of the cryostats were covered by the plexiglass boxes, which were found to improve the cyclotron
frequency stability significantly. Later, the side surfaces of the cryostat and the bellows on the helium
exhaust were covered with thermal foam, and the sleeves of the covers were tightened with glasswool
sheets in order to reduce thermal fluctuations on the metal surfaces which are indirectly connected
to the 4 K stage of the apparatus.
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measured with covers measured without covers 

Figure 16.6: Comparison of the block-fluctuation of the cyclotron frequency between datasets mea-
sured with (left) and without (right) the covers on the cryostats. For each dataset of cyclotron
frequency measurements, the block-fluctuation Ξc is evaluated in uint of 8 measurements. The dis-
tribution of Ξc is plotted in histograms. It can be observed that the datasets measured without the
covers have distributions at higher block-fluctuations. The corresponding data points (3 sets with the
covers, 4 sets without the covers) are found in Fig. 16.3.

the metal surfaces of the cryostats seemed to have caused frequency fluctuations through mechanical

movements of the inner components of the apparatus.

Figure 16.5: Photograph of the top
of the upstream cryostat after instal-
lation of a thermometer and a brass
cover on the LN2 inlet of the cryostat.

First, the top of each cryostat was covered by the plex-

iglass box with aluminum support structures shown in the

right photograph of Fig. 16.4. This reduced the cyclotron fre-

quency fluctuation significantly as shown in Fig. 16.3, where

the data points measured with and without the covers are

marked by the colored dashed rectangles. In Fig. 16.6, the

block-fluctuations of these datasets were compared. A signif-

icant difference is observed between the datasets in the two

conditions: the datasets recorded with the covers have the

most frequent values of Ξc around 120–150 mHz while those

without the covers have them around 200–300 mHz, implying

that the exposure of the top surfaces of the cryostats to the

atmosphere increased the short-term frequency fluctuations.

Following the installation of the covers, PT-100 thermometers were installed inside the covers

(shown in Fig. 16.5) to investigate this correlation in more detail. In Fig. 16.7, one dataset of cyclotron

frequency measurements (A) is shown together with temperatures (B) and an ambient magnetic field

(C). The temperatures in Fig. 16.7 were measured by two sensors installed in the upstream- and
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the downstream covers of the cryostats. The Hall probe was placed outside the covers, attached

on the cryostat support (see Section 11.1). In the range marked by the purple rectangles in the

figure, frequency fluctuations correlated to fluctuations of the temperature in the upstream cover are

observed. A similar time structure is also observed in fluctuations of the zone temperature in the same

time window, but not in the temperature in the downstream cover. This implies that the upstream

cryostat cover was not well closed during the measurement, and caused the atmospheric temperature

fluctuations to affect the cyclotron frequency fluctuations through the temperature fluctuations in

the cover.

Based on this observation, glasswool sheets were added around the sleeves of the covers to ensure

the sealing. The plugs of the LHe- and LN2 inlets of the cryostats were made sure to be closed tightly

after regular filling of the cryogen to the cryostats. The brass covers shown in Fig. 16.5 were installed

to improve closure of the LN2 inlets. Furthermore, the metal surfaces of the bellow on the helium

exhaust lines and side surfaces of the cryostats were covered by thermal foam to reduce possible

influences of the ambient temperature fluctuations to the experiment. The photograph on the right

in Fig. 16.4 was taken after these implementations. After these improvements, the correlation was no

longer observed in an evident way.

16.4 Pressure/flow stabilization

The pressure in the LHe vessels of the cryostats were found to significantly affect the cyclotron

frequency stability. As the 4 K part of the apparatus, including the Penning trap system, is anchored

on the bottom of the cryostats, the pressure variations in the cryostats caused variations of the

position of the traps. To improve this aspect of the apparatus, a pressure stabilization system was

installed. The system was designed and constructed by James A. Harrington, and its details will be

described in his Ph.D. thesis [79].

The BASE helium system consists of the two cryostats and the LHe vessel of the cryostats,

interconnected with bellows. In the default setup, the helium exhaust of the BASE system was

connected to a helium recovery system of CERN, which has frequent pressure fluctuations due to

works in the upstream facilities and activities of the other experiments. The pressure stabilization

system was installed to decouple the system from the recovery line as described in Fig. 16.8. The

stabilization system includes a smaller buffer volume kept pumped to a low pressure, and valves

between the main helium system of BASE, the recovery line and the buffer volume. The system blocks

the flow from the recovery line to the main system, and instead makes a regulated one-directional

flow from the main system to the buffer volume. PTFE discs with small holes were inserted between

bellows in front of the buffer volume to create a resistance in the circuit of flow. The discs with one

or two holes whose diameters differing from 0.5 to 0.8 mm were prepared to adjust the flow rate. The

pressures of the BASE system and the buffer volume are monitored by two channels of PR 4000B-F
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Zone (right axis)
US cryostat cover (left axis)
DS cryostat cover (left axis)

Figure 16.7: Observation of cyclotron frequency fluctuations correlated to temperature fluctuations.
(A) Evolution of the cyclotron frequency of a single H− ion. (B) Temperatures measured by ther-
mometers in the downstream- (blue) and upstream (green) covers, and the ambient temperature (red)
measured by a Hall probe. The axis of the temperatures in the covers is on the left of the graph.
The axis of the ambient temperature is on the right. (C) The ambient magnetic field measured by
the downstream fluxgate, the axis in parallel to the magnet. (see Section 11.1) The temperatures and
the magnetic field are averaged over a time window of each cyclotron frequency measurement. In the
time window marked by the purple rectangles in (A, B), cyclotron frequency fluctuations correlated
to temperature fluctuations are observed. Similar time structures are observed between the cyclotron
frequency and the temperature in the upstream cover, and the ambient temperature. The measure-
ment sequence at the time was not synchronized to the AD cycle, which caused the magnetic field
to oscillate over the measurement period by the super-cycle of the measurement sequence and the
AD cycle. However, it does not have stronger amplitudes than the rest of the data within the purple
time window, which supports the observation that these frequency fluctuations were induced by the
temperature fluctuations.
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valve settings

CERN helium  
recovery line  
(~1040 mbar)

buffer volume (26 L) 

magnet helium vessel (175 L)

stable flow 

valve B

flow resistance

pumping station

stabilization: 
valve A

valve B

filling:
valve A

valve B

pressure gauge  p main  
 (1000−1100 mbar)

cryostats (35 L x2)

system pressurization:
valve A

valve B

valve A

pressure gauge p buffer 

(14−60 mbar)

Figure 16.8: Schematic of the pressure/flow stabilization system. The BASE helium system consists
of the helium vessel of the magnet, and the helium vessels of the two cryostats. The valves control
the connection between the main system, the buffer volume and the CERN recovery line. The flow
resistances are installed to control the flow entering the buffer volume pressure. Two pressure gauges,
measuring the pressure of the main system and that of the buffer volume are installed. On the right,
the valve configurations for different occasions are described. When the stabilization is activated, the
valve A is classed and the valve B is opened to produce a regulated one-directional flow from the
main helium system to the buffer volume.

(MKS Instruments).

After the installation of the stabilization system, variations of the cyclotron frequency correlated

to the pressure variations were observed. Such examples can be found in a dataset shown in Figs. 16.9

and 16.10. In Fig. 16.9, the evolution of the cyclotron frequency of an H− ion (A) is shown together

with the pressures of the main system (B) and the buffer volume (C), and the external magnetic

field (D). A correlation between the drift component of the cyclotron frequency and the drift of the

system’s pressure is clearly observed in (A) and (B). In (E), the scaling of the cyclotron frequency

against the system pressure is fitted to a linear function f(pmain). From the resulted function f(pmain)

and the measured pmain, the red curve in (A) is obtained. It can also be observed that some of

spikes in the cyclotron frequency are correlated to fluctuations in the buffer volume pressure. For

further investigation, in Fig. 16.10 fluctuating components of the cyclotron frequency are extracted

by subtracting the pressure-correlated drift f(pmain) from the cyclotron frequency. By comparing

νc − f(pmain) (Fig. 16.10 (A)) and the buffer volume pressure (B), it becomes clear that some parts

of the frequency fluctuations have common time structures with fluctuations of the buffer volume

pressure, while some others were obviously caused by jumps of the external magnetic filed. The

proportionality factors between the jumps in the buffer volume pressure and the cyclotron frequency

jumps are on the order of 10−2 Hz/mbar.
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Figure 16.9: Correlation of the drifts of the cyclotron frequency to pressures of the main system. (A)
Cyclotron frequency of an H− ion in the PT. The red curve was obtained by fitting in (E) (B) Pressure
of the BASE helium system pmain. (C) Pressure of a buffer volume of the stabilization system. (D)
The ambient magnetic field measured by the Hall probe. (E) A linear fit of the cyclotron frequency as
a function of the main system pressure. The parameters of the linear function f(pmain) = a0+a1 ·pmain
were obtained to be a0 = −881(23) Hz, a1 = 0.94(2) Hz/mbar. The red curve in (A) is drawn by the
f(pmain) determined by the fit and pmain at corresponding data point.
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Figure 16.10: (A) Fluctuating components of the cyclotron frequency extracted by νc − f(pmain)
(Fig. 16.9 (A)). (B) Buffer volume pressure. (C) Ambient magnetic field.
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The correlations discussed above i.e.,

• correlation between the cyclotron frequency drifts and drifts of the BASE system pressure pmain

• correlation between the frequency fluctuations and the fluctuations of the buffer volume pressure

p buffer

were reproducibly observed. The correlation of frequency fluctuations and the fluctuations of pmain

may also exist, but it was not detected with the resolution of the gauge which is at 0.1 mbar.

Comparing different datasets record during run-I, the proportionality factors between the pressures

and the cyclotron frequency ranged as

∆νc

∆pmain
= 1–2 Hz/mbar (for drift)∣∣∣∣ ∆νc

∆p buffer

∣∣∣∣ ∼ 10−2–10−1 Hz/mbar (for fluctuations).
(16.5)

From the observed correlation with the buffer volume pressure, it seems that variations of the flow

from the main system to the buffer volume were causing frequency fluctuations. A likely explanation

of this is that fluctuations of gas flow from the cryostats caused instabilities of the apparatus through

thermal fluctuations of the inner surfaces of the cryostats which are connected to the cryogenic stages

of the apparatus.

Therefore, different settings of the pressure stabilization as well as different absolute pressures

were tested in search of conditions which induce least frequency fluctuations. Part of the settings are

noted in Fig. 16.11 along with the history of the cyclotron frequency fluctuation. Over the course

of these tests, it was found that the fluctuations of the buffer volume pressure were suppressed by

operating the main system at a high pressure (> 1100 mbar), thereby creating a stable flow from the

main system to the buffer volume.

The following procedure was established to prepare the system for cyclotron frequency mea-

surements after a routine filling of the cryogen to the cryostats and the magnet (see Fig. 16.8 for

configuration of the valves).

1. During filling, the system is connected to the recovery line. The valves are configured as (A,B) =

(open, closed).

2. After filling, the valves are set to be (A,B) = (closed, closed) to pressurize the system by

evaporating helium gas.

3. When the pressure of the main system reaches to about 20 mbar above the operational pressure,

the valve A is closed and the valve B is opened i.e., (A,B) = (closed, open). The gas from the

vessels starts flowing to the buffer volume. Within 3–4 h, the flow rate stabilizes.
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Figure 16.11: History of the short-term cyclotron frequency fluctuation shown together with part of
tested parameters of the pressure stabilization system.

The operational pressures (pmain, p buffer) ≈ (1100 mbar, 18 mbar) were selected in the final setting.

The best cyclotron frequency stability achieved after the optimization of the stabilization system

was Ξc ≈ 71 mHz when the AD was still under operation.

16.5 Further temperature stabilization

After the pressure/flow-induced fluctuations were reduced, influences of temperature fluctuations to

the cyclotron frequency fluctuations were observed in a more sensitive scale than what was discussed

in Section 16.3. As shown in Fig. 16.13, cyclotron frequency fluctuations caused by fluctuations of

the ambient temperature in the zone were observed at times. The main cause of these temperature

fluctuations was the air conditioning in the AD (see Section 11.1).

To suppress the influences of the air conditioning and reduce the temperature fluctuations in the

zone, the zone was covered by nylon sheets as shown in Fig. 16.14. The effect of the sheet can be

seen in comparison of 24-hour measurements of the temperature in the zone before and after the

installation in Fig. 16.15. Significant reduction of drifts and fluctuations of the temperature can be

seen in Fig. 16.15 (A,B). The Allan deviation of the temperature was reduced by a factor of 5.8 at the

averaging time τ = 120 s, a typical cycle length of the measurement sequence (Fig. 16.15 (C)). The

small oscillations with amplitudes of 50–80 mK (Fig. 16.15 (B)) remained, which were caused by heat

from the equipment in the zone and air trapped and circulated within the zone. To suppress these

oscillations, the hatches as indicated in Fig. 16.14 were made on top of the sheets, and the door of

the zone (downstairs, not shown in the photograph) was left open to create a path of air flow which

entered from the hatches and escaped from the exit of the zone on the floor level, thereby preventing
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Figure 16.12: Comparison of pressures of the flow stabilization system before and after the optimiza-
tion of the stabilization parameters. (A, B) 24 hour measurements of pressures of the main system
(A) and of the buffer volume (B). The subtracted offsets are 1007 mbar (before) / 1114 mbar (after)
for (A), and 56.5 mbar (before) / 18.5 mbar (after) for (B). (C, D) Allan deviations of the pressure
in the main system (C) and the buffer volume (D).

the air from being trapped in the zone.
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Figure 16.13: Observation of temperature-induced fluctuations of the cyclotron frequency. Common
features are observed between the cyclotron frequency (B) and the ambient temperature in the zone
(C) in the time window indicated by the purple rectangles. The oscillatory structures of the temper-
ature are reflected in the cyclotron frequency with proportionality factors of1.3–3.8 Hz/K.
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DS

US

Figure 16.14: Nylon sheets covering the BASE for suppression of temperature fluctuations. The hatch
on the front was made to prevent air to be trapped in the zone. A similar hatch was made on the
upstream end of the cover (hidden by the dewar).
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Figure 16.15: Comparison of the temperature in the zone before and after the installation of the
nylon sheets. (A) Comparison of 24-hour measurements of the ambient temperature of the zone with
and withe the tent. The temperature was significantly stabilized by the installation of the tent. The
subtracted offset is 20.05 ◦C (or 293.2 K) for the data without the tent, and 19.55 ◦C (292.7 K) for the
data with the tent. (B) Zoomed-in plot of the region marked by a dashed rectangle in (A). Oscillatory
structures with amplitudes of about 5 mK are observed. (C) The Allan deviations of the temperature
σA(T, τ). At τ = 120 s which was a typical sampling rate of the cyclotron frequency by the sideband
sequence, σA(T, τ) = 7.8(1) mK (without tent) / 1.4(4) mK (with tent).

16.6 Detection and treatment of electron contami-
nation

Electrons entering to the trap caused problems in the cyclotron frequency measurement. When they

entered the trap, their interaction with an antiproton/H− ion caused an increase of the cyclotron

frequency fluctuation. This electron contamination was especially of a problem during run-I. To

remove the electrons, the electron kick-out (Section 13.2.3) was implemented in the measurement

routine about once per hour. This was necessary to make the cyclotron frequency fluctuation Ξc less

than 150 mHz at an early optimization stage of run-I (see Fig. 16.1).

The exchange of the in-trap layer of the degrader between run-I and run-II significantly reduced

the frequency of occurrence of the electron contamination. In run-II, the contamination was observed

about 1 event in 2 week when the conditions settled after beam-shifts. Therefore the electron kick-out

was not included in the sequence in run-II, but manually performed upon necessity.

Two datasets are shown in Figs. 16.16 and 16.17 as examples of the electron contamination events.

These events were identified by

• an increase of the axial/cyclotron frequency fluctuation

• a decrease of the dip SNR

• a shift of the axial frequency.

In Fig. 16.16 (A), evolution of the cyclotron frequency is shown with its block-fluctuations in unit

of 8 measurements. The occurrence of the contamination can be identified by a jump the cyclotron
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frequencies at around 05:00. The increase of the cyclotron frequency fluctuation is clearly observed

by comparing the block-fluctuation before and after the event. Dip spectra before and after the

electron contamination are compared in Fig. 16.16 (B,C) where significant decreases of the dip SNR

are observed in both the single-dip (B) and the double-dip (C) spectra.

In Fig. 16.17, another electron contamination event is observed. It occurred during a two-particle

sequence alternately measuring an antiproton and an H− ion. At around 04:00, electrons entered the

trapping potential of the antiproton. Later at around 06:00, the electrons were automatically removed

by a transport between the measurements. In this case, an increase of the frequency fluctuation or the

decrease of the dip SNR are not significant, which implies that they were a small number of, possibly

a single, electron(s) interacting with the antiproton in a coherent way. However the shift of the axial

frequency of about 450 mHz is clearly observed. This clear indication of electron contamination in

the axial frequency is important in data analysis, as it enables to identify and remove data recorded

with contaminating electrons.

When electron contamination was noticed by these features during the measurement, the mea-

surement was stopped, and an electron kick-out was executed to remove the electrons.
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Figure 16.16: Electron contamination event occurred 16 days after loading antiprotons. Evolution of
the axial frequency (A) and the cyclotron frequency (B) are shown with their block-fluctuations Ξz,Ξc
in unit of 8 measurements whose axes shown on the right of the plots. At around 05:00, electrons
entered in the trap to cause frequency jumps of both of the axial and the cyclotron frequencies. A
step-like shift of the axial frequency as well as an increase of the cyclotron frequency fluctuation
caused by the entrance of the electrons are observed.
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Figure 16.17: Observation of an electron contamination event during a two-particle sequence. The
sequence measured the cyclotron frequency of an H− ion and an antiproton alternately by the sideband
coupling method. (A, B) Axial frequency (A) and cyclotron frequency (B) of the H− ion. (C,D)
Axial frequency (C) and cyclotron frequency (D) of the antiproton. The green dots indicate the block-
fluctuation of respective frequency. The electron contamination event occurred to the antiproton,
which is observed as its clear downward frequency shift.

16.7 Stability in the final condition

After the optimization processes described above, the apparatus reached a state where the cyclotron

frequency fluctuations close to the principal stability limit Ξc = 58 mHz were recorded at best con-

ditions, as shown in Fig. 16.1. Under this condition, the data collection of the proton-to-antiproton

charge-to-mass ratio comparison was started. This section takes a closer look on the finally achieved

state.

In Fig. 16.18 (A–D), axial and cyclotron frequencies of an H− ion recorded in the end of December

are shown with their block-fluctuations of 16 measurements. The measurement was started about 2 h

after filling LN2 and LHe to the cryostats and continued for more than 40 h before the next filling.

In the later part of the measurement, a time-window was observed when the cyclotron frequency

becomes exceptionally stable. This is marked by purple rectangle in the plots. In this stable window,

the cyclotron frequency block-fluctuation was Ξc < 75 mHz . The cyclotron frequency fluctuation

calculated for the data of the entire range is about 87 mHz.

Such stabilization of the cyclotron frequency after ∼ 30 h from filling was repeatedly observed.

Apparently, the stable condition was realized when the cryostat reached to a certain level of the

cryogen. One likely factor causing this phenomenon is the mechanical stability of the apparatus. In

Fig. 16.18 (E–H), the angles of the apparatus measured by an accelerometer are compared with the

frequencies. As explained in Section 11.1, three accelerometers are installed to monitor the angles of
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Figure 16.18: Comparison of the cyclotron/axial frequency of an H− ion and angles of the magnet
measured by the accelerometer. See Section 11.1 for the location of the sensors and the definition of
the angles. (A, B) Cyclotron frequency (A) and its block-fluctuation (B). (C, D) Axial frequency
(C) and its block-fluctuation (D). (E, F) Horizontal angle of the sensor attached on the magnet
(E) and its block-fluctuation (F). The offset is subtracted from the angle. (G, H) Vertical angle
of the sensor and its block-fluctuation. The offset subtracted. After 30 h since the beginning of the
measurement, (corresponding to about 32 h from the last filling of the cryogen) there is a period
marked by the purple dashed rectangle where the cyclotron frequency became stable (Ξc < 75 mHz).
It can be observed that in the same period, the angle fluctuations were also relatively low. The
time window 1 and 2 marked by colored bands of red and blue, respectively, are defined for further
investigation shown in Fig. 16.19.
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the apparatus. Their locations are the upstream- and downstream supports of the cryostats and top

of the magnet (Fig. 11.1). What is shown here is from the one on top of the magnet. Transitions of

the horizontal angle θh and the vertical angle θv of the apparatus (see Eq. (11.1)) evaluated from

data of this sensor are shown in Fig. 16.18 (E, G). In Fig. 16.18 (F, H), the block-fluctuations of the

angles θh, θv are evaluated for the same averaging windows as the frequencies. It can be observed from

the comparison of the block-fluctuations of the frequencies and the angles, that the time window of

the stable cyclotron frequency coincides to a time window when the fluctuations of the angles are

relatively low.

For further investigation, time windows 1 and 2 marked by the red and blue bands in Fig. 16.18 (A–

H) are selected. The window 2 is selected from the stable time window of the cyclotron frequency,

and the window 1 from the rest of the range where relatively high block-fluctuations of cyclotron

frequency were recorded. Each of them includes 80 sets of frequency measurements, and has the

total length of about 5.73 h. In Fig. 16.19, the Allan deviations of the frequencies and the angles are

compared between the windows 1 and 2. The Allan deviation of the angles are evaluated for each of

the three sensors for the vertical and the horizontal angles. In the Allan deviations of the axial and

the cyclotron frequencies in Fig. 16.19 (A,B), it can be observed that the Allan deviations of data

from window 1 have larger random-walk components. Looking at that of the angels, a significantly

larger random-walk component of window 1 is observed for the Allan deviation of the horizontal angle

for each of the sensors. The larger random-walk components of the Allan deviation of the frequencies

in window 1 seem to be attributed to the larger random-walk component of the Allan deviation of

the horizontal angle.

Therefore it seems that the cyclotron frequency fluctuations which remained in the final condition

were mainly induced by mechanical instabilities such as vibrations. It is implied that there is a point

which is reached at the end of the mechanical relaxation of the apparatus after filling, where these

mechanical instabilities are relatively small.

16.8 Comparison of cyclotron frequency stabilities

In this section, cyclotron frequency stabilities in different conditions of the system are quantitatively

compared by their Allan deviations. The comparison is made between datasets recorded during the

2014 measurement: one with the AD operational (the measurement synchronized to the AD), and

one during the AD shutdown1, and a few sets in early December in 2017 around the date when the

AD was shutdown: one with the AD operational, two after the AD was shut down. Between the two

datasets of the AD non-operational, the installation of the nylon sheets for temperature stabilization

(Section 16.5) took place.
1A study discussed in Section 7.1 is done in the same way as discussed in this section. Minor differences in the result

came from differences between chosen detests.
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Figure 16.19: Allan deviations of the frequencies and the angles compared between time window 1 and
2 defined in Fig. 16.18. The red data is the Allan deviation of data in the window 1 and blue data is
the one from window 2. The bars with lighter colors indicate the statistical uncertainties of the Allan
deviations. (A) Allan deviation of the axial frequency. (B) Allan deviation of the cyclotron frequency.
(C, D) Allan deviations of the horizontal angle θh (A) and the vertical angle θv (B) measured by the
upstream accelerometer. (E, F) Allan deviations of the horizontal (E) and the vertical (F) angles
measured by the downstream accelerometer. (G, H) Allan deviations of the horizontal (E) and the
vertical (F) angles measured by the accelerometer placed on top of the magnet.
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Figure 16.20: Comparison of the Allan deviation of the cyclotron frequency between datasets recorded
in different conditions. The number of the averaged measurements for calculation of the Allan devia-
tions are taken as the horizontal values. (Left) From detests recorded in the 2014 run. (Right) From
the 2017 run. The curves show the results of fits to the scaling of Eq. (16.6). The results of the fits
are given in Table 16.1. The sampling interval was about 170 s for the 2014 datasets and 120–130 s
for the 2017 datasets.

Table 16.1: Results of fitting of the Allan deviation data in Fig. 16.20 to the model of Eq. (16.6), which
assumes a white-noise and a random-walk component. The date when each dataset was recorded is
shown together with the name of the dataset.

Dataset (date) b0 (Hz2) cw (Hz) cr (Hz)

2014 AD ON (13/12/2014) -0.035 (6) 0.23 (1) 0.155 (4)
2014 AD OFF (21/12/2014) 0.019 (4) 0.14 (1) 0.094 (2)

2017 AD ON (17/12/2017–18/12/2017) -0.004 (1) 0.089 (5) 0.064 (2)
2017 AD OFF (19/12/2017–20/12/2017) -0.012 (1) 0.109 (4) 0.087 (1)

2017 AD OFF, temperature stabilized
(23/12/2017–24/12/2017) -0.0028 (2) 0.084 (1) 0.0350 (4)

For each dataset, the p̄ data and H− data were combined by scaling the H− cyclotron frequencies

by the theoretical ratio Rp̄H− = 1.001089218754. For each series of data thus obtained, containing

about 100–300 measurements, the Allan deviation of the cyclotron frequency was evaluated. They

are shown in Fig. 16.20. The scaling of the Allan deviation of the cyclotron frequency was fitted to a

scaling which considers a random-walk and a white-noise contributions:

σA(νc, N) =

√
b0 +

(
cw√
N

)2
+
(
cr ·
√
N
)2

(16.6)

with N being the number of averaged measurements for calculation of the Allan deviations. The

coefficients cw and cr represent the white-noise and the random-walk components, respectively. The

results obtained by the fits are listed in Table 16.1.

In 2014, a part of the random-walk component of the cyclotron frequency fluctuations was caused

by the AD magnetic noise, which can be seen as a significantly larger random-walk component of the
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dataset 2014 AD ON than that of 2014 AD OFF. this difference corresponds to that random walk of

√
1552 − 942 ≈ 120 mHz · (cycle)1/2 (or 8 nT · (cycle)1/2) . (16.7)

The Allan deviations of the 2017 data largely reduced from 2014 resulted from the improved magnetic

field shielding which reduced the component Eq. (16.7) by a factor of 10, as well as the optimization

processes discussed in Sections 16.3 and 16.4. Owing to the performance of the self-shielding system,

the external magnetic field was no longer a limiting factor in the 2017 run. In fact, the dataset 2017

AD ON has smaller random-walk and white-noise components than 2017 AD OFF. The dominant

factor at this stage was temperature fluctuations which were treated by installing the nylon sheets

covering the apparatus (Section 16.5). This was effective, reducing the random-walk component of

the cyclotron-frequency Allan deviation by more than a factor of 2.
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Conclusions

The data of the new proton-to-antiproton charge-to-mass ratio comparison was collected under the

condition reached after the stabilization procedures discussed in the last chapter. In Fig. 17.1, a distri-

bution of the antiproton-H− ion cyclotron frequency ratio Rp̄H− sampled between the 6th of December

2017 and the 26th of January 2018 is presented in comparison to that of the 2014 measurement. Their

statistical figures are summarized in Table 17.1.

The width of the ratio distribution in 2017 data is σR, 2017 = 2.3× 10−9, having been narrowed

from the 2014 distribution by a factor of 2.3. Together with the larger sample number, it led to reduce

the uncertainty of determination of the center of the distribution δRp̄H−,est (see Eq. (8.14)) by a factor

of 2.9. The dataset evaluated in Fig. 17.1 and Table 17.1 contained about 9156 frequency ratios. The

final dataset contains data with the sample size > 12000, including ones collected in February 2018.

Therefore, in the final dataset, an improvement of the statistical precision by a factor > 3 than in

2014 is expected.

With respect to the systematic uncertainty, this data was collected by the new tunable axial de-

tection system, which allowed the measurements of an antiproton and an H− ion with the same ring

voltage VR. This eliminated the source of the largest systematic uncertainty of the 2014 measurement.

As reported in Section 9.3, the tunable detection system exhibited robust reproducible performances

against the tuning operation. The major systematic effects which are possibly introduced by this ap-

proach are those from a possible difference of the axial mode temperature between the antiproton and

the H− ion. The temperature difference was evaluated to be ≈ 0.6% (Section 9.3.3). Coupled with the

electromagnetic trap imperfections, this temperature difference causes shifts of the eigenfrequencies

of the particles. In Section 14.3, uncertainties accompanying the estimations of the shifts of ratio

∆Rp̄H− due to these frequency shifts were evaluated to be on the order of δ(∆Rp̄H−)/Rp̄H− ∼ 10−12

or below. Therefore this does not limit the precision of the measurement.

In conclusion, the development performed for an improved charge-to-mass ratio comparison led
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Figure 17.1: Histogram of sampled ratio data recorded in the 2017 run, compared with that of the
2014 measurement. The full width of the distribution corresponding to 2 · σ is indicated by the red
arrows in each graph. The statistical figures of the data are summarized in Table 17.1.

Table 17.1: Comparison of statistical figures between the 2014 data and the preliminary 2017 data
shown in Fig. 17.1. The sample size N , the distribution of the ratio σR evaluated by the standard
deviation, and the estimate of the uncertainty of the determination of the center of the distribution
δRp̄H−,est, evaluated by δRp̄H−,est = σR/

√
N , are listed for each of the 2014 data and the 2017 data.

2014 2017
Sample size N 6521 9156

Ratio distribution σR 5.4× 10−9 2.2× 10−9

Uncertainty of center determination δRp̄H−,est 6.7× 10−11 2.3× 10−11

to the significantly improved condition of the system than in the 2014 measurement. In the best

conditions, the short-term cyclotron frequency stability reached the principal limit under the sideband

coupling method. Together with a drastic reduction of the systematic uncertainty achieved by the

new tunable axial detection system, an improvement of the precision over the 2014 measurement by

at least a factor of 3 is expected in the final data analysis.
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A
Supplementary calculations of a cylindrical
Penning trap

This chapter supplements calculations of the electrical potential formed in a cylindrical Penning trap

discussed in Section 2.3.1.

A.1 Potential expression in spherical and cylindri-
cal coordinates

The Cj coefficients of the electrical potential are defined by the expression of an electric potential

in a spherical coordinate system (r, θ, φ) which has its origin at the trap center. The solution of the

Laplace equation ∇2Φ = 0 in this coordinate system is expressed as (Eq. (2.44))

Φ(r, θ) =
∞∑
j=0

V3Cjr
jPj(cos θ) (A.1)

assuming the rotational symmetry around the pole. Here V3 represents the voltage applied to the

ring electrode of the trap. On the other hand, the potential in a cylindrical Penning trap can be

calculated in a straightforward way in a cylindrical coordinate system (ρ, z, θ), having the trap center

as its origin and the trap axis as its zenith axis (Fig. 2.4 (A)). As discussed in Section 2.3.1, the

Laplace equation in this coordinate system under azimuthal symmetry (Eq. (2.46))

1
ρ

∂

∂ρ

(
ρ
∂Φ
∂ρ

)
+ ∂2Φ
∂z2 = 0 (A.2)
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finds its general solution in the following form expressed by real parameters An (Eq. (2.50))

Φ(ρ, z) =
∞∑
n=1

AnI0(knρ) sin
(
knz + nπ

2

) (
with kn ≡

nπ

Λ

)
(A.3)

under a boundary condition Φ(ρ,Λ/2) = Φ(ρ,−Λ/2) = 0, with Λ being the length of the trap. An
which can be obtain from a boundary condition of the cylindrical trap as will be discussed in the next

section. In the following, we seek a correspondence between Eqs. (A.1) and (A.3) in order to express

Cj from An.

By use of (ρ, z) = (r sin θ, r cos θ), the expression in the spherical coordinates is transformed to

that in the cylindrical coordinates. The Legendre polynomials which appear in Eq. (A.1) can be

expanded by the Rodrigues’ formula as [87]

Pn(x) =
bn/2c∑
k=0

(−1)k
2n

n
k

2n− 2k

n

xn−2k (A.4)

with b c being the floor function:

⌊n
2

⌋
=

 n/2 for n: even

(n− 1)/2 for n: odd.
(A.5)

Applying Eq. (A.4) to the terms of Eq. (A.1),

r jPj(cos θ) =
bj/2c∑
k=0

(−1)k
2j

j
k

2j − 2k

j

 r2k(r cos θ)j−2k

=
bj/2c∑
k=0

(−1)k
2j

j
k

2j − 2k

j

 (z2 + ρ2)kzj−2k.

(A.6)

∴ Φ =
∞∑
j=0

V3Cj

bj/2c∑
k=0

(−1)k
2j

j
k

2j − 2k

j

 (z2 + ρ2)kzj−2k (A.7)

is obtained.

On the other hand, Eq. (A.3) is expanded as follows [87]:

I0(x) =
∞∑
m=0

(
x2/4

)m
(m!)2 , (A.8)

sin
(
knz + nπ

2

)
=
∞∑
l=0

(−kn)l
l! sin

(
n− l

2 π

)
zl (A.9)
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∴ Φ =
∞∑
n=0

( ∞∑
m=0

(
(knρ)2/4

)m
(m!)2

)( ∞∑
l=0

An(−kn)l
l! sin

(
n− l

2 π

)
zl

)
. (A.10)

By comparing the terms ρ0z j of Eqs. (A.7) and (A.10), we find

V3Cj

bj/2c∑
k=0

(−1)k
2 j

j
k

2j − 2k

j

 =
∞∑
n=0

An(−kn) j
j! sin

(
n− j

2 π

)
(A.11)

Cj =
∞∑
n=1

An
V3

(−kn) j
j! sin

(
n− j

2 π

)
(∵ Pj(1) = 1), (A.12)

as quoted in Eq. (2.51).

A.2 Explicit form of the electrical potential in a
cylindrical Penning trap

In this section, we derive an explicit form of the electric potential formed in a five-electrode cylindrical

Penning trap quoted in Eqs. (2.52) to (2.54). This is done by applying a Dirichlet boundary condition

defined by the five-electrode Penning trap to Eqs. (A.2) and (A.3). From the determined An of

Eq. (A.3), coefficients Cj can be also determined by Eq. (A.12).

We use the geometry of a five-electrode cylindrical Penning trap defined in Fig. 2.4 (A, B). The z

coordinates of the five electrodes are defined as [z0, z1], [z2, z3], · · · , [z8, z9]. The central ring electrode

[z4, z5] is centered to the origin of the coordinate systems i.e. z4 + z5 = 0. The gap between the

electrodes is denoted as d and the inner radius of the trap a. The voltages applied on the electrodes

are represented by V1, · · · , V5, forming the boundary condition below at ρ = a (Eq. (2.43), see also

Fig. 2.4 (B)).

Φ(a, z) =



V1 (z0 ≤ z ≤ z1)

V1 + V2 − V1

z2 − z1
(z − z1) (z1 ≤ z ≤ z2)

V2 (z2 ≤ z ≤ z3)
...

...

V5 (z8 ≤ z ≤ z9).

(A.13)

We determine An under the above boundary condition using the orthogonality relations

2
Λ

∫ Λ/2

−Λ/2
sin(kmz) sin(knz) dz = δmn

2
Λ

∫ Λ/2

−Λ/2
cos(kmz) cos(knz) dz = δmn

2
Λ

∫ Λ/2

−Λ/2
sin(kmz) cos(knz) dz = 0.

(A.14)
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From Eq. (A.3),

Φ(ρ, z) =
∞∑
n=1

AnI0(kρ)
(

sin(knz) cos
(nπ

2

)
+ cos(knz) sin

(nπ
2

))
. (A.15)

By applying Eq. (A.14) to Eq. (A.15), we obtain for n: even,

An = (−1)
n
2

I0(kna)
2
Λ

∫ Λ/2

−Λ/2
Φ(a, z) sin(knz)dz

= (−1)
n
2

I0(kna)
2
Λ

[
−V5 cos(knz9)− V1 cos(knz0)

kn
+

4∑
i=1

Vi+1 − Vi
k2
nd

(sin(knz2i)− sin(knz2i−1))
]
(A.16)

and for n: odd,

An = (−1)
n−1

2

I0(kna)
2
Λ

∫ Λ/2

−Λ/2
Φ(a, z) cos(knz)dz

= (−1)
n−1

2

I0(kna)
2
Λ

[
V5 sin(knz9)− V1 sin(knz0)

kn
+

4∑
i=1

Vi+1 − Vi
k2
nd

(cos(knz2i)− cos(knz2i−1))
]
.

(A.17)

Eqs. (A.16) and (A.17) can be written in one form as (Eq. (2.52))

An = 2
ΛI0(kna)

[
1
kn

(
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

))
+

4∑
i=1

Vi+1 − Vi
k2
nd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]
.

(A.18)

Substituting this to Eq. (A.3), we obtain the explicit form of the potential Φ(ρ, z) as (Eq. (2.53))

Φ(ρ, z) =
∞∑
n=1

[
1
kn

(
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

))
+

4∑
i=1

Vi+1 − Vi
k2
nd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]

· 2
Λ
I0(knρ)
I0(kna) sin

(
knz + nπ

2

)
.

(A.19)

By Eq. (A.12), the explicit form of Cj of the cylindrical trap is obtained (Eq. (2.54)) to be

Cj =
∞∑
n=1

[
V5 sin

(
knz9 + nπ

2

)
− V1 sin

(
knz0 + nπ

2

)
+

4∑
i=1

Vi+1 − Vi
knd

(
cos
(
knz2i + nπ

2

)
− cos

(
knz2i−1 + nπ

2

))]

· 2 · (−1) j
j!ΛV3

· k j−1
n

I0(kna) · sin
(
n− j

2 π

)
.

(A.20)
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B
Simulation studies of particle extraction

This chapter provides results of simulations performed to supplement discussions on particle extrac-

tion in Section 13.3.

B.1 Probability functions

As explained in Section 13.3, the separation of a cloud of particles is performed by first setting the

equilibrium position of the cloud by a proper asymmetry of the electric potential, and then applying

a potential wall which separate the cloud into two fractions. The fraction of extracted particles can

be related to the distribution of the axial coordinate z of the particles in the cloud.

Consider such separation of a particle cloud. We treat a cloud of antiprotons being thermal equi-

librium with an axial detection system at temperature Tz. Let us treat the moment before application

of the separation potential where the equilibrium z position of the cloud is shifted by z0 by an asym-

metric potential, as illustrated in Fig. B.1 (A). Here the z axis points toward the upstream end of

the trap, and the center of the trap is defined as the origin z = 0. The cloud is distributed around

z0. In (B), the origin of the coordinate z = 0 is redefined to the equilibrium position of the cloud,

the coordinate at the cut is redefined to −z0, accordingly. Consider now the number of particles Nup

contained in the upstream fraction which is indicated as the shaded area in Fig. B.1 (A). We denote

the probably density function (PDF) of z of the particles distributed around z = 0 to be Π(z), which

is defined by thermal equilibrium with the axial detection system. The number of particles contained

in the upstream fraction Nup is expressed with Π(z) as

Nup = Ntotal

∫ ∞
−z0

Π(z − z0)dz (B.1)

with Ntotal being the number of the total cloud. By translation of the coordinate in (B), and assuming
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z=0z=z
z

z=0

0
z

down up

z=−z0

z=0
z

z=z0

Figure B.1: Separation of a particle cloud and z distribution of the particles. A situation after the
application of an asymmetric trapping potential and before the separation potential wall is illustrated.
The line which separates the cloud at the ken ted of the trap is indicated by the dashed line. The
position z0 indicates the equilibrium position of the cloud. In (B), the coordinate is redefined so that
the equilibrium point z0 becomes the origin. In (C), the coordinate is mirrored in respect of z = 0
from the one in (B).

a symmetry of Π(z) by z → −z (C),

Nup = Ntotal

∫ z0

−∞
Π(z)dz = NtotalΦ(z0). (B.2)

Here Φ(z) is the cumulative distribution function (CDF) of the z coordinate of the particles

Φ(z) =
∫ z

−∞
Π(z′)dz′. (B.3)

The number of particles in the downstream cloud Ndown is expressed as (Eq. (13.3))

Ndown = Ntotal −Nup = Ntotal

∫ ∞
z0

Π(z)dz. (B.4)

In the following, we derive the explicit forms of the PDF and the CDF. The PDF of the axial

energy Ez is a Boltzmann distribution defined by the axial temperature Tz:

ΠB(Ez|Tz) = 1
kBTz

exp
(
− Ez
kBTz

)
. (B.5)

Using the relation between the axial amplitude and the energy

Ez = 1
2mω

2
zz

2, (B.6)

we find that the PDF of |z| is given by

Π|z|(|z| |Tz) = 2|z|
z2

m
exp

(
−|z|

2

z2
m

)
(B.7)
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Figure B.2: Scaling of the PDF Φz(z|Tz) and the CDF Φz(z|Tz) of the z coordinate at the axial
temperature Tz = 5 K.

where z2
m is the mean of z2 expressed as

z2
m =

∫ ∞
0

z2Π|z|(|z| |Tz)d|z| =
kBTz
mω2

z

. (B.8)

Assuming that the coordinate z distributes in the regions z < 0 and z > 0 equally, the PDF of z is

given by

Πz(z|Tz) = |z|
z2

m
exp

(
−|z|

2

z2
m

)
. (B.9)

By explicitly integrating Eq. (B.9), the CDF of z is obtained as

Φz(z|Tz) =


1
2 exp

(
− z

2

z2
m

)
(z ≤ 0)

1− 1
2 exp

(
− z

2

z2
m

)
(z > 0).

(B.10)

The scalings of PDF and the CDF for Tz = 5 K are shown in Fig. B.2 (A) and (B), respectively. By

comparing Fig. B.2 (B) with Fig. 13.7, it can be seen that the scalings Eqs. (B.2) and (B.4) based on

this CDF reproduce the experimental observations.

B.2 Studies of influences of the initial cloud size on
the separation

In the experimental operation in 2017, we experienced that extraction of a single particle from a

cloud containing a large number (∼ 300) of particles was more difficult than from smaller clouds. In

this context, here we investigate the influence of the cloud size on the results of the extraction by
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using the PDF derived in the last section.

We use the following assumptions as the basis of the simulations:

1. A cloud of Nsample antiprotons is simulated by choosing Nsample times of random variables from

the PDF Φz(z|Tz) of Eq. (B.9) (let us call this step sampling).

2. The z distribution of particles in the cloud is obtained by the distribution of the sampled set

of {zi} (i = 1, 2, · · · , Nsample). We can also evaluate the number of particles which would be

extracted to the upstream fraction Nup(z0) as a function of the equilibrium position z0 by

Nup(z0) = (# of particles which satisfy zi < z0). (B.11)

For a fixed Nsample, we repeat the sampling (step 1) and the evaluations of step 2 for an enough

number Ntrials of trials. In Fig. B.3, examples of distribution of thus sampled z are shown. The

examples are given for Tz = 5 K, 50 mK and Nsample = 30, 300. It is clearly observed that larger the

sample size Nsample, the sampled distribution resembles the PDF in Fig. B.2 more.

In Fig. B.4, the results of the simulations are shown. In each graph, the Nup(z0) is shown for 20

trials with different colors. The red dashed curve is P (Nup = 1|z0), the probability of extracting a

single particle to the upstream fraction as a function of the equilibrium position z0. P (Nup = 1|z0)

is obtained by

P (Nup = 1|z0) = (# of trials when Nup(z0) = 1)
Ntrials

(B.12)

with trials of Ntrials = 8000. The axis of P (Nup = 1|z0) is shown on the right of the graph. This

evaluation was done for each combination of Tz = 5 K, 50 mK and Nsample = 30, 300 as shown in

Fig. B.4 (A–D). It can be observed that forNsample = 30, the scaling scatters more thanNsample = 300.

If one would evaluate temperature from the scaling of the particle extraction with a cloud with a

small size, much statistics is required to resolve the scaling from the temperature (see Section 13.3.2,

particularly Fig. 13.9).

The characteristics of the peak of the probability function P (Nup = 1|z0) of each condition are

summarized in Table B.1. By comparing data with different Nsample, it is found that the z0 corre-

sponding to the peak shifts outwardly for the larger Nsample, and that the FWHM of the peak becomes

narrower. However the maximum of the probability P (Nup = 1|z0) at does not differ significantly

between Nsample = 30 and 300.

These characteristics are common in both of Tz = 5 K and 50 mK. From these observations, it

can be said that finer tuning of the extraction potential is required to extract a single particle from

a larger size of the cloud, although the probability of getting a single particle with the optimum

separation parameters do not differ significantly. It is also use for actual experiments to note the

difference of the optimum z0 which gives the maximum of P (Nup = 1|z0) depending on the size of

the initial cloud.

266



APPENDIX B. SIMULATION STUDIES OF PARTICLE EXTRACTION

Figure B.3: Examples of z distribution of clouds simulated for different sizes and temperatures. For
each of (A–D), distribution of z coordinate is simulated by sampling Nsample z’s from the PDF
Eq. (B.9) with the axial temperature Tz. (A) Tz = 5 K, Nsample = 30, (B) Tz = 5 K, Nsample = 300,
(C) Tz = 50 mK, Nsample = 30, (D) Tz = 50 mK, Nsample = 300.
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P
P P

P

Figure B.4: Results of the simulations based on the PDF Eq. (B.9). The procedure of sampling
and evaluation of Nup(z0) explained the text was repeated for Ntrials = 8000. Nup(z0) for 20 of the
sampled sets are shown in different colors. The red dashed curve in each plot shows P (Nup = 1|z0), the
probability of single-particle extraction as a function of z0. The axis of P (Nup = 1|z0) is on the right of
each graph. (A) Tz = 5 K, Nsample = 30, (B) Tz = 5 K, Nsample = 300, (C) Tz = 50 mK, Nsample = 30,
(D) Tz = 50 mK, Nsample = 300.

Table B.1: Characteristics of the peak of the probability function P (Nup = 1|z0) shown in Fig. B.4 are
summarized. For each dataset obtained by the simulations, the maximum probability Pmax(Nup = 1)
at the peak, z0 which gives Pmax(Nup = 1), and the FWHM of the peak are shown.

Dataset Pmax(Nup = 1) z0 at Pmax(Nup = 1) peak FWHM

Tz = 5 K, Nsample = 30 0.383 −67.0 µm 28.4 µm

Tz = 5 K, Nsample = 300 0.385 −94.4 µm 20.8 µm

Tz = 50 mK, Nsample = 30 0.393 −7.00 µm 2.78 µm

Tz = 50 mK, Nsample = 300 0.376 −9.32 µm 2.26 µm
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