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Motivation for integrated storage federation

Site admins

Share of responsibilities → tighter coordination

Reduce manpower to operate : especially head-node

Funding agency

Look bigger in site ranking 

Smooth local funding variations

LHC experiments : 

Single point of contact

Potential component for HL-LHC datalake

Challenges : 

Share of informations and responsibilities

Always maintain same quality of service among sites 

CHEP19 , Nov 2019 DPM federated storage in ATLAS
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Existing federated storage federations

NDGF : dcache storage federation existing since LHC start

Integrate Arc-cache to preplace data and broker jobs to minimise transfers

DPM :

Bern-Geneva DPM federation : 

● Bern : Headnode+ disks used for production

● Geneva : Disk server only to store files for local users (LOCALGROUPDISK)

Italian federation (Napoli, Frascati, Roma) :

● Storage federation functionnality tested

● DPM caching mechanism evaluated for local analysis

New : Evaluating DPM storage performances integrated in the ATLAS production system

Demonstrate feasibility/reliability storage federation with DPM technology

Measure Wallclock/CPU eff. by replacing asynchronous transfers (FTS) with direct 

remote access/copy (no xcache component included yet)

CHEP19 , Nov 2019 DPM federated storage in ATLAS



5

Why DPM Federation in France? 

Strong expertise in operation and maintenance of DPM storage in France

Recent effort to upgrade DPM  to DOME+srm-less → DPM federation

Local expertise in ATLAS Distributed computing tools

 Integration in ATLAS information system (AGIS) 

Integration in ATLAS HammerCloud

Collecting results through monitoring tools

Crossing site admin and ATLAS contact expertise

→ Bring new ideas for R&D and evaluate them on dedicated testbed

CHEP19 , Nov 2019

R&D projects

DOMA-FR : French forum within DOMA

DOMA 

ESCAPE : Consolidate HL-LHC R&Ds for other communities : Astroparticle  and 

other HEP

DPM federated storage in ATLAS
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FR-ALPES in France

CHEP19 , Nov 2019

FR-ALPES

CC-IN2P3 Lyon

LPC Clermont

GRIF

Ile de France

SUBATECH

Nantes

CPPM

Marseille

IPHC
Strasbourg

LAPP
Annecy

LPSC Grenoble

LPC Clermont LAPP
Annecy

LPSC Grenoble

CPPM

Marseille

CC-IN2P3 Lyon

RTT

3 ms 3 ms

3 ms

5 ms

All sites connected through Lyon with 
               LHCONE 10 Gb/s connections

FR-ALPES : Started sites within french alps : LAPP/LPSC 

DPM federated storage in ATLAS
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FR-ALPES : South-East France DPM testbed

CHEP19 , Nov 2019

Testbed built in spring 2019 integrated in ATLAS Grid (as test)

DPM Head Node
lapp-testse01.in2p3.fr

DPM Disk Server

Permanent Pool

CPPM
Marseille LPC

Clermont

LPSC
Grenoble

LAPP
Annecy

/ATLASDATADISK
/ATLASSCRATCHDISK

DPM Disk Server

DPM Disk Server

DPM Disk Server

FR-ALPES Testbed

WN-LPC

WN-LAPP

WN-CPPM

WN-LPSC

DPM federated storage in ATLAS

Component connectivity :

WN connection : 1 Gb/s

Disk server connection : 10 Gb/s 

Web link

http://atlas-agis.cern.ch/agis/pandaqueue/table_view/?&vo_name=atlas&atlas_name=alpes&state=ACTIVE
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Performance measurements : HammerCloud

Test campains managed through Hammercloud Jobs

Recycle setup built for WLCG DataLake

Different datasets created and pre-positionned on disk servers at LAPP/LPSC

Procedure : All other disk servers set in read-only mode during data placement 

Different job types and configuration :

Low vs high IO 

Direct access vs copy on scratch WN (copy2scratch)

CHEP19 , Nov 2019 DPM federated storage in ATLAS

Web link

http://hammercloud.cern.ch/hc/app/atlas/wlcgdatalakernd/
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Steps in job processing

Ge

CHEP19 , Nov 2019

Software setup 
trough cvmfs 

Copy input file to 
WN local  disk

Data processing

- From WN scratch 
Export output 

to SE

Steps sensible to network connectivity 

DPM federated storage in ATLAS

Direct access
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Result displays

CHEP19 , Nov 2019

Software setup :
Cvmfs → 

local access

Copy input file

Data processing

- From WN scratch 
- Direct access

Export output to SE

DPM federated storage in ATLAS

Plots/Results only for illustration

83      167     251      334   418     502    586      668
                     Download input files
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Simulation jobs : Low IO

CHEP19 , Nov 2019

Duration (s)

Action Data @ LAPP Data @ LPSC

WN location CPPM LAPP LPC LPSC CPPM LAPP LPC LPSC

Copy2scratch 
+ processing 
from WN

Download
Input

O ( 5-10 seconds) O ( 5-10 seconds)

Processing O ( 500-700 seconds) O ( 700-900 seconds)

Direct access 
from SE

Processing O ( 500-800 seconds) O ( 700-1000 seconds)

Benchmark of network access (copy2scratch) + WN processing speed

Processing different samples of 2 events @LAPP and @LPSC 

Input file size (EVNT file) : LAPP/LPSC :   ~38 MB

Low IO → Should minimise impact from remote vs local

Debugging of configurations and results not complete → Only orders of 

magnitude available
DPM federated storage in ATLAS

Preliminary



12

Digi+reco jobs : High IO

Digitisation+reconstruction jobs : Heavy IO job

Input file size (HITS files): LAPP/LPSC : 3 GB (HS) + (2+1) GB (Pile Up evts) 

Processing different samples of 2 events @LAPP and @LPSC 

CHEP19 , Nov 2019 DPM federated storage in ATLAS

Preliminary
Duration (s)

Action Data @ LAPP Data @ LPSC

WN location CPPM LAPP LPC LPSC CPPM LAPP LPC LPSC

Copy2scratch 
+ processing 
from WN

Download
Input

O ( 100-1000 seconds) O ( 200-1000 seconds)

Processing O ( 1500-2000 seconds) O ( 2000-3000 seconds)

Direct access 
from SE

Processing O ( 1600-3000 seconds) O ( 2000-2500 seconds)

Results still very sensitive to difference of configurations at site → Significant 

variants between expected similar results : Reported ATLAS devs
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Conclusion 

CHEP19 , Nov 2019

DPM storage federation among 4 sites operationnal for testing

Operationnal at small scale and short duration

Should be tested and long jobs (keep SE connection for long)

Measurement infrastructure built based on Grid tools used in ATLAS

Discussions with experts to improve speed and precision of measurements

Similar infrastructure used to measure xcache performances

First results obtained but still require detailed understanding of interaction 

between ATLAS tools and site configuration 

Next steps

Improve display of informations provided by HC (under discussion )

Follow-up with similar analyses and other data placement (Arc,...)

Disentangle network from local effects

Dedicate WN to ensure so degradation from uncontrolled jobs with same WN

→ Reach conclusion by early 2020 presented in future DOMA meeting

DPM federated storage in ATLAS
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Backup 

CHEP19 , Nov 2019 DPM federated storage in ATLAS
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