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Preamble

In the context of the Physics Beyond Colliders initiative at CERN, the Compass++/Amber proto-
collaboration recently submitted a Letter of Intent (LoI) [1] to the SPSC in order to establish a "New
QCD facility at the M2 beam line of the CERN SPS". Such an unrivalled installation would make
the experimental hall EHN2 the site for a great variety of measurements to address fundamental issues
of strong interactions in the medium and long-term future. The proposed measurements cover a wide
range in the squared four-momentum transfer Q2 and hence in the distance scale for probing the hadron.
At lowest values of Q2, or equivalently large distances, we want to determine the proton charge radius
through elastic muon-proton scattering, at intermediate Q2 we want to perform spectroscopy of mesons
and baryons by using dedicated meson beams, and at high Q2, i.e. small distances, we plan to study the
structure of mesons and baryons via the Drell-Yan process.

In the LoI, submitted in the middle of 2018, we describe physics goals, sensitivity reach and compet-
itiveness for such a future general-purpose fixed-target facility at CERN. In response to the LoI, the
SPSC requested a proposal for those measurements that we plan to perform in the years 2022 to 2024.
We submitted the original version of the proposal (version v1) to the SPSC in late May 2019 [2]. This
document describes phase-1 of our long-term project, i.e. our prioritised list of measurements planned to
be performed at the M2 beam line using the existing muon beam and conventional hadron beams.

The present document, i.e. version v2 of our proposal, was submitted to the SPSC in late September
2019. It was produced to keep pace with the progress in preparing the proposed measurements. The table
below shows the actual list of updates contained in the present document, where v2(new), v2(+), v2(++)
or v2(+++) is appended to the headline of every (sub)subsection that was newly written or updated in v2
with respect to v1 with minimal, medium, or substantial changes, respectively.

Beyond LS3, we propose an upgrade of the M2 beam line by installing a radio-frequency (RF) separation
stage for kaon and antiproton beams of high energy and high intensity. Such beams allow for further
unique measurements that cannot be performed elsewhere. The proposed RF upgrade of the M2 beam
line is presently under study at CERN EN-EA. The full project described in the LoI is expected to stretch
across the next 10 to 15 years. As it continues to attract physicists world-wide, the physics scope of the
facility should remain open for future exciting ideas, using (RF-separated) hadron beams or the muon
beam. Proposals for further measurements, based upon ideas already discussed in the LoI or possible
new ones, will be submitted in due time.
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Section name Section number v2 Section number v1 Status v2 w.r.t. v1
Executive summary v2(++)
Introduction 1 1 v2(+++)
Proton radius experiment 2.1 2.1 v2(+++)

2.2 2.1.1 v2(+)
2.3 — v2(new)
2.6 2.2.1 v2(++)
2.7 2.6.1 v2(++)
2.8 2.7.1 v2(++)
2.9 — v2(new)

Drell-Yan measurements 3.1 3.1 v2(+++)
3.2 3.2 v2(+)
3.3 3.3 v2(++)
3.4.1 3.4.1 v2(+)
3.5.1 3.5.1 v2(++)
3.6 3.6 v2(+)
3.7 3.7 v2(+)
3.8 3.8 v2(++)

Anti-particle cross sections 4.1 4.1 v2(+)
4.6 4.6 v2(+)
4.7 4.7 v2(+++)

Instrumentation 5.3.1 5.3.1 v2(+)
5.4.1 — v2(new)
5.4.2 5.4.1 v2(+)
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Executive Summary v2(++)

The Compass++/Amber (proto-)collaboration proposes to establish a
“New QCD facility at the M2 beam line of the CERN SPS”

and perform in phase-1 (see Table 1 for the tentative schedule) three experiments that will use either
muons or hadrons delivered by the existing M2 beam line:

(1) Proton charge-radius measurement using muon–proton elastic scattering

This experiment aims at a precision determination of the electric mean-square charge radius of the proton.
The proposed measurement using elastic muon-proton scattering appears timely, since in spite of many
years of intense activity the proton-radius puzzle remains unsolved up to now. Given the presently
available experimental techniques, a complete answer to this problem requires four key measurements:
elastic lepton scattering tomeasure theQ2-dependence of the electric form factor and atomic spectroscopy
to study finite-size effects in atomic levels. Both types of experiments can be carried out with electrons or
muons. To date, results are available for three types of experiments, but not yet for elastic muon–proton
scattering.
Presently, a discrepancy as large as five standard deviations exists between the two most recent precision
measurements: r rms

CREMA = 0.841 ± 0.001 fm from line-splitting measurements in laser spectroscopy of
muonic hydrogen and r rms

MAMI = 0.879 ± 0.008 fm from elastic electron-proton scattering.
We propose to perform the muon–proton experiment using high-energy muons of the CERN M2 beam
line. Our measurement will provide a new and completely independent result on the proton charge
radius with a statistical accuracy of 0.01 fm or better and considerably smaller systematic uncertainty.
Using muons instead of electrons is highly advantageous, as several experimental systematic effects and
also theoretical corrections are considerably smaller. The measurement will employ a time-projection
chamber filled with pure hydrogen up to pressures of 20 bar, which serves at the same time as a target and
as detector gas.
The accuracy to be reached by the proposed muon-proton scattering experiment is expected to be
comparable to that obtained in electron-proton scattering at MAMI. Comparing the results on the proton
charge-radius from these two complementary measurements may allow probing interpretations of the
proton-radius mismatch based on lepton-flavour effects.

(2) Drell-Yan and J/ψ production experiments using the conventional M2 hadron beam

The main objective of these measurements is to study the structure of the pion, i.e. to determine the poorly
known pion valence and sea-quark parton distribution functions (PDFs). Modern theory reveals that the
properties of the nearly-massless pion are the cleanest expression of the mechanism that is responsible
for (almost) all the visible mass in the Universe [3]; the associated theory simultaneously reconciles the
emergence of the proton mass with the masslessness of the pion in the chiral limit [4]. It shows, too, that a
determination of the valence-quark PDF of the pion provides the needed sensitivity to the mechanism(s)
responsible for the emergence of mass in QCD. The planned measurements will also provide benchmarks
for testing recent predictions of non-perturbative QCD calculations performed on the lattice or in the
framework of the Dyson-Schwinger equations.

Furthermore, an analysis that simultaneously accounts for the differential cross section and for the degree
of polarisation of the charmonia resonances produced is expected to provide stringent experimental
constraints on their production mechanisms. J/ψ production provides an alternative access to both quark
and gluon distributions in the incoming meson.

In parallel to pion structure measurements, the availability of heavier nuclear targets in the setup will
allow the study of cold nuclear effects such as nuclear PDFs and parton energy loss.
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(3) Measurement of proton-induced antiproton production cross sections for dark matter searches

The purpose of this experiment is the measurement of the antiproton production cross sections in proton-
proton and proton-4He scattering for projectile energies from several tens to a few hundred GeV. In
combination with similar measurements by LHCb in the TeV range, our measurements will provide a
fundamental data set that is expected to allow for a significantly higher accuracy of the predicted natural
flux of antiprotons in galactic cosmic rays. This is of great importance as the indirect detection of dark
matter (DM) is based on the search for products of DM annihilation or decay, which are expected to
appear as distortions in the spectra of rare cosmic ray components like positrons, antiprotons, or even
antideuterons. Our new data set will thus substantially improve the sensitivity of existing (and future) very
accurate antiproton flux measurements to DM signals, which is presently limited by the poor knowledge
of the antiproton production cross sections.
The existing M2 hadron beam line with its momentum range between 20 and 280 GeV/c is an ideal
place to perform this measurement. The antiproton production cross section will be measured double-
differentially in momentum and forward angle, using the spectrometer in EHN2 equipped alternatively
with liquid-hydrogen and liquid-helium targets, as well as the antiproton-identification capabilities of the
RICH detector. The cross section will be measured for several beammomenta in 20x20 bins of antiproton
momentum and pseudorapidity. A 1% statistical uncertainty will be reached for the cross section, with
an anticipated point-to-point systematic uncertainty of less than 5%.

Novel instrumentation using modern detector architecture will be constructed and installed in the ex-
perimental hall EHN2, where the upgraded multi-purpose two-stage magnetic spectrometer will serve
as experimental backbone of the new facility. New or upgraded hardware will be designed to serve for
as many individual experiments as possible and installed along the lifetime of the facility according to
actual needs and availabilities.

The tentative schedule of the measurements proposed in this document at the M2 beam line is
outlined in Table 1, according to the information given in [5].
The proposed measurements are attributed to beam times in the years 2021-24. The current planning
is made assuming that SPS operation after LS2 starts in 2021. Should the start-up of the machine be
delayed, our planning can easily be adapted accordingly. Since the physics cases that we discuss are of
longer-term character and without time-critical competition, their relevance will be untouched by such a
delay. In the present estimate, the total requested time will exceed the available beam time in Run 3, such
that the Drell-Yan measurements may have to be continued after LS3.

Table 1: Tentative schedule for the proposed measurements at the M2 beam line for the time period between LS2
and LS3. The numbers of days in parentheses are times for setting up and commissioning. For the proton radius
measurement, the proposed running time is based on the conservative estimate discussed in the main text along
with Eq. 11.

Year Activity Duration Beam
2021 Proton radius test measurement 20 days µ

2022
Proton radius measurement 120 (+40) days µ

Antiproton production test measurement 10 days p
2023 Antiproton production measurement 20(+10) days p

Proton radius measurement 140 (+10) days µ

2024
2024+

Drell-Yan: pion PDFs and charmonium production
mechanism

. 2 years p, K+, π+,
p̄, K−, π−
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The Outlook of the proposal recapitulates the future plans of Compass++/Amber in accordance with
what was already sketched in our Letter of Intent [1]. Beyond phase-1, we propose a major upgrade of
the M2 beam line by equipping it with radio-frequency (RF) separation to produce kaon and antiproton
beams of high energy and high intensity. Such an upgrade is presently under study by CERN EN-EA in
the framework of the Physics Beyond Colliders Initiative. Once realised, it would make the CERN SPS
M2 beam line unique in the world for many years to come.
As an overview, brief descriptions are provided of all presently available ideas for further experiments to
be performed with RF-separated hadrons or muons at the M2 beam line:

Drell-Yan physics and hadron spectroscopy with high-intensity kaon and antiproton beams
– Valence-quark distributions in the kaon
– Separation of valence and sea-quark contributions in the kaon
– J/ψ production mechanism and gluon distribution in the kaon
– Measurement of the electric polarisability of the kaon via the Primakoff reaction
– High-precision strange-meson spectroscopy
– Study of the gluon distribution in the kaon via prompt-photon production
– Studies of the spin structure of the nucleon with antiproton beam and a transversely polarised target
– Heavy-quark meson spectroscopy with low-energy antiprotons
– Direct measurement of the lifetime of the neutral pion
– Vector-meson production off nuclei by pion and kaon beams

Hard exclusive reactions with muon beam and transversely polarised target
– Measurement of the GPD E in Deeply Virtual Compton Scattering
– Measurements of Deeply Virtual Meson Production
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1 Introduction v2(+++)

Everything we see and use is built from atoms. Their properties are readily understood, using quantum
mechanics augmented by quantum electrodynamics (QED) at higher energies. Within every atom,
however, lies a compact nucleus, comprised of neutrons and protons; the structure and arrangements
of all these (composite) objects is supposed to be described by quantum chromodynamics (QCD). Yet,
fifty years after the discovery of quarks [6–8], science is only just beginning to grasp how QCD moulds
the most elementary hadrons: pions, neutrons, protons, etc.; and it is far from understanding how QCD
produces nuclei. However, enormous progress is nowadays being made by theory. Results obtained
using novel QCD lattice algorithms, which are steadily approaching realistic descriptions of hadronic
matter based on the physical pion mass, are beginning to agree with those from recent QCD continuum
analyses. Predictions are being made that may also allow modern facilities to experimentally address
the fundamental and unresolved issue of the emergence of hadronic mass. Here the Higgs mechanism,
whilst critical in so many areas of Standard Model physics, only plays a minor role. It is the mass-scale
characteristic of hadronic matter which sets the scale for almost all visible mass in the Universe.

The dynamical emergence of the large proton mass-scale mp ≈ 1 GeV/c2 is one of the most striking
features of the Standard Model. Its value is correlated with the size of the proton and hence with attempts
to explain the confinement of gluons and quarks. Today there is a puzzle over that size; namely, elastic
electron scattering experiments and laser spectroscopy measurements are in marked disagreement. This
discrepancy may point to physics beyond the Standard Model or it could mean that low-Q2 scattering
is more subtle than previously thought. In either case, solving the puzzle is crucial so that a hard mark
is set for the value of the proton radius as a rigorous test of quantitative strong interaction theory; new
experimental results are therefore of utmost priority.

The role of emergent mass is strikingly expressed in the properties of the Nambu-Goldstone (NG)
modes [9, 10] of the Standard Model. Their internal structure is complex; and that structure provides
the clearest window onto the emergence of mass. Theory predicts that the gluon content within the
pion – the only near-pure NG mode – is far greater than that in any other hadron. This can be observed
directly in the valence-quark distribution function of the pion and highlighted in a comparison between
the valence-quark distributions in the pion and the much heavier kaon. It appears not too optimistic to
expect that developments in theory will lead to more predictions in the near and medium-term future.
Hence very soon new-era experiments capable of validating such predictions are expected to be of very
high priority. Eventually, an entire chapter of the StandardModel, whose writing began with Yukawa [11]
more than eighty years ago, can be completed and closed with elucidation of the structural details of
the Standard Model’s only NG modes, whose existence and properties are critical to the formation of
everything from nucleons, to nuclei, and on to neutron stars. Evidently, no claim to have understood the
Standard Model is supportable until an explanation is provided for the emergence and structure of NG
modes.

In compelling contrast lies the question of invisible or dark matter (DM). Empirical evidence indicates
that DM constitutes the vast majority of all matter in the Universe. It surrounds galaxies and other large
structures, forming the major component of the gravitational fabric of the Universe; but its origin and
nature are completely unknown. Weakly interacting massive particles (WIMPs), cold thermal relics of
the big bang, present the most appealing solution to these puzzles [12]. Their discovery would herald a
new age in physics; and any experimental input that can shed light onto this ”dark” arena would be highly
prized.

As of today, theCERNbeam lines bear great potential for future significant improvements in understanding
hadron spectroscopy and structure; and going further, by providing experimental data that may explore
completely unknown territory. In particular, the SPS M2 beam line can readily be used for three pivotal
measurements:
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1. Operating with muons, the charge radius of the proton will be determined in a muon-proton elastic
scattering experiment. Such a measurement constitutes an invaluable complementary approach in
this area of world-wide activity.

2. Operating with pions, the existing M2 beam line will be used to study the Drell-Yan process. In
particular, the essentially unknown parton distribution functions of the pion will be determined,
which constitutes a significant contribution to studying the question of the emergence of hadronic
mass.

3. Operating with protons, the poorly known cross section for antiproton production on hydrogen and
4He targets will be measured. This will provide crucial input to the interpretation of data from
cosmic-ray experiments and help substantially in advancing the search for dark matter.

In this document, we propose to establish a "New QCD facility at the M2 beam line of the CERN SPS".
Starting in 2022 with phase-1, the measurements sketched above will be realised using muons, pions or
protons delivered by the existing M2 beam line. The two-stage forward spectrometer in the experimental
hall EHN2, upgraded with modern technology, will serve as experimental backbone of the facility. For
every individual experiment, specific equipment will have to be developed and installed, in particular
solutions for the target region.

As described in our Letter of Intent [1], and briefly also in the Outlook section of this proposal, this facility
can later be turned into a unique installation for many years to come, by upgrading the M2 beam line to
provide radio-frequency (RF) separated kaon and antiproton beams of high energy and high intensity.
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2 Proton-radius measurement using elastic muon-proton scattering

Two quite different experimental approaches are presently being pursued to measure the electric mean-
square charge radius of the proton. In elastic lepton-nucleon scattering, the slope of the electric form
factor GE is measured at small values of the squared four-momentum transfer Q2. In laser spectroscopy,
the Lamb shift is measured in electronic or muonic atoms. The numerous results published over the last
decade are still contradicting, thereby constituting the so-called proton radius puzzle.
We propose to measure the proton radius in high-energy low-Q2 elastic muon-proton scattering at the
M2 beam line of the CERN Super Proton Synchrotron (SPS) starting in the year 2022. A high-precision
measurement at low Q2 realised with a high-pressure hydrogen time-projection chamber (TPC) can
contribute to a solution of the puzzle, especially in view of the different systematics of this approach
compared to electron scattering.
As will be shown below, the accuracy to be reached by the proposed muon-proton scattering experiment is
expected to be comparable to that of earlier electron-proton scattering experiments at MAMI. Comparing
the results on the proton charge radius from these two complementary measurements may allow probing
interpretations of the proton-radius mismatch based on lepton-flavour effects.

2.1 Introduction and physics motivation v2(+)

The electromagnetic form factors GE and GM encode the response of the proton to external electric
and magnetic fields, respectively, and are fundamental quantities describing the inner structure of the
proton. As will be detailed below, the squares G2

E and G2
M can be measured in spin-independent elastic

lepton scattering off the proton. These measurements were pioneered in the 1950s by R. Hofstadter [13],
and are still actively pursued. The gross feature of the form factors is a dependence on the squared
four-momentum transfer Q2 given by

GE (Q
2
) ≈ GM (Q

2
)/µp ≈ GD(Q

2
) =

1(
1 +Q2

/a2
)2 , (1)

which is called dipole approximation. Here, µp ≈ 2.79 is the total magnetic moment of the proton. The
constant a was determined in electron scattering to be about a2

≈ 0.71GeV2
/c2. The parametrisation in

Eq. 1 with a2
= 0.71GeV2

/c2 is used as the standard reference dipole form factor GD(Q
2
).

A Taylor expansion of the electric form factor yields, for a spherically symmetric charge distribution, the
definition of the mean-square charge radius at Q2

= 0:

〈r2
E〉 = −6~2 dGE (Q

2
)

dQ2

�����
Q2
=0

[
GE=GD
=

12~2

a2 ≈ (0.81 fm)2 ≡ 〈r2
D〉

]
(2)

Since the dipole form is motivated by and fitted rather to the gross features of the form factors at larger
Q2, 〈r2

D〉 can not be taken as a precise estimate for the details of the form factor near Q2=0. The mean-
square magnetic radius is defined in a similar way using GM . Refined parametrisations of the measured
Q2-dependence are often given as polynomials or other analytic functions of Q2 multiplying the dipole
approximation shown in Eq. 1. The so far most elaborate measurement of the proton form factors by
elastic electron scattering was carried out in 2010 at the Mainz University accelerator MAMI [14, 15],
and parametrisations of the results at Q2-values smaller than 0.1 GeV2/c2 are shown in the upper panel of
Fig. 1. While GM shows a more shallow slope at Q2 values close to zero than GD , GE shows a steeper

one resulting in r rms
E,MAMI =

√
〈r2

E,MAMI〉 = (0.879 ± 0.008) fm. The uncertainty represents statistical and
systematic uncertainties added in quadrature, where the systematic one is obtained by summing up its
components linearly. This value for the proton radius is at variance with r rms

E,µH = (0.841 ± 0.001) fm
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Figure 1: Top panel: proton form factors GE (red curve) and GM (blue curve) as determined from measurements
at MAMI, shown as ratio to the dipole form factor GD (black line) as given in the text. For two radii, 0.84 and
0.88 fm, the respective constant-slope polynomials (up to order Q2) of GE are shown. Bottom panel: ratio of the
cross section measured at MAMI over the prediction for the cross section using the standard dipole form factors.
The innermost (red) uncertainty band corresponds to the effect of the uncertainty of GE only, while for the (blue)
middle band the uncertainty from GM was added linearly, and for the outer (gray) band the contribution from ∆GM

was increased by a factor of five. The dots with error bars, arbitrarily placed at a cross-section ratio of unity, and
in grey for one of the replicas used to determine the uncertainties of the fitted parameters, represent the anticipated
statistical precision of the proposed measurement, down to Q2

= 0.001GeV2
/c2. The curves are the fits to the

shown replica to order Q2 (light blue), Q4 (purple) and Q6 (yellow). The red curve in the lower panel corresponds
to the red curve in the upper panel (i.e. extrapolation of the dipole-form deviation only to order Q2).
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Figure 2: Compilation of data on the proton radius puzzle, sorted by time. Electron-proton scattering and
spectroscopy (red/green), muon-proton spectroscopy (orange) and summary data (purple) is shown with the value
of this proposed measurement (blue) arbitrarily placed at 0.86 fm, with the projected uncertainties. There are
several reanalyses of different subsets of the electron scattering data. We refer to [18] for an overview and to [19]
for a critical discussion. Error bars represent statistical and systematic uncertainties added in quadrature.

that was found at the same time in 2010 in laser spectroscopy of muonic hydrogen [16,17]. This striking
discrepancy of about five standard deviations has triggered many efforts to clarify its origin.

2.2 Previous experiments facing the proton radius puzzle v2(+)

In order to solve the proton radius puzzle, several new experiments were proposed and are still in
preparation or already running. For a recent and complete compilation of the various data and studies,
we refer to the discussion in [18]. In Fig. 2 we show, sorted by time, a compilation of published
results including those from CODATA meta-analyses, complemented by the projected accuracy of the
measurement proposed in this document.

There are, on the one hand, many efforts on acquiring more data on the atomic spectroscopy of both
electronic and muonic hydrogen. The highest precision on proton-radius measurements was achieved by
the investigation of atomic level splittings in muonic atoms [16, 17, 20, 21], which are very accurately
measured by laser spectroscopy. From 2S-2P transitions in muonic hydrogen, the above-mentioned
value of 0.841 fm was determined by correcting the measured frequency for all known QED effects and
attributing the remaining effect to the finite size of the proton. Additional information in this regard
comes from spectroscopy of other transitions and on heavier atoms, allowing also for a reevaluation of
the Rydberg constant. While until very recently the results from electron scattering and spectroscopy
were in agreement, for some time a systematic difference had been observed between electronic and
muonic systems. Newer results obtained in 2017 [22] put this difference into question, while equally
recent results [23] tend to confirm it. Recently published results [24] are consistent with the small radius
found by muonic spectroscopy. So far, no explanation has been found for the tension between the results
in electronic spectroscopy (see open green circles in Fig. 2).

On the other hand, there are efforts ongoing to collect new data on lepton-proton scattering in the
relevant kinematic region. In scattering experiments, the proton radius is determined by measuring the
Q2-dependence of the electric form factor over an extended range and then extrapolating the form factor
towards Q2

= 0. This approach, besides initially targeting at the proton radius, offers the additional
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option to study the Q2-dependence of the electric form factor, which is a topic of even deeper physics
interest. A tension between the theoretical dispersion approach for the proton, involving the more general
Q2-dependence, and the slope of the form factor near zero was already noted earlier (see e.g. [25]).
This discrepancy became also obvious in 2010 by comparing experimental results, as can be seen
in the interpretation of the MAMI A1 data on e-p scattering in Fig. 2. If the full constraints from
dispersion theory are taken into account, a significantly lower radius is found [25], in line with the muonic
spectroscopy value, although this fit gives a significantly larger value of χ2.

2.3 Competitivity and complementarity of the proposed measurement v2(new)

Several experiments are currently ongoing or proposed with the goal to refine the knowledge of the proton
charge radius by lepton-proton elastic scattering:

The PRad experiment [26] at Jefferson Laboratory has already collected data in 2016 to measure the
electric form factor in the range 2 · 10−4 < Q2

/(GeV2
/c2
) < 6 · 10−2 using beam energies of 1.1 and

2.2 GeV, forward tracker, calorimeter and a windowless hydrogen gas-flow target. The so-far preliminary
PRad results [27] indicate a radius smaller than, but compatible with, the small radius from muon
spectroscopy. However, the extracted form factors show a significantly smaller drop over PRad’s Q2-
range than any earlier cross section data sets (see, e.g., [28, 29]), as well as the original fits of the Mainz
data set [30] and [31], fits to theMainz data with forced small radius [32] and the theoretical calculations of
Alarcon et al. [33], calculated using the precise radius from muonic spectroscopy. These data necessitate
an independent verification. If verified, and assuming that all earlier data is also not faulty, a possible
cause of the puzzle is an insufficient description of radiative effects. This might be due to higher-order
radiative corrections not captured correctly in the available generators, or even due to BSM physics. Our
proposed experiment, by using a high-energy muon beam, will provide a unique cross check as well as
key information on the source of this discrepancy: our approach combines substantially smaller radiative
corrections and the ability to cancel two-photon-exchange effects in the data itself, with having forward
kinematics similar to PRad. No other planned or running experiment has this unique combination of
traits.

At ELPH, an electron-proton scattering experiment with beam energies of 20-60 MeV is being pre-
pared [34], with data taking foreseen as early as 2019. At the Mainz Microtron, several elastic ep
scattering experiments are running or in preparation. One is based on initial-state radiation kinemat-
ics. First results [35], using three beam energies smaller than 500MeV to reach Q2-values as low as
10−3 GeV2

/c2, are inconclusive regarding the proton radius. A future second run will make use of a
cluster jet target currently in development. The same target will also be used for a ’classical’ elastic-
scattering experiment planned both at MAMI-A1 and at the future MESA-MAGIX facility, using very
low energies down to 25MeV. The MAGIX-MESA experiment is expected to extract both electric and
magnetic charge radii of the proton after the start of MESA that is expected beyond 2022. All these ex-
periments rely on low-energy electron beams and scattered-electron detection at larger angles, implying
large radiative corrections. Our approach, in contrast, has the advantage of the above-mentioned small
radiative corrections. Our small scattering angles make us insensitive to GM .

In the approach closest to ours, the 720MeV MAMI electron beam is used with detection of the recoil
proton in an active-target TPC [36], and simultaneous detection of the scattered electron with a dedi-
cated tracker inside the TPC. The goal is to measure the ep elastic cross section in the Q2-range from
0.001GeV2

/c2 to 0.04GeV2
/c2. The design of this experiment is very similar to that of the present

proposal, except that a low-energy electron beam is used. In this regard, we consider it as complementary
to our approach.

So far, in scattering experiments the proton radius has only been studied using electron beams. Mea-
surements with muon beams are complementary and will test systematic effects such as those related
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to bremsstrahlung emission, which substantially differ due to the larger mass of the muon. Elastic
muon-proton scattering at low energies, with the muon still non-relativistic with energies between 115
and 210MeV, is proposed by the MUSE experiment at PSI [37]. The experiment is optimised to test
possible differences between electron-proton andmuon-proton scattering in non-forward kinematics. The
forward kinematics of our proposal greatly suppresses Coulomb-distortion effects, which at MUSE are
of substantial size and have to be dealt with in the analysis.

Altogether, the proposed measurement appears unique and complementary when compared to finished,
ongoing and other planned experiments. It offers a favourable combination of systematic effects known
to exist in measurements of the proton radius.

2.4 Formalism and measured quantity

The cross section for elastic muon-proton scattering, µp→ µ′p, is to first order given by

dσ

dQ2 =
πα2

Q4 m2
p ®p

2
µ

[(
G2

E + τG2
M

) 4E2
µm2

p −Q2
(s − m2

µ)

1 + τ
− G2

M

2m2
µQ2
−Q4

2

]
=

4πα2

Q4 R
(
εG2

E + τG2
M

)
, (3)

with the recoil and longitudinal-polarisation variables

R =
®p 2
µ − τ(s − 2m2

p(1 + τ))

®p 2
µ(1 + τ)

,

ε =
E2
µ − τ(s − m2

µ)

®p 2
µ − τ(s − 2m2

p(1 + τ))
(4)

and with Q2
= −t = −(pµ − pµ′)

2, τ = Q2
/(4m2

p) and s = (pµ + pp)
2. Here, Eµ and ®pµ denote energy and

three-momentum of the incoming muon, respectively. For a collision with a proton at rest, the squared
centre-of-momentum energy s is given in the laboratory system by s = 2Eµmp + m2

p + m2
µ.

AsG2
M enters in two terms, the first being for smallQ2 proportional to E2

µ and the second tom2
µ, measuring

at different energies around Eµ ≈ mµ would enable us to separate the contributions from G2
E and G2

M

(“Rosenbluth separation”). This is not possible at the high energies proposed here. However, at the small
values of Q2 (i.e. small τ) of interest here, the contribution from GM is small and can be corrected for
by assuming some shape for GM , so that only GE is left as a free parameter. Even with large variations
of GM , i.e. assuming that its deviation from the dipole form is a factor of five larger than the deviation
obtained in the MAMI analysis, the uncertainty on GE and thus on the proton charge radius stays well
below 0.1%.

2.5 Goal of the measurement and corresponding requirements

We propose to measure elastic muon-proton scattering with a high-energetic muon beam impinging on
a hydrogen gas target, over a momentum-transfer range that is particularly sensitive to the proton charge
radius. The cross section has hence to be measured, on the one hand, coming as close as possible to
Q2
= 0 as required in Eq. 2, and on the other hand covering a sufficiently large range inmomentum transfer

in order to constrain the Q2-slope of the cross section near zero with the desired level of precision. As
illustrated in Fig. 1, this range is approximately 0.001 < Q2

/(GeV2
/c2
) < 0.04. At values of Q2 smaller

than 0.001GeV2
/c2, the deviation from a point-like proton is on the level of 10−3 and thus smaller than
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Figure 3: Statistical precision on the radius for different numbers of free parameters in the fit. The subscript Modn
is used when fitting with a polynomial up to order Q2n.

unavoidable systematic effects, as the variation of the detector efficiencies with Q2 cannot be controlled
more accurately with the currently available methods. At values of Q2 larger than 0.04GeV2

/c2, the
remaining non-linearity of the Q2 dependence, when simultaneously fitting the term proportional to Q4,
becomes the predominant source of uncertainty, and the data cannot be used to determine the proton
charge radius unless more elaborate theory input is used.

Within this range, the dependence of the measured cross section on Q2 has to be fitted with a polynomial
in Q2 up to some order Q2n. With the overall normalisation as a free parameter, there are n+1 parameters
in a fit up to Q2n. The impact of the fit on the the radius determination has been studied; for this proposal
with polynomials up to order Q6, see below, and also up to Q8 in [38]. For 70 million elastic events in
the considered Q2 range, generated according to the form factors fitted to the Mainz data, the statistical
precision in 51 bins is shown in Fig. 1 and the corresponding uncertainties in Fig. 3. The determined radii
must be compared to the input value rE,MAMI = 0.879 fm. From 10 000 replicas of the corresponding
event distribution, it follows that the radius can be reproduced from a fit leaving the parameters free up to
order Q6 with an uncertainty of

∆rE,p(Npar = 4) = 0.009 fm (5)

and a small bias < 0.002 fm. Here, Npar denotes the number of free parameters. When leaving the
parameters free only up to order Q4,

∆rE,p(Npar = 3) = 0.004 fm (6)

is obtained, with a larger bias of about 0.0035 fm. These biases originate from the fact that the truncation
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of the Q2 series is equivalent to setting all higher-order terms to zero. On the one hand, one may account
for the impact of the neglected higher orders by taking the corresponding terms as determined by other
experiments, or/and inspired by theory. This makes, however, the interpretation of the actual experiment
dependent on the correctness of the input that one aims to test. On the other hand, the values obtained
elsewhere can be taken at least as an estimation of their size, and they are reflected here in the given biases.
A more detailed description of the fitting procedures for the Q2 spectrum can be found in Sec. 2.9.3.

The estimated uncertainties given in Eqs. 5 and 6 reflect that the goal to measure the proton radius with
a statistical precision of 0.009 fm, thus on the level of 1%, is reached with 70 million events in the Q2

range from 0.001 to 0.04GeV2
/c2.

In order to reach the precision on the determination of Q2 required at small momentum transfer, it is
important to observe the recoil proton. Due to its small energy, this requires an active target, i.e. the target
being the detector at the same time. This can be realised by a Time Projection Chamber (TPC) operated
with pure hydrogen gas. Such a target has been developed by PNPI [39,40], and it is in the testing phase
for a similar experiment using electron scattering at Mainz.

2.6 Setup and running plan v2(++)

We propose to measure elastic muon-proton scattering using a 100GeV muon beam and a pressurised
hydrogen gas target. For a precise measurement of the proton radius, the relevant momentum transfer
region is 0.001 < Q2

/(GeV2
/c2
) < 0.04, which requires to operate the target as a TPC in order to detect

the track of the recoil proton.

The integrated cross section according to Eq. 3 over this Q2 range is

σelastic
µp (0.001 < Q2

/(GeV2
/c2
) < 0.04) = 0.255 mbarn (7)

for a point-like proton. It is diminished by about 2.5% due to the finite size described by the form factors,
which are at these low values of Q2 predominantly governed by the proton radius effect. The total number
of elastic scattering events within the cuts is 70 million in order to achieve the precision as presented in
Fig. 1.

For a 160 cm long target with a hydrogen pressure of 20 bar, the target thickness is

Np = 2.687 · 1019protons/cm3
· 2 · (20 bar/1.013 bar) · 160 cm = 1.70 · 1023 protons/cm2. (8)

At a muon beam intensity of Φµ = 2 · 106/s, the event rate in the Q2 range of interest is thus

Nelastic
µp (0.001 < Q2

/(GeV2
/c2
) < 0.04) = σelastic

µp · Np · Φµ = 86.6/s. (9)

Due to the strong increase of the cross section towards smaller values of Q2, the rate in the adjacent
interval,

Nelastic
µp (0.0005 < Q2

/(GeV2
/c2
) < 0.001) = σelastic

µp · Np · Φµ = 89.0/s, (10)

is about equally large.

Thus for collecting 70 million events at 20 bar target pressure, 8.14·105 seconds with beam on target are
needed, and with an average spill-over-cycle ratio of 0.14, an SPS efficiency of 0.81, and taking into
account the useful fraction of the target volume of 90%, it takes

8.14 · 105 s/(0.14 · 0.81 · 0.90) = 92 days of beam time. (11)

Since at 20 bar target pressure, the proton recoil tracks that correspond to the lowest values in Q2 <∼
0.0025GeV2

/c2 are too short to be measured accurately, this part of the Q2 spectrum must be covered in
a separate data set at lower hydrogen pressure of 4 bar. The necessary 10 million events require

5.81 · 105 s/(0.14 · 0.81 · 0.90) = 67 days of beam time. (12)
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The pressure of the gas will be optimised for having, on the one hand, sufficiently low stopping power
such that a proton recoil track is detectable, and on the other hand it still stops in the TPC volume. The
respective gas system has been developed and is in the test phase at MAMI. The details of the read-out
electronics, which are to be adapted to the Compass environment, are currently under study. At Q2 values
larger than 0.04GeV2

/c2, recoil protons can no longer be stopped in the gas volume.

In order to control the most important systematic effects for the measurement, we foresee to take data,
keeping the lower pressure setting, also with oppositely charged muons, and with the beam energy
lowered to 60 GeV. The two data sets with opposite charge allow us to measure and cancel to first order
any two-photon-exchange effects without theory input (for an overview over two-photon exchange, see
e.g. [41]). A comprehensive summary of the proposed settings is given in Table 2.

Table 2: The settings proposed for the proton radius measurement in 2022 and 2023. The first two settings are
required to achieve the statistical precision as explained in the text, while the further two settings with opposite
beam charge and lowered beam energy, respectively, serve to control the systematic uncertainties.

Beam setting TPC pressure setting Duration Purpose
µ+, 100GeV 20 bars 92 days 2.5 < Q2

/(10−3GeV2
) < 40.0

µ+, 100GeV 4 bars 67 days 1.0 < Q2
/(10−3GeV2

) < 8.0
µ−, 100GeV 4 bars 67 days control of charge dependence
µ+, 60GeV 4 bars 34 days control of energy dependence

The scattered muon will be measured with the Compass spectrometer using its standard muon setup with
optimisations for the new kinematics. In order to allow for the detection of the elastically scattered muon
track, the beam killer components have to be excluded from the trigger. The central parts of the tracking
detectors will be activated, and silicon telescopes surrounding the TPC will be used for measuring the
muon scattering angle with high accuracy. In addition, the electromagnetic calorimeter detect the (rare)
radiative events, by which soft photons with energies up to 2GeV are emitted. Muon identification is
performed using muon filter and hodoscopes.

Since triggering only on the proton recoil would imply Q2-dependent efficiency variations that could not
be controlled using the data themselves, a trigger component from the muon trajectory has to be added.
As presently the beam rate is too high to record all events, the beam trigger will have to be extended by
a new component that allows to veto muons with a scattering angle below about 5 µrad. This suppresses
those muons that have experienced multiple (small-angle) scattering only, which amounts to about 99%
of the incoming muons. In contrast, muons are efficiently selected if their scattering angle is larger
than 100 µrad, which corresponds to momentum transfers larger than 10−4 GeV2

/c2. A possible detector
system to realise this trigger would be an upgrade of the silicon telescopes by using new scintillating
fibre tracking detectors. However, solutions with thinner detectors, such as silicon pixel detectors with a
sufficiently fast read-out, would be desirable for minimising multiple scattering as a source of systematic
uncertainty. Proton recoil measurement, muon measurement, and the trigger of this experiment are
detailed in Sec. 2.7.

A continuous read-out is planned to solve current issues of rate capability and will allow for implementing
the above described event selection in an elegant and efficientmanner. Its development is therefore pursued
with great effort in the context of this proposal and further discussed in Sec. 5.2.4.

The statistical uncertainties that can be achieved in the proposed experiment are shown in Fig. 1, using a
suitable segmentation of the data in Q2 bins. The data set is sufficient to constrain the proton radius to a
precision better than 0.01 fm.

The current layout for the proton radius measurement from 2022 on employs several new detector
components that must be tested with the muon beam under different conditions at an early stage, with
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intensities in the order of 2 to 10·106 muons per second, with beam momenta of 60 and 100GeV.
We therefore propose a dedicated test of the new components (active-target TPC, tracking detectors,
DAQ) in a setup located at the CEDAR position for 20 days in the beginning of the 2021 beam time
prior to the transverse-deuteron Compass run. Furthermore we propose a test setup (i.e. move the
detector components) downstream of Compass about 6 m long, to continue the tests parasitically to the
transverse-deuteron Compass run in 2021.

2.7 Layout of the setup v2(++)

Figure 4 shows a schematic overviewof the experimental setup required for the proton-radiusmeasurement
(PRM setup). The three detector systems specific to the proposed measurement are shown enlarged in
the upper part of the figure: a hydrogen-filled TPC acting as active target for muon-proton scattering; two
silicon-pixel-detector telescopes for precise tracking of the (scattered) muons; and a track trigger setup
consisting of three scintillating-fiber (SciFi) tracking detectors. In addition to these new systems, several
parts of the existing Compass setup (see [42]) will be used with minor adaptions: the inner tracking
detectors (existing SciFi detectors and GEMs) that will be used together with the bending magnet SM2
for measuring the momentum of a scattered muon; the second muon filter and hodoscopes for separating
muons from secondary particles; and the second electromagnetic calorimeter (ECAL2) for detecting
photons created in radiative events. In Fig. 5 (left) the track position along the spectrometer is shown
in both lateral projections, i.e. x and y. The trajectory of beam particles scattered at the target position
with only a small momentum transfer is bent by spectrometer magnet SM2 for momentum measurement.
The inertial gradient of the beam and the scattering extends the track position up to σx,y = 8 cm. Only
small-angle tracking detectors like SciFi and GEM detectors will contribute to the measurement of the
muon momentum.

The central part of the experiment is the hydrogen-filled TPC, operated at pressures of up to 20 bar (see
Sec. 5.3.1 for a detailed description of the TPC design). It acts as active target and measures angle
and energy of recoil protons. Two silicon telescopes are located immediately upstream and downstream
of the TPC to measure the deflection of muons scattered in the hydrogen gas. Each consists of four
MuPix8 silicon-pixel detectors arranged in two pairs that are separated by as large a distance as possible
(see below). Upstream of the TPC, a SciFi tracker is placed in front of each pair of silicon trackers;
downstream, only one SciFi tracker is located behind the last pair of silicon detectors.

In order to accommodate the PRM setup in the Compass target area, i.e. between the end of the M2
beam line and the SM1 magnet, the PRM setup must not be longer than about 9m, c.f. Fig. 4. Apart
from the (old) SciFi tracker that is installed just after the M2 beam line exit window, all other presently
installed detectors in the target area will be removed to make room for the new detectors described above
and detailed in Sec. 5.3.

The upstream part of the setup will be close to the SM1 magnet. To ensure, that the magnetic field does
not influence the tracking at this position, it will not be used. Instead, the existing Compass tracking
detectors, i.e. SciFis, GEMs, and Pixel-GEMs, will be used in conjunction with the SM2 magnet to
measure the momentum of muons scattered in the hydrogen gas of the TPC.

The TPC length of 2.2m leaves about 3.0m space for the two silicon-tracker telescopes on each side of
the TPC. Figure 5 (right) shows the resulting upper limit on the z-vertex resolution of about σz = 8 cm
for the smallest scattering angles, i.e. the lowest values of Q2 to be measured.

Since the measurement of low Q2-values requires a precise measurement of the scattering angle of the
deflected muon, multiple scattering effects are crucial. A conservative estimate of the material budget of
the proposed setup is listed in Table 3 with the distribution along the target area depicted in Fig. 6.

Figure 6 shows the conservative distribution of the material radiation lengths in the target area together
with the total radiation length. Material between the most upstream and most downstream tracking
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Figure 5: Left: Simulated track positions of scattered muons, shown along the Compass spectrometer. Using only
SM2 as bending magnet for the momentum measurement results in a clear deflection in the (horizontal) bending
plane. Scattered beam particles are bent by at most ±4 cm. Right: Simulated z-vertex resolution vs. Q2, shown for
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detector in the target area contributes to multiple scattering that deteriorates the scattered muon tracking.
The main contributions are due to the TPC beryllium windows and the silicon tracker detector material.
About 71.1% of the events located in the target area will originate from non-target material. Optimisations
of the material budget along the muon track are ongoing to further reduce the material budget and to
minimise the effect of multiple scattering, in order to improve the reconstruction accuracy.

Based on the total radiation length (X/X0) = 27.44 ‰ of the setup, the resulting influence due to multiple
scattering on the scattering angle can be calculated to ∆θ = 19.45 µrad for a beam energy of 100GeV.
The relative uncertainty at the lowest proposed Q2

= 10−3GeV/c2 is about (∆Q2
/Q2
) = 12.30 %. The

theoretical value is in agreement with the value extracted from the simulation shown in Fig. 7 (right).
Since the major contribution is due to the material of the TPC windows and silicon detectors, studies are
ongoing to further reduce the material budget (see Sec. 5.3.3).

2.8 Beam requirements v2(++)

The intensity of the required muon beam is limited by the maximum rate that is allowed by the noise
level and the correct matching of the TPC signals with the muon scattering information, and currently
assumed to be

Φµ = 2 · 106
/s. (13)

The main data taking is planned with
Eµ = 100 GeV, (14)

however also data taking with 60GeV is foreseen. This allows for systematic studies of effects of multiple
scattering and of the angular resolution of the muon detection, since the cross section (Eq. 3) practically
does not depend on Eµ, but only on Q2. Figure 7 (left) shows the simulated beam momentum for the M2
beam line with a momentum of 100 GeV/c. The spread of the beam is 4.31 GeV/c. Halo components
accompanying the beam particles are included. Studies are ongoing on the influence on the detector
and trigger systems. All beam related subjects are pursued in close collaboration with CERN’s Beam
Working Group, with further information in [43].
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Table 3: Conservative list of the material budget of different materials used in the setup. Based on the used
thickness d and the density ρ of the material, the respective ratio of x = d · ρ and X0 is calculated together with its
contribution to the setup. Values marked with a * are used for the final setup with their respective contribution to
the total radiation length. Material properties are taken from [44].

material planes d/plane density ρ X0 x/X0 contribution
[cm] [g/cm3] [g/cm2] [‰] [%]

Environment and tracking:

Dry Air 2 300.00 0.00120 36.62 22.94
Helium* 2 300.00 0.00016 94.32 1.06 3.85

Fibre (polystyrene)* 4 0.02 1.04 43.79 1.94 7.06
Silicon* 8 0.02 2.33 21.82 8.54 31.15

TPC components:

Hydrogen (4 bar) 4 40.00 0.00033 63.05 0.85
Hydrogen (20 bar)* 4 40.00 0.00166 63.05 4.26 15.53
TPC-Anode (Kapton)* 4 0.050 1.42 40.58 0.70 2.55
TPC-Anode Grid (Cu)* 4 0.0008 8.96 12.86 2.19 7.98
TPC-Anode (Cu)* 4 0.001 8.96 12.86 2.79 10.17
TPC-Cathode (Be)* 2 0.005 1.85 65.19 0.29 1.03
TPC-Window (Be)* 2 0.100 1.85 65.19 5.67 20.68

Total: 27.44 100.00

The exact sharing of the beam time in terms of such systematic studies can only be fixed along with the
decision on the optimum target geometry and the corresponding relevance of these systematic studies. At
the same time, the beam is required to be narrow in the target region

σx,y
<∼ 0.5 cm (15)

and have a dispersion
σdx/dz,dy/dz

<∼ 1.0 mrad, (16)

as shown in Fig. 8. It is currently investigated, which the best beam optics will be, especially the influence
of the halo component and whether the lower beam intensity allows for a more narrow beam as compared
to the full-intensity beam, e.g. by the use of the scrapers. Changing the beam polarity between µ+ and
µ− for systematic studies will only have minor influence on its properties.

2.9 Systematic uncertainties v2(new)

A full understanding of the systematic uncertainties can only be obtainedwith theMonte Carlo simulations
of the setup, which are currently still ongoing. Here, we collect the systematics effects that we expect to
dominate in this experiment together with some preliminary results.

2.9.1 Event selection v2(new)

In order to extract the Q2 spectrum for the determination of the proton charge radius, selection criteria
need to be imposed on the recorded events. Figure 9 shows the list of currently used constraints and the
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Figure 8: Simulated beam profile at target location and divergence of beam particle trajectories for the M2 beam
line with a momentum of 100 GeV/c. Beam properties based on [43].

percentage of remaining events after a constraint was applied. A more detailed description is given in
Table 4. After all constraints were applied, about 0.7% of the recorded data remain for further analysis.

The selection requires an event to have one vertex and the scattered muon track. A trigger selection on the
scattered muon by the fibre trigger array gives a trigger decision on a deflected muon, and together with
the exclusivity criteria an elastic scattering event is selected. In order to prevent tracks from traversing
unwanted material, the trajectories of the incoming and outgoing particles are required to traverse the
TPC beryllium windows. Measuring the scattered muon by the spectrometer and using its kinematics
and position in the xy-plane allows to match those events with the ones recorded by the TPC. The vertex
z resolution of the TPC (σz = 0.4 mm), as determined by the resolution of the drift time, allows one to
select that the scattering occurred only in the hydrogen gas.

Figure 11 shows the effects of the selection criteria on the reconstructed Q2-spectrum shown in Fig. 10 for
the TPC. Without any selection applied, the reconstructed Q2-spectrum using the muon only introduces
artefacts that are resolved by using the kinematic matching. Other criteria do not affect the shape of the
measured spectrum in this case. The extracted Q2-spectrum using the recoil-proton data only tends to be
quite clean without any constraints applied and does not change with those selection criteria applied.

2.9.2 Calibration of the recoil-proton energy scale using muon-electron scattering v2(new)

In order to calibrate the energy scale, i.e. theQ2 values determined fromTPC recoil-protonmeasurements,
the value determined from muon scattering has to be used. Since measuring muon energy and scattering
angle for larger event samples is on average better than 10−3, the TPC calibration can be determined on
the same level by correlating muon and recoil-proton information. Later on, the information gained in
the experiment with a similar TPC in Mainz can be used to refine this procedure.

Figure 12 shows the absolute beam energy resolution using the reconstructed muon track. Based on
the standard Compass muon setup a precision of about 0.49% is achieved. Further optimisations of the
detector positions are ongoing and together with the measurement of the momentum by the Compass
Beam Momentum Stations (BMS), the required improvement down to 0.2% can be achieved.

At this level, the knowledge of the involved magnetic field strengths must be controlled, best in an
independent way. We foresee to use the elastic muon-electron scattering events that occur along with
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Figure 9: Event selection criteria and resulting percentage of events. A detailed description of the criteria is listed
in Table 4.
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(right) with all selection criteria applied except the one on the Q2-range, which is indicated by the gray lines.
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Figure 11: Influence on the reconstructed Q2-spectrum due to selection criteria. The upper row shows the
reconstructed Q2-spectrum using only the muon scattering. The lower row shows the reconstructed Q2-spectrum
using only the TPC recoil proton. Whereas the main influence on the shape in the muon spectrum originates from
the kinematic matching with the recoil proton, the measured TPC spectrum is expected to be clean before and after
selection cuts.
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Table 4: Overview of the criteria for the event selection with a brief description. Those criteria ensure a clean data
sample for the extraction of the Q2 spectrum.

name description

Total Total number of recorded events
One primary vertex Only one interaction between the beam particle and the target material
One outgoing track Only one outgoing track
Charge conservation Charge conserved between incoming and outgoing track
Fibre trigger Selected by fibre trigger
Exclusivity Energy conservation
Track TPC window Particle tracks pass TPC windows
Q2 range Restrict to Q2 range
Kinematic matches Matching between muon and proton kinematic
TPC vertex position xy Vertex position xy in TPC
TPC vertex position z Vertex position z in gas volume of TPC
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Figure 12: Absolute beam energy resolution using the reconstructed muon track. Based on the standard Compass
muon setup and assuming no systematic effect from the field calibrations, a precision of about 0.49% is achieved.

muon-proton scattering in terms of Q2, with approximately the same intensity. It is sufficient to measure
only the angles of the outgoing muon and electron (with respect to the incoming beam muon direction),
in order to calculate the beam energy, as shown in Fig. 13. This provides an independent method to
control the beam energy calibration along the data taking. Since the scattering off electrons in the narrow
structures as the readout planes and the TPC windows can be used, the high event-rate will provide
sufficiently large statistics to control the calibration at the aimed permille level on a daily base.

2.9.3 Fitting procedure v2(new)

The extraction of the proton radius from the measured Q2 spectrum is planned to be done in a fully
Bayesian manner. All acceptance corrections and nuisance parameters that could affect the proton-radius



Proposal for Measurements at the M2 beam line of the CERN SPS – Phase-1 – 25

0 0.002 0.004 0.006 0.008 0.01 0.012
eθ

0

0.001

0.002

0.003

0.004

0.005

0.006µθ

 = 80 GeV
beam

E

100 GeV120 GeV

 = 10%
beam /EeE

30%

50
%

70
%

Figure 13: Kinematics of elastic muon scattering off the atomic shell electrons, in large-momentum approximation
of the electrons (thus neglecting their initial binding, i.e. "delta electrons". The measurement of the outgoing muon
and electron angles uniquely defines the beam energy.
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events, given for two different parametrisations of the electric form factor. In order to achieve a relative statistical
precision of below 1% for most of the form-factor models, at least 50 million events have to be recorded in the
foreseen Q2 range.
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parameter are included in the fit. This encompasses the use of free fit parameters from the form-
factor models like the higher-order terms in the polynomial representation, as well as the normalisation
parameter(s) of the absolute cross-section measurement. Parametrised or binned acceptance corrections,
as for example from the trigger efficiency or other event-selection constraints, are included in the fit as
parameters with prior information. Using importance-sampling algorithms such as Markov-Chain Monte
Carlo methods [45], the correlation of these acceptance-correction parameters with the proton-radius
parameter can be quantified and potential biases of the result can be studied and mitigated.

For the extraction of the proton radius a functional form of the electric form factor has to be assumed. In
order to verify the robustness of the extracted proton radius from different form-factor parametrisations
and to estimate the systematic uncertainty of the underlying form-factor model, systematic studies of the
fit procedure with different models have to be performed, as they are exemplarily suggested in [46].

For the assessment of the statistical uncertainty on the extracted proton radius from the measured Q2

spectrum for different amount of events, we perform fits on Monte-Carlo generated pseudo data in the
expected Q2 measurement range of our experiment. The fits are performed using the standard dipole
form of the electric form factor as a standard-reference model, and a polynomial form up to the Q6 term,
which has been found to fit existing data much more robust and with less bias. However, the variance
of this model is quite large as it has in total 4 free parameters that are strongly correlated in the applied
measurement range. Thus we use this model as some kind of upper limit on the statistical uncertainty.
Figure 14 shows the expected statistical uncertainty on the proton radius as a function of the number of
recorded events in the measurement range 0.001 < Q2

/(GeV2
/c2
) < 0.04. In order to achieve a statistical

uncertainty of the measurement below 1%, independent of the applied form-factor model, at least 50
million events in the relevant Q2 range have to be collected.

2.9.4 Inefficiencies in the proton-recoil and scattered-muon measurement v2(new)

In order to obtain the high level of control on the relevant acceptance and efficiency corrections that are
needed in order to determine a cross section shape with 10−3 precision, the redundancy between the muon
and proton detection of the elastic scattering process is of key importance. This requires to obtain the
highest possible precision on the scattering kinematics from both the recoiling proton and the scattered
muon. While for the final result the Q2 information from the proton recoils are the most precise and thus
most relevant ingredient, it is important that the definition of a clean muon-proton elastic scattering event
sample can be determined from the muon kinematics alone. Only this way, the performance of the TPC
can be cross-checked independently.

2.9.5 Emission of real bremsstrahlung photons in elastic lepton-proton scattering v2(new)

Elastic lepton-proton scattering is always accompanied by the emission of real bremsstrahlung photons.
While the effect is small for muons, it is still of interest to check this next-to-leading order process
experimentally. For photons above 500MeV the emission probability, relative to the non-radiative
elastic scattering process at the same muon scattering angle, is about 3 · 10−4, and together with the 70
million non-radiative (rather: low-radiative) events about 20 000 radiative events are expected. Since
the photons are emitted predominantly under forward angles, as shown exemplarily for a larger-angle
scattering kinematics in Fig. 15, it is sufficient to operate the central region of the forward electromagnetic
calorimeter.

2.9.6 Synopsis of systematic uncertainties on the cross-section measurement

We collect the discussed uncertainties on the the cross-section measurement, excluding the overall
normalisation uncertainty of about 1%, in Table 5. We conclude at this stage, that the precision of the
cross-section slope determination will involve a systematic uncertainty of less than 0.6%.
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Figure 15: Angular spectrum of bremsstrahlung photons in forward direction, for muon beam energy 100GeV,
muon scattering angle 14mrad and photon energy 1GeV. The photon emission angle in the muon scattering plane
(vertical axis) is shown versus the photon out-of-plane angle, both in rad. The colour scale shows the intensity on
a logarithmic scale, indicating the strong forward peaking of bremsstrahlung along the particle directions.
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Table 5: Systematic uncertainties in Percent for the bin-to-bin measurement of the cross-section shape of muon-
proton scattering in the Q2 range 0.001 to 0.04GeV2

/c2. For a conservative upper limit, the uncertainties are added
linearly. The uncertainties are meant as introducing a relative shift of cross section for the outermost Q2 bins, and
thus the same relative effect on the determination of the cross-section slope.

uncertainty source estimate in %
Monte-Carlo acceptance correction 0.2
Q2 resp. beam energy calibration 0.2
radiative corrections 0.1
fitting procedure 0.1
(linear) sum <0.6

2.10 Results of the test in 2018 v2(+)

In parallel to the Compass run in 2018, we performed an about 2-months feasibility test using the basic
detector setup for the proposed measurement of the proton charge radius. At the downstream end of the
experimental hall EHN2, i.e. downstream of the Compass spectrometer, a TPC was installed together
with four silicon trackers, similar to the proposed setup in Fig. 4, although at smaller scale. For the
Compass Drell-Yan measurement π and µ beams with an energy of 190 GeV were used, and an absorber
was located directly behind the Compass target. Thus rather broad muon beams had to be used, with
different intensities and geometrical properties, to study in particular the behaviour of the TPC acting as
active target.

The silicon trackers, comprising four detector layers each in different projections, were used previously in
the Compass beam telescope. Their size of 7 cm× 5 cm roughly matches the size of the entrance windows
of the TPC. Two scintillating counters (one segmented, one monolithic) provided a beam trigger for the
read-out of the silicon detectors if both incoming and outgoing muon were detected.

The TPC, filled with hydrogen gas at a pressure of 8 bar, served as active target. The anode of the TPC
was segmented in a radial pad structure, similar to the proposed TPC, allowing for a measurement of
direction and energy of recoil protons. The TPC triggered itself, the read-out of the connected ADCs
being independent of the silicon DAQ. Both DAQs could be synchronised via recorded time stamps.

After the reconstruction of incoming and outgoing muon tracks from the data of the silicon trackers,
events with scattering angles θ ≥ 0.2mrad were selected. In addition, a radial cut on the entrance
windows of the TPC was applied. Figure 16 shows the difference in the time stamps of the silicon and the
TPC data. Further constraints on the vertex coordinate along the beam line and the condition that one of
the two central anode pads of the TPC was hit, improve the signal-to-noise ratio significantly. A detailed
description of the analysis can be found in [47].

Figure 17 shows the difference of the reconstructed azimuthal angle ϕ of the silicon detector and the
TPC data. The width corresponds reasonable well to the angular segmentation of the TPC anode, and
demonstrates the high purity of the correlated event sample.

Figure 18 shows the recoil proton energies determined by both detector systems. The resolution obtained
through the TPC signals is much better than the one by the muon scattering kinematics, which encourages
the usage of a TPC for recoil-proton detection in a high-precision Q2-measurement. Also, the clear
correlation between both signals indicates that this principle of ensuring elastic muon-proton scattering
works with the available detectors. With enlarging the base lines of the silicon telescopes, and measuring
at lower beam energy, we expect for the main experiment a reduction of the uncertainty by at least a factor
two, which may allow a lower constraint on energy (in fact scattering angle) in order to fully cover the
range down to 0.5MeV.

In Fig. 19, the drift time in the TPC, which is a precise tool to determine the interaction point in beam
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Figure 16: Difference between the time stamps of the silicon detectors and the TPC. Left: only with θ and radial
constraints. Right: with additional constraints that the z coordinate (along the beam) of the vertex lies within the
active area of the TPC and the condition that central TPC anode pads were hit. There is a correlation in time
between 18 and 82 µs, which corresponds well to the expected maximum drift time in the TPC of around 60 µs.
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Figure 18: The energy of the recoil proton calculated from the scattering angle θ measured by the silicon trackers
versus the energy deposit measured in the TPC.

direction, is compared to the information from the silicon detectors. From the trajectories of incoming
and scattered muon, the interaction point can be determined as well, however with inferior resolution.
The large uncertainties in the determination of the vertex position from the silicon detectors display most
clearly, in which regard the main measurement has to be enhanced as compared to the test setup, namely to
provide the best possible resolution in the vertex finding, which is crucial in order to select the correlated
event sample down to smallest scattering angles.

Altogether, in the test during the 2018 Compass beam time we acquired important experience regarding
the detector properties, and how the data analysis of the proposed experiment will be performed by relating
the muon-scattering and proton-recoil kinematics for high-energy elastic scattering at low momentum
transfers. The broad-beam conditions during the test were not optimised for the readout geometry of the
TPC. Still, the obtained results give confidence in the idea of using a TPC for recoil-proton detection in
order to achieve the required high resolution in Q2 for a successful measurement of the proton charge
radius in high-energy elastic muon-proton scattering.
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3 Drell-Yan and charmonium production using conventional hadron beams

3.1 Physics motivation v2(+++)

In phase-1 of the Compass ++/Amber project, it is planned to use the existing CERN M2 hadron beam.
Three major physics goals are envisaged:

(1) The structure of the pion: determination of the pion valence and sea-quark distributions;

(2) Investigation of flavour-dependent effects in nuclear targets;

(3) Study of the charmonium production mechanism.

ad 1) The structure of the pion: determination of the pion valence and sea-quark distributions
The natural energy scale for strong interactions is the proton mass: mp ≈ 1 GeV ≈ 2000 me, where me

is the electron mass. In the Standard Model, me is rightly attributed to the Higgs boson; but what is the
source of the enormous enhancement to produce mp? This is the crux: the source of the vast majority
of visible mass in the Universe is unknown; a realisation which leads one to appreciate that the existence
of our Universe depends critically on, inter alia, the following empirical facts, that must be somehow
explained by QCD: (i) the proton is massive, i.e. the mass scale for strong interactions is vastly different to
that of electromagnetism; (ii) the proton is absolutely stable, despite being a composite object constituted
from three valence quarks; and (iii) the pion is unnaturally light, possessing a lepton-like mass despite
being a strongly interacting composite object built from a valence quark and valence antiquark.

The QCD Lagrangian, LQCD, is simple: comparing with QED, the solitary difference is the gluon self-
interaction term. Nonetheless, LQCD is responsible for the origin, mass, and size of almost all visible
matter in the Universe. The only apparent energy scales in LQCD are the current quark masses, generated
by the Higgs boson; but focusing on the quarks that define nucleons, i.e. up and down, this scale is more
than 100 times smaller than mp. No amount of “staring” at LQCD can reveal the source of that enormous
amount of “missing mass”; yet, it must be there. This contrasts starkly with QED, wherein the scale of
phenomena is set by me, a prominent feature of LQED that is generated by the Higgs boson.

This emergence of mass is a signature feature of strong dynamics in four-dimensional asymptotically-free
quantum field theories; and understanding the phenomenon is a prerequisite to an explanation of how
the Universe came into being. Basic to this is the QCD scale anomaly; namely, even in the absence of
a Higgs mechanism, the scale invariance in QCD is broken by strong dynamics so that the trace of the
QCD energy-momentum tensor does not vanish, Tµµ , 0. However, knowing a trace anomaly exists only
indicates that there is a mass scale. The crucial issue is whether one can compute and/or understand the
magnitude of that scale. One can certainly measure the size of the scale anomaly because, evaluated
in the proton state: 〈p|Tµµ |p〉 = m2

p. Evidently, the scale anomaly is measurably large; and given the
operator expression for Tµµ, that property must owe to gluon self-interactions. However, there is a related
issue, i.e. 〈π |Tµµ |π〉 = m2

π ; hence, 〈π |Tµµ |π〉 = 0 in the chiral limit because the pion is a massless
Nambu-Goldstone (NG) mode [9,10]. Consequently, the source of the proton mass cannot be completely
understood unless the simultaneous absence of a pion mass is also explained. Any solution of QCD is
impossible before this conundrum is resolved [4].

Modern theory reveals that dynamical chiral symmetry breaking (DCSB) within the Standard Model
explains the character and qualities of NG bosons. In fact, the properties of the nearly-massless pion
are the cleanest expression of the mechanism that is responsible for (almost) all the visible mass in
the Universe [3]; and the associated theory simultaneously reconciles the emergence of mp with the
masslessness of the pion in the chiral limit [4]. It shows, too, that a determination of the valence-quark
PDF of the pion provides the needed sensitivity to the mechanism(s) responsible for the emergence of
mass in QCD.
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One of the earliest QCD predictions for the pion valence PDF is [48–50]: uπ(x; ζ = ζH ) ∼ (1− x)2, where
ζH is an energy scale characteristic of nonperturbative dynamics. Pion-induced Drell-Yan measurements
are ideally suited to extracting uπ(x; ζ). However, the most recent measurements1 are thirty years
old [51–56]; and conclusions drawn from those experiments have proved controversial [57]. For example,
using a leading-order (LO) pQCD analysis, Ref. [56] (the E615 experiment) reported (at the scale given
by the average dimuon mass accessed, ζ5 = 5.2GeV): uπE615(x; ζ5) ∼ (1 − x)1, in striking contradiction
with the QCD prediction. Subsequent calculations [58] confirmed the original theory prediction and
eventually prompted reconsideration of the E615 analysis, with the result that, at next-to-leading order
(NLO) and including soft-gluon resummation [59, 60], the E615 data can be viewed as consistent with
QCD. Notwithstanding these advances, uncertainty over uπ(x) remains because more recent analyses of
the E615 data have failed to incorporate threshold resummation effects [61] and, crucially, more precise
data are lacking. Pressure is also being applied by modern advances in theory. Novel lattice-QCD
algorithms [62–66] are beginning to yield results for the pointwise behaviour of uπ(x) [67–70]; and
recent continuum analyses are also yielding new insights: the first parameter-free predictions of the
valence, glue and sea distributions within the pion [71] reveal that the pion valence PDF is hardened as
a direct consequence of emergent mass. Very significantly, the new continuum prediction for uπ(x; ζ5)

matches that obtained using lattice-QCD [70]. A remarkable, modern confluence has thus been reached,
demonstrating that real strides are being made toward understanding pion structure. The Standard Model
prediction: uπ(x; ζ = ζH ) ∼ (1 − x)2, is stronger than ever before; and an era is dawning in which the
ultimate experimental checks can be made.

Presently, a new generation of experiments appears at the horizon. In the realm of DIS experiments,
it was recently proposed to study the pion structure through final-state tagged DIS at JLab [72], while
for preparing the long-range future the feasibility of pion and kaon-structure measurements at a future
Electron-Ion Collider has been evaluated [73]. In the realm of Drell-Yan experiments, the existing high-
intensity, pion-rich hadron beam delivered by the CERN M2 beam line provides already today a world-
unique opportunity to study the structure of pions and nucleons through pion-induced dimuon production
on unpolarised nuclear targets. High-statistics experiments using both pion beam charges would provide
the long-awaited new Drell-Yan data to be confronted with the recent theoretical calculations discussed
above. By their improved sensitivity to valence and sea contributions a clear separation would become
possible between valence and sea in the pion.

The potential of such measurements to expose emergent mass is greatly enhanced if one includes similar
kaon measurements. The combined power of continuum and lattice-QCD analyses has revealed that
strange-quark physics lies at the boundary between dominance of strong (emergent) mass generation
and weak (Higgs-connected) mass. Hence, comparisons between distributions of truly light quarks and
those describing strange quarks are ideally suited to exposing measurable signals of emergent mass in
counterpoint to Higgs-driven effects; and a most striking example can be found in the contrast between
the valence-quark PDFs of the pion and kaon. A significant disparity between these distributions would
point to a marked difference between the fractions of pion and kaon momentum carried by the other
bound-state participants, particularly gluons.

A prediction for the ratio uK
(x)/uπ(x) is available [74]: agreement with data [51] indicates that the

gluon content of the kaon at the hadronic scale ζH is just 5 ± 5%, whereas that for the pion is more than
30% at this scale. Hence, there are striking differences between the gluon content of the pion and kaon;
and they persist to large resolving scales, e.g. at ζ = 2 GeV the gluon momentum fraction in the pion
is still 50% greater than that in the kaon. This difference in gluon content is clearly expressed in the
large-x behaviour of the π and K valence-quark PDFs. It is a striking empirical signal of the almost pure
NG-boson character of the pion in contrast to the explicitly broken symmetry of the s-quark-containing

1A more recent measurement of the pion-induced Drell-Yan production was done by Compass in 2015 and 2018. The
cross-section results are not yet available.
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kaon. The issue again, however, is that there is only one forty-year-old measurement of uK
(x)/uπ(x) [51].

It is hence of utmost interest to upgrade the existing CERN M2 beam line by an RF-separation stage in a
later phase of the Compass ++/Amber project. Such a unique high-energy high-purity kaon beam would
for the first time allow a detailed measurement of the kaon’s parton structure, which would pave the way
to address the fundamental physics questions sketched above (see also Sec. 6.2).

ad2) Investigation of flavour-dependent effects innuclear targets
The new insight into the pion structure, as addressed above, will allow revisiting the convolution of PDFs
present in the Drell-Yan cross section and the modifications of nucleon PDFs induced by the nuclear
medium. Experimental evidence came first from the CERN EMC experiment [75] and their observation
of the so-called EMC effect that was explored in-depth over the last 30 years. However, a complete
understanding of the mechanisms governing these PDF modifications has not been reached yet. Their
possible flavour dependence is one of the open questions that will be addressed in the proposed new
experiment.

The Drell-Yan cross section measured from interactions occurring in a light isoscalar target serves
as reference for the cold nuclear matter effects, which are encoded in the Drell-Yan cross section as
measured using a heavy target. Unrivalled sensitivity to these effects can be reached by building up
a novel observable out of 4 cross sections, see sect. 3.3, making use of the two pion beam charges
in combination with the light and heavy targets. For this goal to be reached, excellent control over
systematic uncertainties affecting the absolute cross sections is mandatory. An experimental assessment
of the systematics can be provided by measuring (in parallel) the charmonium production cross section,
see below. For an isocalar target, the J/ψ production cross section must be the same for either pion beam
polarity, as it was experimentally verified by NA3 (see [76]), providing a useful experimental check of
the absolute cross section normalisations.

ad3) Studyof the charmoniumproductionmechanism
The interest to study charmonium production goes far beyond the above mentioned measurement. Under-
standing the formation mechanisms of charmonium bound states is of central importance in QCD. The
observablemesons can evolve from a variety of cc̄ pre-resonant states having different quantum properties,
each one characterised by different short-distance production cross sections, i.e., by different observable
transverse-momentum and Feynman-x distributions and different polarisations. Measuring with high
statistical precision the Feynman-x dependence of the cross section and the decay-angular distribution
can hence establish the relative importance of such pre-resonant contributions, thereby providing a direct
probe of the long-distance bound-state formation processes. In the kinematic regime of the proposed
experiment, charmonium is produced with relatively low transverse momentum and 2 → 1 processes
are dominant as compared to 2 → 2 ones. This is fundamentally different from the kinematic regime
accessible at LHC, so that a complementary picture of the charmonium production mechanisms will be
obtained. Furthermore, the opportunity of a simultaneous measurement of pion and proton-induced J/psi
cross sections (both particles are contained in the positive hadron beam) should provide an additional
way of disentangling hadron-structure and production-mechanism effects.

A comparison of predictions from different models of quarkonium formation to the measured momentum
distribution and polarisation of the J/ψ will represent a thorough test of the theory in the low-transverse-
momentum domain. Moreover, the proposed measurement can be used as a new constraint on the
relative contributions of the quark-antiquark annihilation and gluon-gluon fusion processes and, when the
polarisation information is added, even on their kinematic shapes. Thismeans that eventually charmonium
production data could be used as a probe of the gluon distribution in the pion.
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Figure 20: Left: valence, sea and gluon distributions for the pion from global fits of GRV/S [81, 82], SMRS [80],
and JAM [85], shown together with the NA3 extraction [52]. The three sea curves labelled SMRS correspond
to three different hypotheses for the sea quark content. As a result, there are also three curves for the gluon
contribution. The shaded area accounts for the experimental uncertainty, evaluated using the published NA3 data.
Right: Same as left for the most recent calculation based on continuum analyses [71].

3.2 Drell-Yan pair production measurements as a tool for sea-valence separation in the pion v2(+)

The pion-induced Drell-Yan process is the most direct way to access information on the pion valence
structure, in particular at a large fraction of quark momentum with respect to the parent pion, denoted by
xπ . Constraints on the gluon component in the pion are imposed by other reactions, like direct-photon
production in hadron-hadron collisions. Pion-induced Drell-Yan data were collected by the NA3 [52],
NA10 [53], andWA39 [77] collaborations at CERN and by the E615 [56] collaboration at Fermilab, more
than 30 years ago. Some of these experiments used both π+ and π− beams (NA3 and WA39) in order to
access also the sea distributions in the pion. The available data from direct-photon production were also
obtained at that time, by the WA70 [78] and the NA24 [79] experiments at CERN.

The above data sets were used in the first global analyses focused on the pion structure; the most cited ones
being SMRS [80] and GRV, GRS [81,82]. More recently, the leading-neutron DIS-production data from
the ZEUS [83] and H1 [84] experiments at HERA became available, giving valuable input to constrain
the pion structure at values of xπ as low as 0.001, since pion exchange is believed to be the dominating
mechanism here. The Jefferson Lab JAM collaboration indeed observed a strong impact of these low-xπ
data in their newest global fits [85]. Figure 20 summarizes the present knowledge on the pion PDFs.
The left-hand side panel shows the pion distribution from the three global analyses, done by the GRV/S,
SMRS and JAM groups. The first two extractions rely on the π− Drell-Yan data from E615 and NA10, as
well as the direct-photon measurements of WA70 and NA24. Although they are more than 20 years old,
they are still commonly in use. Due to the limited data sets, part of the contributions, in particular the
sea quark distribution, is derived from momentum-sum-rule conservation. No uncertainty estimates are
available; instead SMRS provides three scenarios of sharing the pion momentum fraction between the
gluon and the sea quark distributions. These three scenarios describe equally well the data and correspond
to 10%, 15%, and 20% of the pion momentum fraction carried by the sea. The JAM extraction, using
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pion-induced Drell-Yan and leading-neutron data, is closest to the SMRS result with maximum sea quark
and minimum gluon contributions. In the same figure, the valence and sea quark distributions from
NA3 are also shown, together with their respective error bands. The NA3 result was derived from the
published fit coefficients and correlation matrix, using the NA3 data sets alone.The right-hand side of
Fig. 20 shows the newest theory predictions, a continuum analysis (based on DSE formalism) from [71].
Other recent predictions, like those from the light-front wave function approach [86], [87] or from lattice
QCD calculations [88], although not shown, seem to agree reasonably well with this latter.

3.2.1 Formalism

In the pion-induced Drell-Yan process with an incoming charged pions (π±) scattering off a nucleon (N)
from a nuclear (A) target, a pair of opposite-charge leptons is produced:

π±(Pπ) + N(PN ) → γ∗(q) → l+l− + X . (17)

Here, Pπ (PN ) is the four-momentum of the beam (target) hadron, and q is the four-momentum of
the virtual photon or equivalently the sum of the four-momenta of the two leptons. In the proposed
measurement, pairs of opposite-sign muons (the so-called dimuons) are detected in the final state. The
relevant kinematic variables describing the process are:

s = (Pπ + PN )
2 the total centre-of-mass energy squared,

xπ(N ) = q2
/(2Pπ(N ) · q) the momentum fraction carried by a parton from π±(N),

xF = xπ − xN the Feynman variable,
y = ln xπ

xN
/2 the dilepton rapidity,

M2
ll = Q2

= q2
= sxπ xN the invariant mass squared of the dilepton.

The Drell-Yan cross section at lowest order can be written as [85]

d2σ

dM2
lldy

=
4πα2

em

9M2
lls

∑
i j

∫ 1

xπ

dxπ
xπ

∫ 1

xN

dxN
xN

Ci j(xπ, xN, Mll/µ) f πi (xπ, µ) f Nj (xN, µ), (18)

with f πi being the pion PDF for parton flavour i and f Nj the nucleon PDF for parton flavour j. In this
expression, µ is the renormalization scale, and Ci j the hard-scattering kernel.

In order to determine the shape of the sea-quark distribution in the pion and better constrain the region of
phase space corresponding to xπ > 0.1, data will be collected with pion beams of positive and negative
charge impinging on a light isoscalar target.

The valence quarks in the pion are defined as uπ
+

val = uπ
+

− ūπ
+

and dπ
−

val = dπ
−

− d̄π
−

, charge and
SU(2)-flavour symmetry being assumed:

uπ
+

val = d̄π
+

val = ūπ
−

val = dπ
−

val (19)

Additionally, SU(3) flavour-symmetry is assumed for the sea quarks in the pion:

ūπsea = uπsea = d̄πsea = dπsea = s̄πsea = sπsea (20)

Having an isoscalar target (D), it is possible to build the two linear combinations of pion-inducedDrell-Yan
cross sections:

Σ
πD
val = −σ

π+D
+ σπ

−D (21)
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Σ
πD
sea = 4σπ

+D
− σπ

−D (22)

The first combination contains only valence-valence terms, while the second one comprises only sea-
valence and valence-sea terms [89].

3.2.2 Proposed Drell-Yan measurement

In order to accomplish with our measurement the sea-valence separation in the pion, a carbon target is
proposed. As a light isoscalar material, carbon is clearly advantageous as compared to the heavy and
non-isoscalar platinum and tungsten targets used by the NA3, NA10 and E615 experiments.

As can be seen in Fig. 20, the relative contribution from the sea quarks increases as xπ decreases.
Therefore, the sea-valence separation becomes better at lower xπ values, which in turn are easier to reach
for larger incident beam momenta. Another aspect to consider is the decrease in pion-beam purity as
the momentum increases (see Fig. 21), which directly translates into a decrease of pion beam intensity,
because the total beam intensity is limited by radio-protection considerations. The proposed beam
momentum of 190 GeV/c provides a reasonable experimental acceptance for values as low as xπ = 0.10,
without compromising on the achievable statistics.

Projections for the achievable Drell-Yan statistics are done assuming 213 days of data taking, i.e. in two
years, using a π+ beam with momentum of 190 GeV/c and three consecutive carbon targets of 25 cm
length each. A full Monte-Carlo simulation is performed, based on the PYTHIA generator for the Drell-
Yan process at leading order, and a GEANT4 description of the experimental apparatus. In Table 6, the
LO PYTHIA cross sections are given for the two pion beam charges and separately for proton and neutron
targets. In these simulations GRV/S was used for the pion PDFs and GRV98 LO [90] for the proton ones.

Table 6: PYTHIA Drell-Yan cross sections in LO, for the dimuon mass range 4.3 < Mµµ/(GeV/c
2
) < 8.5 .

beam and target σ
DY→µµ
LO (nb)

π+p 0.026
π+n 0.039
π−p 0.106
π−n 0.051

A correct estimate of the experimentally measurable Drell-Yan cross section requires a correction factor
KDY = 2 to be applied to the PYTHIA LO calculation, in accordance with experimental measurements.
This K-factor accounts for all higher-order contributions to the Drell-Yan process.

In order to perform the sea–valence separation, the π+ data should be complemented with 67 days of
data taking with a π− beam. The difference in data-collection time between the two beam charges is
explained by the Drell-Yan cross-section difference itself (as seen in Table 6) and by the different hadron
composition of positive and negative beams, see Fig. 21. Altogether, the two effects lead to a ratio of 3:1
between the π+ and π− running times.

Beam intensities of 7×107 particles per second, delivered in pulses of 4.8 seconds and an average of 3800
pulses per day are assumed. The identification of the incoming beam particle will be ensured with an
efficiency of 90% by two CEDAR detectors, described in Sec. 5.2.3. The achievable Drell-Yan statistics
is calculated according to the expression

N = L
(
Z σDY(LO)→µµ

πp + (A − Z) σDY(LO)→µµ
πn

)
KDY ε, (23)

where L is the integrated luminosity, Z and A the atomic and mass numbers of the considered nuclear
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Figure 21: Dependence of the hadron-beam composition on the momentum at the EHN2 location of the M2 beam
line.

target, and ε is the product of all relevant efficiencies and the geometrical acceptance. The integrated
luminosity is given by

L =
I Le f f ρ NA

M
dspill Nspills Ndays . (24)

Here, I is the beam intensity per second for a given hadron species and Le f f the effective length of the
target, taking into account the pion interaction length in that target material, ρ the density of the target
material, NA the Avogadro number, dspill = 4.8 s the duration of each beam pulse, Nspills = 3800
the number of spills per day, and Ndays the number of days of the measurement. The product of all
efficiencies and acceptance is

ε = Acc εSPS εspectro εtrig εCEDAR εrec (25)

In this expression, Acc (0.4) is the geometrical acceptance of the spectrometer for the considered dimuon-
mass range, and εX contains the estimated efficiencies of beam extraction (0.85), experiment data-taking
availability (0.8), trigger (0.8), CEDARs (0.9) and dimuon offline reconstruction (0.8). The considered
values take into account the experience gathered during earlier measurements in fixed-target mode at the
SPS M2 beam line. The global efficiency is estimated to be ε = 0.16 .

In order to minimize the systematic uncertainties when evaluating Eqs. 21 and 22, precise cross-section
determinations are required. We aim at absolute cross-section measurements at the level of a 3%
systematic uncertainty. A cross check of the relative normalisation can be performed by comparing the
J/ψ cross sections for π− and π+, as for isoscalar targets the J/ψ cross section does not depend on the
charge of the incident meson. The cross-section ratio for π− and π+-induced J/ψ production on a platinum
target was measured to be (1.016 ± 0.006) by NA3 [76].

Figure 22 shows accuracy estimates for the ratio Σsea/Σval as a function of xπ , in the dimuon mass
range 4.3 < Mµµ/(GeV/c

2)< 8.5, which is a background-free Drell-Yan mass range. The dimuon mass
range 4.0 < Mµµ/(GeV/c

2)< 8.5, accessible with an improved mass resolution thanks to new vertex
detectors, is also represented. The curves labelled SMRS represent the predictions [80] for three possible
contributions of the sea quarks to the pion momentum, ranging from 10% to 20%. The three different
assumptions for the pion sea yield increasingly different predictions for xπ values below 0.5. The shaded
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Figure 22: The ratio Σsea/Σval as a function of xπ , using three different sea-quark distributions from [80] for two
mass ranges. The ratio is also calculated with the sea-quark distribution from [85], which includes leading-neutron
DIS data from ZEUS [83] and H1 [84]. The shown statistical accuracy is expected when using the data-taking
conditions presented in the text. The blue shaded area is the uncertainty derived from the statistics quoted in the
NA3 paper [52].

area represents the uncertainty band on the sea distribution as estimated from the sea-valence separation
of NA3 that is based solely on their own data.

In Table 7, the achievable statistics for a running period of two years, i.e. 2 × 140 days is compared to
the Drell-Yan statistics of earlier experiments. In the experimental conditions assumed above, the sea
contribution to the pion momentum could be evaluated with an accuracy better than 5%.

The Drell-Yan mass range considered in Table 7 is adequate for a mass resolution of the order of 200
MeV/c2. For events originating from the carbon target, the background contamination to the Drell-Yan
signal is estimated to be below 5%. As will be explained in Sec. 5.4, the inclusion of a target telescope in
the setup, with fast and highly granular (possibly pixelized) detectors in between the target cells, improves
significantly the muon tracking upstream of the hadron absorber, and it positively impacts the vertexing
precision and consequently the dimuon mass resolution. The simulations presently available using such
an improved setup indicate that a resolution of the order of 100 MeV/c2 can be expected, in which case
the mass interval for a pure Drell-Yan sample can be safely enlarged to 4.0 < Mµµ(/(GeV/c2

)) < 8.5 ,
which would lead to an increase in statistics by 35%.

Recently developed techniques of data analysis, as e.g. machine-learning, are planned to be employed in
order to disentangle the different physics contributions to the dimuon mass spectrum. Machine-learning
algorithms allow for the multidimensional clusterisation of data, by simultaneously parametrising over
a chosen set of physics variables. Such new methods are presently being developed and tested with the
Compass Drell-Yan data. Monte-Carlo data is used to train deep neural networks that classify each event
according to its probability to originate from a particular physics process. Two types of approaches can be
followed, either by selecting the probability value, above which events can be safely considered as signal,
or by using all events weighted by their probabilities to be signal or background. With such techniques,
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Table 7: Statistics collected by earlier experiments (top rows), compared with the achievable statistics of the
proposed experiment (bottom rows), in 213 days (π+ beam) + 67 days (π− beam).

Experiment Target type Beam energy (GeV) Beam type Beam intensity (part/sec) DY mass (GeV/c2) DY events

E615 20 cm W 252 π+ 17.6 × 107
4.05 – 8.55 5000

π− 18.6 × 107 30000

NA3
30 cm H2 200 π+ 2.0 × 107

4.1 – 8.5 40
π− 3.0 × 107 121

6 cm Pt 200 π+ 2.0 × 107
4.2 – 8.5 1767

π− 3.0 × 107 4961

NA10

120 cm D2
286

π− 65 × 107 4.2 – 8.5 7800
140 4.35 – 8.5 3200

12 cm W
286

π− 65 × 107
4.2 – 8.5 49600

194 4.07 – 8.5 155000
140 4.35 – 8.5 29300

COMPASS 2015 110 cm NH3 190 π− 7.0 × 107 4.3 – 8.5 35000
COMPASS 2018 52000

This exp

75 cm C
190 π+ 1.7 × 107 4.3 – 8.5 21700

4.0 – 8.5 31000

190 π− 6.8 × 107 4.3 – 8.5 67000
4.0 – 8.5 91100

12 cm W
190 π+ 0.4 × 107 4.3 – 8.5 8300

4.0 – 8.5 11700

190 π− 1.6 × 107 4.3 – 8.5 24100
4.0 – 8.5 32100

the analysis can be extended beyond the traditionally considered “Drell-Yan safe mass range", to an
enlarged region where the Drell-Yan process is still dominant. Research in the field of machine-learning
techniques applied to particle physics has seen enormous and very fast progress in recent years, making
it realistic to consider their use in our proposed measurement.

3.3 Drell-Yan nuclear-dependence studies v2(++)

The parton distributions in a bound nucleon differ from those in a free nucleon. Experimental evidence
of this fact was first observed by the European Muon Collaboration (EMC) in 1983 [75]. Deep inelastic
scattering of a lepton off a heavy nuclear target, when compared to using a deuterium target, revealed
a drop in the cross-section ratio as the momentum fraction of the struck parton increases above 0.2 .
Such behaviour is contradicting the (naively) expected rise due to Fermi motion in the nucleon. This
so-called EMC effect was later confirmed by an impressive amount of DIS measurements carried out in
several laboratories around the world [91, 92], revealing a plethora of phenomena: (1) a “shadowing"
region (x <∼ 0.06), (2) an “antishadowing" region (0.06 <∼ x <∼ 0.3), (3) the “EMC-effect region"
(0.3 <∼ x <∼ 0.8), and (4) the region where the Fermi motion behaviour dominates (x >∼ 0.8) [92]. On the
theoretical side, many models have been proposed to explain the physics behind each of these regimes,
in particular for the “EMC effect region", for which a satisfactory explanation is still missing [93]. The
situation has recently become more perplexing, after a JLab experiment on light nuclei [94] provided
evidence that the nuclear dependence is not only a function of the atomic number or the mean nuclear
density.

A possible flavour dependence of the differences between nucleon and nuclei PDFs is one of the presently
open questions. Inclusive DIS experiments are in this respect not helpful, since they are only sensitive to
the charge-weighted sum of the quark and antiquark distributions. On the contrary, if nuclear effects are
different for up and down quarks, the Drell-Yan process might be an ideal tool to figure this out as with
opposite pion beam charges one or the other valence quark distribution is preferentially probed. This fact
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Fig. 4. The different LO valence-quark contributions to R−
W/D (upper panels) and the 

valence quark nuclear modification factors (lower panels) at factorization scale Q =
5 GeV. Solid lines correspond to the EPS09 (blue) and nCTEQ15 (green) central sets 
and dotted lines indicate the error sets 25 and 26 of the nCTEQ15. The uncertainty 
bands are shown as green (nCTEQ15) and blue (EPS09) bands. (For interpretation 
of the references to color in this figure legend, the reader is referred to the web 
version of this article.)

at factorization scale Q = 5 GeV. We find that EPS09 and nCTEQ15 
agree on RW

V-isoscalar, which is well constrained in both analyses, 
but there is a slight disagreement on RW

V-nonisoscalar . In addition, we 
see that nCTEQ15 has significantly larger error bands in both of 
these components. To study this difference in more detail, we plot 
in Fig. 4 also the nCTEQ15 error sets 25 and 26, which give the 
largest deviations from the central-set predictions. We can make 
two observations: First, from the lower panels in Fig. 4, we see 
that these two error sets are related to the nuclear modifications 
of u and d valence quarks with set 25 giving the most extreme dif-
ference, and set 26 being closer to uniform modifications. Second, 
from the upper panels in Fig. 4, we find that the deviations from 
the central prediction are in the same direction for both RW

V-isoscalar
and RW

V-nonisoscalar (upwards for set 25, downwards for set 26), and 
combine additively in Equation (11) thereby explaining the larger 
error bands seen in Fig. 3.

It is now evident that the studied observables are sensitive to 
the mutual differences between u and d valence quark nuclear 
modifications. On one hand, the EPS09 error sets underestimate 
the true uncertainty because flavor dependence of valence quark 
nuclear modifications was not allowed in that particular analysis. 
On the other hand, the nCTEQ15 error bands are large since the 
flavor dependence was allowed, but not well constrained in their 
analysis. The size of nCTEQ15 error bands suggest that the pion–
nucleus Drell–Yan data can have some constraining power on the 
difference of valence modifications. Indeed, in Fig. 5 we plot the 
predictions using the nCTEQ15 error sets 25 and 26, and observe 
that the most extreme deviation from identical nuclear modifica-
tions of u and d quarks given by set 25 is disfavored by NA3 and 
NA10 data.

In addition to the NA3, NA10 and E615 data we have stud-
ied also the results from the Omega experiment [26]. The data 
at 

√
s = 8.7 GeV as a function of the lepton pair invariant mass 

are shown in Fig. 6 for xF ≡ 2p∗
L√
s

> 0, where p∗
L is the longitudinal 

momentum of the lepton pair along the beam line in the center-of-
mass frame. We find that the data disagree with theory predictions 
in bins around the J/ψ peak. Furthermore, at low invariant masses 

Fig. 5. As Fig. 3, but with only normalized results shown and the nCTEQ15 error 
sets 25 and 26 (dotted lines) plotted.

Fig. 6. Comparison of the Omega data with predictions using the GRV (blue) and 
SMRS (red) pion parton distributions together with the EPS09 nuclear modifications 
combined to the CT14 proton PDFs and also from using the nCTEQ15 (green) nuclear 
PDFs with the GRV pion PDFs. (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.)

the choice of pion PDFs becomes significant and that especially to-
wards larger invariant masses the data are not precise enough to 
discriminate between the nuclear PDFs. Hence it is not reasonable 
to include this dataset into a global nPDF analysis.

5. Conclusions

We have studied the prospects of including NA3, NA10, E615 
and Omega pion–nucleus Drell–Yan data to global analyses of nu-
clear parton distribution functions. The NA3, NA10 and E615 data 
are compatible (modulo NA10 normalization at lower beam ener-
gies) with modern nPDFs and can thus be used in a global analysis 
without causing significant tension. The Omega data is not com-
patible with the NLO theory predictions and not precise enough to 
be useful in the nPDF analysis. The cross-section ratios used in the 
experiments are largely independent of pion parton distributions 
and hence the inclusion of these data will not impose significant 
new theoretical uncertainties to the analysis. Some sensitivity to 
baseline proton PDFs however still persists. When implementing 
these data to a global analysis, one needs to take into account 
the isospin correction and normalization uncertainty in the NA10 
datasets. This can be done as described above. Motivated by this 

Figure 23: The modification of uv (left) and dv (right) distributions in tungsten, as obtained by the nCTEQ15
global fit in green, and by the EPS09 global fit in blue. Figure from Paakkinen et al. [95]. While nCTEQ15
allows for different up and down-quark modifications in tungsten without data to constrain the flavour-dependence
hypothesis, EPS09 constrains these modifications to be flavour independent.

was raised by several authors, most recently by [95]. The inclusion of pion-induced Drell-Yan data may
have strong impact on global fits of nuclear PDFs. This is illustrated in Fig. 23 where the assumption
of a flavour independence of these differences in the valence distribution in tungsten has been released
by the nCTEQ15 group [96]. The resulting over-estimated green error bands are a consequence of this
under-constrained analysis due to the absence of data effectively constraining the flavour dependence. On
the contrary, the EPS09 [97] extraction shown by the blue band in the figure, which imposes the same
nuclear modifications for up and down quarks, severely underestimates the uncertainties.

In 2016, global fits aiming at the extraction ofmore precise nuclear PDFswere published by the EPPS2016
group [98], which included for the first time the low energy pion-induced Drell-Yan data (from NA3,
NA10 and E615 experiments), as well as very recent W and Z-production data in proton-lead collisions
from CMS and ATLAS, and neutrino DIS data from the CHORUS experiment. However, the impact of
the currently available pion-induced data was not found significant, mainly due to their large statistical
uncertainties and the limited data sets. A new measurement with high statistics and low systematics, as
the one proposed here, could significantly change this scenario.

In order to allow for nuclear-dependence studies, two tungsten cell targets of 6 cm length each are proposed
to be placed downstream of the carbon target discussed above. According to EPPS2016, while for carbon
the modifications to the valence quark PDFs are of the order of 5% or lower, tungsten is exhibiting much
stronger effects. These two target materials provide hence a good lever arm in the atomic number for
nuclear studies. The achievable statistics in a two-year measurement is presented in Table 7 for a carbon
target of 1.4 pion-interaction length, followed by a one pion-interaction-length tungsten target, and with
the experimental conditions described in Sec.3.2.

The projected statistical uncertainties on the Drell-Yan cross-section ratio of positive-over-negative pion
beam polarity on tungsten are shown in the top panel of Fig. 24. The results are compared to the previous
measurement performed by E615 [99] and to a leading-order calculation using two recent nuclear PDFs.
The bottom panel of this figure shows another observable introduced by [100], σ

π−W
−σπ+W

σπ−C
−σπ+C

, where the
sensitivity to the nuclear valence asymmetry is enhanced as it can be inferred from the larger error bands.
This new observable makes the best usage of the statistics to be collected by the proposed experiment.

Among the theory attempts to explain the mechanism leading to flavour-dependent nuclear PDFs, the
Cloet-Bentz-Thomas (CBT) model [101, 102] is successful in so far as it is able to account [102] for
a large fraction of the so-called NuTeV anomaly of the weak mixing angle. An important feature of
this model, which is based on the Nambu-Jona-Lasinio (NJL) approach, is that for nuclei with N>Z,
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Figure 24: Top panel: Drell-Yan cross-section ratio for positive-over-negative pion beam polarity, shown vs. xN .
The expected statistical uncertainties from the proposed experiment (shown as full red dots) are compared to E615
results and two sets of nuclear PDFs. Bottom panel: Drell-Yan ratio of the cross-section beam-charge differences
for tungsten over carbon, shown vs. xN . The expected accuracy of the proposed experiment is shown together with
two sets of nuclear PDFs.

the isovector mean field affects the lighter quarks differently as compared to the heavier ones, leading
to the prediction of different nuclear modifications for up and down quarks. The very good accuracy of
the proposed measurement on the cross-section ratio σπ

+W
/σπ

−W (see Fig. 24) will have an important
discriminating power for such CBT-types of analyses.

The observation of jet quenching phenomenon in heavy ions collisions at LHC and RHIC highlighted
the role of radiation energy loss effects of quarks and gluons propagating in a QCD medium, see Refs.
[103–105]. Studying hard processes in hadron-nucleus collisions provides another way of understanding
the mechanism of nuclear suppression. The nuclear medium in this case, i.e. cold nuclear matter, is
simpler as its density and size are known. A recent analysis [106] of the available fixed-target Drell-Yan
data in proton-nucleus and pion-nucleus collisions demonstrated that the energy loss plays a key role in
the interpretation of the measured heavy-over-light-target cross-section ratios. Except at very large xF ,
the suppression observed by the E866 experiment [107] at 800 GeV/c originates mostly from nuclear
PDFs. In contrast, for lower incident momenta the energy-loss effect becomes dominant over the effects
of nuclear PDFs. This conclusion is based upon data from NA10 [108] for a 140 GeV/c pion beam and
E906 [109] for a 120 GeV/c proton beam.

The large statistics dimuon data discussed in this proposal can be used for studying the interaction between
the initial beam parton and the nuclear medium. The authors of Ref. [106] provide predictions for the
xF -dependent Drell-Yan ratio of tungsten to carbon for a 190 GeV/c momentum pion beam, as illustrated
in Fig. 25. The predicted ratio shows that for large values of xF Amber data become sensitive to the
energy loss, whereas the effect of the nuclear PDFs remains nearly constant.

The energy-loss effect can be further quantified by comparing Drell-Yan and J/ψ production data. In
the Drell-Yan case only the initial parton undergoes gluon emission in the nuclear medium, whereas for
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Figure 25: Projected uncertainties on the pion-induced DY cross-section ratio of 184W to 12C as a function of
xF . The dashed line accounts for the different number of neutrons and protons in 184W. The blue and red bands
represent the effect of the nuclear PDFs [95] and energy loss effects, respectively, together with the uncertainties on
their determination. The energy-loss uncertainty comes from the uncertainty on the pion PDFs. Figure provided
by the authors of Ref. [106].

J/ψ production both initial and final partons contribute. Due to the different colour factors, a strong J/ψ
suppression is observed at both fixed-target and collider energies [110]. For the two processes the energy
loss is described by one single parameter, i.e. the transport coefficient. Since the transport coefficient is
inferred from the data, the accuracy on its value is related to the uncertainty of the measurement. The
large statistics expected by Amber (∼ 1.8 M events on 12C and ∼ 7 × 105 events on 184W) will therefore
provide cross-section ratios with high accuracy, allowing for a strong experimental constraint on the
transport coefficient.

The same conclusions should be reached by analysing the transverse momentum distributions in both
Drell-Yan and J/ψ processes. In a way similar to the xF distributions, the pT distributions of these
processes are modified due to the transverse kick resulting from the soft gluon emission in the nuclear
medium (Cronin effect). Since the magnitude and the broadening of the Cronin effect are also connected
to the transport coefficient and depend on the colour charge, a comparison between the 12C and 184W
targets should serve as a cross check of the value of the transport coefficient determined as explained
above.

3.4 Charmonium studies

3.4.1 J/ψ production as a probe of hadron formation mechanisms v2(+)

Quarkonium production is a classical case study for the understanding of QCD bound-state formation.
Non-relativistic QCD (NRQCD) addresses its description assuming the factorization of short- and long-
distance effects in the limit of small relative velocity (v) of the heavy quark and antiquark (QQ) forming
the bound state [111]. Perturbative calculations fix the kinematics-dependent short-distance production
cross sections ofQQ production for the relevant spin, angular-momentum (S, L, J = 0, 1, 2, . . .) and colour
(c = 1, 8) configurations QQ(2S+1L[c]J ). The nonperturbative evolution of such pre-resonance states to the
observedmeson is described, for each quarkonium state, by a set of constant and “universal" long-distance
matrix elements (LDMEs). According to an expansion in powers of v, only a few leading QQ(2S+1L[c]J )

terms are considered. Their LDMEs are not calculated directly, but determined by comparison with
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experimental results at collider energies. The analysis of fixed-target experiments [112] indicates that the
resulting color-octet LDMEs must be reduced by an order of magnitude in order to explain the J/ψ and
ψ(2S)-production cross-section data, an observation that challenges [113] the NRQCD factorisation at
the lowest values of pT .

An alternative framework is the colour-evaporation model (CEM) [114, 115], starting from the same
“factorization” hypothesis but making no distinction between QQ colour and angular momentum config-
urations: one universal hadronization factor per quarkonium state, equal for all underlying sub-processes,
multiplies the short- distance QQ production cross section. The two theoretical approaches represent dif-
ferent answers to the fundamental question: how are the observable kinematic properties of the produced
quarkonium related to the quantum state of the unobservable QQ pre-resonance? Their predictions are,
in principle, different, because the several contributing short-distance processes are weighted differently.
The two approaches are not necessarily mutually exclusive [116]. It is an open question, which of the two
describes the data better. On the one hand, NRQCD is a rigorous effective theory designed starting from
the QCD Lagrangian. After decades-long inconsistencies [117] with Tevatron and, recently, LHC data,
concerning in particular the polarisation [118], it was shown that NLO calculations can accommodate the
observed lack of polarisation [119] and describe well the surprising state-independence of the pT/M dis-
tributions of mid-rapidity LHC data [120], where M is the quarkonium mass. The seemingly higher level
of complexity of the theory description with respect to the simplicity of the data patterns raises, however,
questions about the naturalness of the assumed QQ(2S+1L[c]J ) expansion [121]. On the other hand, the
CEMwith its empirical formulation where all states have by construction the same kinematic distributions
and the spin states of the QQ pre-resonances are averaged out without assuming any hierarchy, seems, a
priori, to naturally fit the simplicity of the universal/unpolarised scenario of the LHCmeasurements. The
traditional CEM was recently enhanced [122] to include intermediate heavy quark-antiquark pairs with
invariant masses larger than the mass of the quarkonium state. The Improved CEM (ICEM) provides
results in good agreement with the data, in particular for the J/ψ and ψ(2S) pT -spectra. Employing the
kT -factorization approach, the ICEM was also used to calculate [123] the pT -dependence of prompt J/ψ
polarisation at both collider and fixed-target energies.

The proposed experiment focuses on the pT < M(J/ψ) domain, complementary to that explored by LHC
data. This kinematic region is dominated by the 2 → 1 partonic processes qq̄ → J/ψ and gg → J/ψ,
where the quarkonium is produced without recoil object. In this limit, the mass and measured laboratory
momentum of the observed meson fully constrain the momenta of the colliding partons through the
relations x1 − x2 = xF and x1x2 = M(J/ψ)2/s, modified with M2

→ M2
T = M2

+ p2
T when the intrinsic

parton transverse momenta are taken into account, with | ®kT1 +
®kT2 | = pT. In fact, the short-distance

partonic cross sections of qq̄, gg → QQ are constant and the observed kinematic dependencies directly
reflect the shapes of the parton distribution functions. Moreover, the intrinsic polarisation of the colliding
partons are transferred directly to the produced J/ψ, determining a preferred angularmomentumprojection
Jz = ±1 for qq̄ and Jz = 0 for gg along the relative direction of the colliding partons, corresponding to
values λ = +1 and −1 of the polar- anisotropy parameter, respectively, for the dilepton decay distribution
of the directly produced J/ψ.

Because of the parton kT, slightly smeared λ values are expected in the Collins-Soper frame. While the
feed-down from ψ(2S) does not change the picture, the one from χc states reduces further the magnitudes
of λ values expected in the qq̄ and gg cases, because the relation between Jz state and λ is very different
for the J/ψ coming from χc decays: for example, a χc1 having Jz = ±1 (Jz = 0) produces a J/ψ having
λ = −1/3 (λ = +1), with even an inversion of sign with respect to the direct J/ψ case [124,125].

The above considerations are independent of the hadronization model. Therefore, in the low-pT, 2→ 1
dominance limit no substantial differences are expected between the NRQCD and CEM predictions of the
xF distributions and polarisations of the individual qq̄ and gg terms. However, the two approaches differ
at least formally in the hadronization factors. These weigh the relevant sub-processes, thereby possibly
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Figure 26: Top panel: Pion-induced J/ψ cross section prediction for a 12C target computed with the ICEM model
of Ref. [123] (black line). The red and blue lines show the qq̄ and gg contributions, respectively. Bottom panel:
estimated relative uncertainties in the proposed experiment.

determining in the two cases different mixtures of the qq̄ and gg contributions and therefore different
observed xF distributions and polarisations.

A comparison of the different models to the measured xF distribution (in different pT regions) and
polarization (as a function of xF) will represent a thorough test of the theory of quarkonium production in
the low-pT domain. This addresses, on the one hand, the factorization ansatz and, on the other hand, the
two hadronization models with their (possibly different) predictions for the qq̄ and gg contributions to the
J/ψ yield. This goal can be achieved with a high-statistics measurement, sensitive to the shape differences
between the qq̄ and gg xF-differential cross sections and to the differences between the corresponding
decay angular distributions.

Predictions of NRQCD [126, 127] and the most recent CEM [123] models for the low-pT domain
exist at LO in the kT-factorization approach, including effects of gluon radiations and intrinsic transverse
momenta. Figure 26 displays the xF dependence of the charmonium production cross section as calculated
using the improved CEM (ICEM) model of Ref. [123]. The calculation was performed at

√
s = 18 GeV,

using the CT10 global fit [128] for the nucleon and the GRS99 global fit [82] for the pion. The cross
section is dominated by the gg component, except for xF > 0.8 where the qq̄ term becomes larger. The
remaining qg contribution, also included in the calculation, is a small correction. The calculation also
includes a kT- factorization allowing for a pT -dependence of the results. The ICEM-model scale factor
was fixed to 2.04%. The authors also quote the uncertainties due to the variation of the charm quark mass
between 1.2 and 1.5 GeV. The mass uncertainty essentially shifts the prediction up or down, but can be
absorbed in the overall scale factor.

The bottom panel of Fig. 26 shows the statistical precision of the proposed charmonium measurement,
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assuming 1 × 106 reconstructed J/ψ mesons obtained using a positive pion beam. The error bars of the
data points represent the statistical uncertainties only. The main sources of systematic uncertainties, e.g.
luminosity, only contribute to the overall normalisation of the data. The shape of the xF distribution
should therefore be determined with minimized systematic uncertainties that could result from possible
non uniformity of the detector or trigger efficiencies. Additional systematic uncertainties may result
from the identification of the incident particles, as for the positive hadron beam pions are not the main
component. However, purity and efficiency for this identification should not affect the final state of the
reaction.

3.4.2 J/ψ measurements as constraints on the PDFs of the pion

After validation of the hadronization model within the limits of the precision allowed by the current
knowledge of the PDFs, themeasurement itself can be used as a new constraint on the relative contributions
of the qq̄ and gg PDF components and, using the polarisation as constraint, even on their kinematic
shapes. In the energy domain of the proposed Amber experiment and for sufficiently high xF values, the
qq̄ component has a magnitude comparable or larger to that of the gg component. More precisely, the
relative amount of both components is given by the overall amplitude and shape of the corresponding
quark and gluon densities in the Bjorken x region between 0.05 and 0.95 for the pion and between 0.05
and 0.4 for the nucleon. Since the nucleon PDFs are well known, the data may be used to infer the gluon
distribution in the pion, obviously within the uncertainties of the hadronization model.
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Figure 27: Pion-induced J/ψ production cross sections computed with the ordinary CEM at LO using the CTEQ6L
nucleon PDFs and the GRV-NLO fit for the pion PDFs (left panel) or the JAM18 pion PDFs (right panel).

Figure 27 shows the standard CEM predictions for pion-induced J/ψ production on a 12C target using for
the pion PDFs either the GRV [81] (left panel) or the JAM [61] (right panel) global fits. The very recent
JAM global fit includes leading neutron data (LN) from HERA, in addition to the available pion-induced
Drell-Yan data. Since the LN data are taken at lower x values, they provide additional experimental
constraints for the gluon and sea densities. In both calculations, nucleon PDFs from the CTEQ6L
parameterisation are used. In the calculation with the GRV PDFs the qq̄ term becomes dominant only
beyond xF = 0.65, whereas in the calculation with the JAM PDFs, it dominates for all positive xF values.
This striking difference is a direct consequence of the different gluon and valence quark densities in
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the two parameterisations. The difference between the two global fits can be quantified by quoting the
corresponding first moments. At a scale ofQ2

= 5 (GeV/c)2, the gluons contribute for 0.50 and 0.35±0.02
in the total momentum fraction for the GRV and JAM PDFs, respectively. The corresponding values for
the valence quarks are 0.38 for GRV and 0.48 ± 0.01 for JAM.
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Figure 28: Pion-induced J/ψ polarisation as a function of xF. The polarisation was computed assuming the ICEM
average polarisation values of 0.4 for the qq̄ and -0.6 for the gg contributions (Cheung and Vogt, priv. comm.).
The pion PDFs are those of the GRV (red curve) and JAM (blue curve) parameterisations. The data points indicate
the statistical accuracy achievable with the experimental assumptions described in the text.

The ICEM model also provides predictions for the average J/ψ polarisation: in the Collins-Soper frame
the polarisation are λ ' +0.4 and −0.6 for the qq̄ and gg components, respectively. These predictions
include the contributions of feed-down from χc1 and χc2. Interestingly, the model dependence of such
predictions is minimal. As mentioned in Sec. 3.4.1, they simply follow, as a matter of fact, from angular
momentum conservation and the spin/coupling properties of the colliding partons. For example, qq̄
production (with no associated recoil) produces a polarised state with Jz = ±1 angular momentum
projection, because of helicity conservation in the coupling of light- quarks to gluons. This corresponds
to λ = +1 for directly produced J/ψ and λ = −1/3 for J/ψ coming from either χc1 or χc2 decays [124].
The quoted λ ' +0.4 combines these numbers using a χc feed-down fraction of around 35%.

The large polarisation difference between the qq̄ and gg components, ∆λ ' 1, can be used as an additional
constraint to determine their individual contributions and, therefore, to test J/ψ hadronisation models.
The strong dependence of λ on the xF-dependent relative contribution of the qq̄ and gg components is
illustrated in Fig. 28. The prediction using either GRV or JAM pion PDFs differ by as much as 0.4; this
difference is to be compared with expected statistical uncertainties of about 0.02-0.03. The systematic
uncertainties on the polarisation measurement are more difficult to quantify. Preliminary analysis of the
data presently available shows that they are limited to 0.05 or less.

3.5 Proposed charmonia measurements

Charmonium data will be collected simultaneously with the Drell-Yan data, using the same setup and the
same trigger system. Most of the time data will be taken using a positive hadron beam, as the fraction
of pions in the positive beam is only 24% . A similar amount of Drell-Yan data will be collected with a
negative hadron beam, in which the pions contribute for nearly 97%.
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3.5.1 J/ψ measurements v2(++)

For an incident beam momentum of 190 GeV/c on a 12C target, and considering the dimuon mass range
3.0 < Mµµ /(GeV/c2

) < 3.3 GeV/c2, about 1.2 × 106 J/ψ events are expected for the positive pion
fraction of the beam and about 1.8× 106 J/ψ events for the negative pion fraction of the beam (assuming
a positive/negative pion beam sharing as quoted in Sec. 3.2.2). The counting rates are based on the
assumption that for an isoscalar target and assuming charge symmetry, the positive and negative pion-
induced J/ψ-production cross sections are equal. For the two 6 cm long tungsten targets, the corresponding
number of events is 5 × 105 and 7 × 105 for the positive and negative pion beam, respectively.

At this incident momentum, the positive hadron beam reaching EHN2 contains 74.6% of protons, three
times the pion fraction. Since the proton-induced integrated cross section is about half of the pion-induced
one [76] and accounting for the larger proton beam attenuation, the number of the corresponding J/ψ
events should reach 1.5 × 106 for the 12C targets and about 0.7 × 106 for the W targets. Analysed in
parallel with the pion data, the large statistics of identified protons will allow for complementary studies
of the charmonium production mechanism. In addition, serving as a reference, the well-known proton
PDFs should provide further confidence in assessing the model dependence in the extraction of the pion
parton densities.

The number of charmonium events given above assume experimental acceptance and efficiency correc-
tions similar or identical to the ones that apply to the Drell-Yan data sets, as described in Sec. 3.2.2. Table 8
summarises the expected statistics and compares them with the largest fixed-target data sets available.
We also note that some of the collaborations didn’t publish their cross sections (e.g. NA3), didn’t provide
xF and pT dependent distributions (e.g. NA50,NA51), or only studied A-dependent ratios (e.g. E866).
These observations provide further impetus for extensive studies on all charmonium observables with
three different beam particles and two targets, all within the same experiment.

3.5.2 ψ(2S) measurements

Access to the ψ(2S) state strongly relies on the mass resolution. The proposed set of vertex detectors
will allow for tracking in the vicinity of the targets and therefore provide a clear separation from the
J/ψ peak. Although the magnitude of the ψ(2S) is an order of magnitude smaller than that of the J/ψ,
a high statistical precision can potentially be reached in the cross section as a function of xF and in the
polarisation determination. Such measurements would represent a crucial advance with respect to the
present dimuon physics program of Compass. On one hand, ψ(2S) data represent a more straightforward
test of production models, since the comparison does not involve a disentangling of the unmeasured χc1
and χc2 feed-down contributions with their unknown long-distance factors, necessary in the J/ψ case.
Moreover, the relation between the yields of quarkonium states of different masses provides interesting
model-independent indications on the hadronisation mechanisms and on the validity of the factorisation
hypothesis, based simply on dimensional scaling [135]. In particular, relative ψ(2S)/J/ψ production
measurements directly constrain the ratio of the ψ(2S) and J/ψ long-distance factors, for which NRQCD
and the improved CEM give (at least conceptually) very different predictions, which are based on velocity
scaling and on the distance in mass from the di-meson threshold, respectively.

The ψ(2S) polarisation is also a stronger discriminant of the qq̄ and gg yields with respect to the J/ψ
case, since without any feed-down smearing the two corresponding anisotropies are expected to approach
the maximum opposite values of λ = +1 and −1, respectively. An estimate of the achievable statistical
accuracy on the polarisation value is obtained by scaling the J/ψ uncertainties in Fig. 28 by a factor
of about seven, corresponding to the lower number of ψ(2S) events. However, depending on the actual
mass resolution, the final systematic uncertainty may increase, as the tail of the J/ψ peak will have to be
subtracted. Still, the expected statistics would be the largest ever measured.

Furthermore, measurements of ψ(2S) and J/ψ with different targets open a window of opportunity on
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Table 8: Statistics collected by earlier pion and proton-induced experiments (top rows), compared with the
achievable statistics of the proposed experiment (bottom rows), in 213 days (π+ and p beam) + 67 days (π− beam).
Only experiments that report number of events larger than 105 are quoted, except if they are part of the same
publication. The number of events collected by COMPASS in 2015 and 2018 is an estimation based on the ongoing
data analysis.

Experiment Target type Beam energy (GeV) Beam type J/ψ events

NA3 [76] Pt

150 π− 601000
280 π− 511000

200 π+ 131000
π− 105000

E789 [129,130] Cu
800 p

200000
Au 110000
Be 45000

E866 [131]
Be

800 p 3000000Fe
Cu

NA50 [132]

Be

450 p

124700
Al 100700
Cu 130600
Ag 132100
W 78100

NA51 [133] p 450 p 301000
d 312000

HERA-B [134] C 920 p 152000

COMPASS 2015 110 cm NH3 190 π−
1000000

COMPASS 2018 1500000

This exp

75 cm C 190
π+ 1200000
π− 1800000
p 1500000

12 cm W 190
π+ 500000
π− 700000
p 700000

the study of the final-state effects in the nuclear modification of quarkonium production. Such effects
are of crucial interest as they are directly related to the mechanisms of bound-state formation. However,
other quantitatively more important effects as PDF modifications and quark-energy loss dominate the
individual J/ψ nuclear modification. In the ψ(2S)-to-J/ψ yield ratio initial-state effects cancel, and
it becomes possible to observe how the formation of the two different bound states is affected by the
presence of the nuclear matter.

3.6 Systematic uncertainties affecting Drell-Yan and Charmonia measurements v2(+)

As with any absolute cross-section measurement, control over the systematic uncertainties is of crucial
importance. One of the main difficulties frequently mentioned in global fit analyses addressing the pion
structure is the lack of information given by earlier pion-induced Drell-Yan experiments on the systematic
uncertainties that affect their results. Although a full account of all components of the experimental
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systematics is not possible at this stage of the project, several contributions are certainly present in the
proposed measurement:

– assumption on the beam momentum,

– CEDAR particle identification,

– Drell-Yan induced by secondarily produced hadrons,

– trigger efficiency,

– smearing and acceptance effects,

– model related uncertainties,

– nuclear effects.

Given the common aspects between the Drell-Yan measurements from the Compass experiment and the
ones proposed here, some of these factors are already studied and reliable numbers can be used. This is
the case for the assumption on the beam momentum, which has a negligible effect. As in the Compass
case, no beam momentum station is foreseen for the Amber Drell-Yan measurements. A hadron beam
momentum of 190GeV/c is assumed in the event reconstruction according to the value resulting from
the adopted beam optics in the M2 beam line. This average value was confirmed from a dedicated
Compass data-taking period using the Beam Momentum Station (BMS) to measure the momentum of a
lower-than-nominal intensity negative hadron beam. A 2% beam momentum spread was obtained. This
spread does not affect the cross-section results.

One aspect of the proposed Drell-Yan measurement is the beam particle identification using two CEDAR
detectors installed upstream of EHN2. The high intensity as well as the beam divergence limit the particle
identification efficiency and purity. A careful tuning of the beam optics, alignment of the CEDARs and
an adequate read-out system maximise the performance of the detector, see Sec. 5.2.3 for instrumentation
details. The most difficult task is the proper discrimination between pions and kaons. However, given the
fact that the kaon component in the beam represents less than 6% of the pion intensity for both positive
and negative beams, the kaon contamination is highly suppressed and contributes only marginally to the
systematic uncertainties. Themost dangerous component is the contribution from the proton beam, which
is three times more intense than the positive pion beam, as shown in Fig. 21. However, the discrimination
between these two components is easier than in the pion-kaon case, as the Cherenkov rings of pions and
protons are separated by about 0.9mm allowing for an opening of the diaphragm that maximises the
efficiency of the detector without compromising the purity.

Drell-Yan events induced by secondarily produced hadrons in the carbon and especially in the tungsten
target are one of the sources of systematic uncertainty. This contamination in carbon is estimated in the
order of 5%, and results in events with distorted kinematics (since the nominal beam intensity is assumed
at reconstruction level), in particular at large xF , and to an over-estimation of the cross section. In order
to minimise this effect, short target cells are proposed. The quantification of the impact of this effect to
the proposed measurements will be the subject of dedicated Monte-Carlo studies.

The determination of the flux will be based on reconstructed beam tracks from the same scintillating
fibre detectors of fast response and fine pitch as used for physics analysis of Drell-Yan events, but from
random trigger events. Most systematic effects (detector and reconstruction efficiencies) cancel out in the
ratio with physics events, keeping the systematic uncertainties on the cross-section measurement from
the luminosity normalisation within a few percent. A dimuon trigger based on hodoscopes, in a scheme
very similar to the one used in the Compass Drell-Yan measurement, is foreseen for Amber. But as
explained in Sec. 5.4.3, the adoption of a new DAQ scheme with several trigger levels (from trigger-less
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data acquisition "level-0" trigger to dimuon vertex reconstruction on-the-fly "level-2" trigger) eliminates
the limitations of the DAQ lifetime and long dead-times derived from the inclusion of veto signals from
the beam halo into the trigger logic. In addition to the increased efficiency of data collection, it removes
the systematic uncertainties in the correction of the veto dead-time, which usually differs among trigger
types. In order to control the proper operation of the trigger system and evaluate its efficiency, random
samples of data will be collected at the different stages of the trigger decision. In addition, a permanent
efficiency monitoring of the trigger read-out chain will be performed, by flashing light signals in front of
the hodoscope slabs and by an additional dimuon calorimeter trigger covering the same acceptance of the
hodoscopes system.

Model related uncertainties may affect the quantification of the background present in the Drell-Yan and
J/ψ data. This issue is of particular importance in the proposed J/ψ analysis, where the assumptions
on the production mechanisms present at generator level may lead to a systematic uncertainty affecting
the acceptance corrections, the momentum fractions xπ , xN and the Feynman-variable assignments for
the analysed events. A quantitative assessment of the impact of model assumptions will be done from
dedicated Monte-Carlo studies with a full simulation of the apparatus and its response.

Nuclear effects on carbon were measured on carbon from DIS interactions. The impact of carbon nuclear
effects to the Σsea/Σval measurement is estimated by propagating the uncertainties associated to nuclear
PDFs (nCTEQ). A non-negligible systematic uncertainty is expected for xπ > 0.2, at the level of 4%.

Altogether, the systematic uncertainty of the proposed Drell-Yan measurement is expected to be much
smaller than the estimated statistical uncertainty.

3.7 Setup and running plan v2(+)

CERN is presently the only place in the world where high-energy and high-intensity hadron beams of
both charges are available. For the phase-1 programme, the hadron beam intensity at the M2 extraction
line is limited by radio-protection (RP) regulations, since the corresponding experimental hall is located
at the ground level. In order to meet the RP requirements, the shielding of the target region must be
improved if higher beam intensities are extracted, which is in principle possible up to a factor of two.
Investigations are underway to study such a possibility, but the estimates presented in Sec. 3.2.2 do not
take into account yet higher beam intensities that may become possible by an improved shielding.

The present Compass apparatus is well suited for high-energy scattering experiments. With the existing
two large forward spectrometers, the setup has a wide geometrical acceptance of about 40% for Drell-
Yan dimuons produced by a 190GeV incoming pion beam. This acceptance compares favourably to
the acceptance of earlier Drell-Yan experiments, which was limited to about 10%. Therefore the setup
proposed for the phase-1 programme follows the conceptual design of the Compass apparatus as it was
used for the Drell-Yan measurements that were performed in 2015 and 2018.

The achievable Drell-Yan statistics reported in Table 7 is given for Drell-Yan pairs with invariant mass in
the mass ranges 4.3 < Mµµ /(GeV/c2

) < 8.5 and 4.0 < Mµµ /(GeV/c2
) < 8.5. These high-mass regions

avoid background from decays of the charmonia resonances as well as from D-meson semi-leptonic
decays, and are practically free from combinatorial background originating from uncorrelated muons.
The relatively large lower limit of the dimuon mass range (4.3 GeV/c2 in the most conservative estimates)
accounts for the poor resolution that is caused by multiple scattering of muons in the hadron absorber
downstream of the target region. This limitation may largely be overcome if vertex detectors with good
space and time resolution will be added to the setup. Using the additional information from such vertex
detectors will allow us to reconstruct outgoing tracks with enough high accuracy to be sufficient for a
more precise vertex reconstruction.

Monte-Carlo studies to define the number, the location and the specifications of such vertex detectors in
this difficult region of highmultiplicity and low redundancy are still ongoing. One of the studied scenarios
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includes five detector stations. Each station measures four coordinates with a spatial resolution of 130 µm
and a time resolution of 400 ps. Three stations are placed between the most downstream carbon target
and the absorber to facilitate the bridging with the tracks reconstructed from the spectrometer, the other
two are placed between the carbon targets. Note that upstream the three carbon targets, a thin tungsten
target (2 cm thick) was included in the simulations in order to simultaneously investigate a possible
optimisation of the targets configuration. Figure 29 illustrates the improvement in vertex reconstruction
for this scenario. It can be clearly seen that by performing tracking upstream of the absorber the location
of the vertex becomes better constrained (blue versus black curves), although there is room for even
further improvement.

350− 300− 250− 200− 150−
Z (cm)

210

310

410
MC Truth

Reco with PR based on MC

Reco with 5 vertex detectors

Reco without Vertex detectors

Figure 29: Vertex reconstruction of Monte-Carlo data with no vertex detectors upstream of the absorber (black
line) and with five vertex detectors (blue line) are compared to the generated distribution in red and to the ideal
reconstruction (tracking algorithm initialised on Monte-Carlo truth) in pink.

With the above described five new vertex detectors and the currently available reconstruction algorithm,
a mass resolution of about 115MeV can be achieved, as shown in Fig. 30. This is to be compared to the
case of ideal reconstruction, i.e.making use of the generated true information, for which a mass resolution
of 80MeV is obtained as the experimentally attainable lower limit. We expect that further improvements
in the reconstruction and optimisation of the setup may allow to eventually reach a mass resolution of
100MeV.

Using additional vertex detectors as described above, the dimuon mass resolution improves by at least
60% as compared to that of the COMPASS Drell-Yan measurements, where an identical hadron absorber
was used. Therefore, it becomes possible to enlarge the mass range for Compass++/Amber Drell-Yan
analyses towards lower values of the dimuon mass.

New analysis tools based on machine-learning techniques are expected to further extend the data analysis
down to the region below 4.3GeV. The setup configuration for the proposed measurements is presented
in Fig. 31. It includes the envisaged vertex detectors, the specification of which is described in Sec. 5.4.

The proposed Drell-Yan physics programme relies on the development of new and improved instrumen-
tation, including:
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Figure 30: Dimuon mass resolution, for the upstream (top left), central (top right) and downstream Carbon target
(bottom). The distributions are fitted by two Gaussians, with parameters given in the insert.

– two CEDAR detectors that are able to operate at high beam intensities and reach a beam-PID
efficiency higher than 90% with high purity;

– beam trackers providing a precise beam reconstruction;

– a dedicated vertex-detection system for improved muon tracking in the target region, providing
excellent vertex resolution;

– a high-efficiency dimuon trigger with target pointing capability;

– a DAQ system capable of processing very high-trigger-rate information

We propose to run for two equivalent years with both positive and negative hadron beams, with a time
share between the two beam charges of 3:1, as explained previously. The target setup will include from
upstream to downstream: (1) a segmented carbon target, (2) a segmented tungsten target and (3) the
tungsten beam plug (not to be used as a target). The new vertex detectors will be placed downstream
of each carbon target cell. The transverse dimension of these detectors must provide coverage for muon
tracking at polar angles θ <∼ 160mrad to match the acceptance of the spectrometer. The requirement of
sufficient statistics to be taken with positive beam charge puts an additional constraint on the choice of the
incident beam momentum. For a nominal momentum of 190 GeV/c, the fraction of the positive pions in
the beam is 24%. This fraction could be further increased by installing a passive polyethylene absorber
along the beam path. Due to different interaction lengths, protons in the beam are more absorbed than
pions. With a 2m long absorber, the NA3 experiment reached a π+ fraction of 36% at 200GeV/c. For an
incident momentum of 190GeV/c, this translates into a pion fraction of about 40%.

In all proposed measurements with negative hadron beams a good separation between pions and kaons
is mandatory. For the positive hadron beam, the challenge is to identify the 24% pions against the most
abundant protons. An excellent beam particle tagging system, with an efficiency at the level of 90%
or higher, is hence crucial for the success of the program. The upgraded CEDARs that are used in the
Compass experiment seem to fulfil these technical requirements.
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In the described experimental conditions, the number of Drell-Yan events that could be collected in two
“years", i.e. two times 140 effective physics data-taking days, would lead to a statistical accuracy better
by an order of magnitude compared to that of NA3.

3.8 Competition and complementarity v2(++)

Studying the pion structure through pion-induced Drell-Yan and charmonium production processes, as
described in this document, is presently without direct competition because high-energy pion beams are
exclusively available at CERN. It is worth noting that the availability of pion-enriched beams of both
charges is an additional advantage here. Although secondary meson beam lines are presently under
construction at the J-PARC facility in Japan, the planned energies of up to 15 GeV remain too low for
extensive studies of the pion structure.

The only alternative way to study meson structure is the Sullivan process, i.e. semi-inclusive Deep
Inelastic Scattering (DIS) off the meson cloud that surrounds the target nucleon. Measuring the scattered
lepton in coincidence with the recoiling nucleon (tagged DIS) opens access to the structure functions of
the undetected meson in specific kinematic regions. This approach is inherently model-dependent as it
relies on the validity of a model describing the meson cloud. The pion structure was studied through
leading-neutron DIS [136] at HERA using electron-proton scattering, covering the Bjorken-x region
below x = 0.1 where gluon and sea PDFs are dominant. The resulting structure function, which is
directly related to the pion sea and gluon distributions, is subject to large model uncertainties that are
mainly related to the normalisation of the pion flux.

The JLab TDIS experiment [72, 137] aims at studying the structure of pions and kaons. They plan to
investigate the pion PDFs in the x region between 0.45 and 0.90, where valence quarks largely dominate,
with an expected statistical accuracy comparable to that of existing DY data. Comparing the pion valence
PDFs measured in alternative approaches by TDIS and Drell-Yan experiments may help to validate the
model-dependent approach of the former. Although approved, the TDIS experiment is not yet (as of Sept.
2019) scheduled for data taking.

Access to the low-x domain, and therefore to sea and gluon PDFs, requires large centre-of-mass energies.
Measurements of the Sullivan process at higher energies are envisaged at the proposed EIC facility to
study the structure of pion and kaon using the tagged DIS technique. A White Paper summarising
the possible meson structure experiments [138] was recently submitted for publication. Given the EIC
decision making and construction schedules, it is unlikely that these experiments could be performed in
the next decade.

Competition for the measurement of the flavour-dependent nuclear modifications, as proposed in this
document, comes from JLab. The recently proposed EMC PVDIS experiment [139] plans to use parity-
violating deep inelastic electron scattering in order to investigate the isovector-dependent EMC effects in
a 48Ca target. The experiment is not yet scheduled for data taking.

The charmonium production measurements proposed in this document follow many others that were
performed in the past. In most of them, proton beams were used, but also pion-induced charmonium data
are available. The measurements proposed here have several advantages. First, they will significantly in-
crease the available statistics, thereby providing the richest sample of fixed-target charmonium production
data available. Secondly, data for both positive-pion and proton beams will be collected simultaneously,
which together with the negative-pion data will allow for extensive studies of formation mechanisms.
Additionally, a large-statistics measurement of the ψ’ will complement the experimental results.
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4 Measurement of antiproton production cross sections for dark matter search

4.1 Physics case v2(+)

Multiple and concurring evidence indicates that the vast majority of the matter content of the universe is
non baryonic and electrically neutral. This constituent of the universe is usually called dark matter (DM),
for its lack of electromagnetic interactions.

The DM surrounds the galaxies and the large structures of the universe, and it is the major constituent of
the gravitational fabric of the universe; the origin and nature of dark matter constitute the most intriguing
puzzle that is completely unresolved. The most appealing hypothesis is that DM consists of weakly-
interacting massive particles (WIMPs), which are presently supposed to be cold thermal relics of the Big
Bang.

The indirect detection of DM is based on the search for the products of DM annihilation or decay.
They should appear as distortions in the gamma-ray spectra or as anomalies in the rare components of
cosmic rays (CRs). In particular cosmic-ray antimatter components, like antiprotons, antideuterons and
positrons, promise to provide sensitivity to DM annihilation products on top of the standard astrophysical
production

χ + χ → qq̄,W−W+, ...→ p̄, d̄, e+, γ, ν, (26)

where χ is a generic symbol for a DM candidate particle.

The search for DM annihilation products motivated the development of new challenging experiments,
either ground-based or in space, which produced spectacular results; among them the AMS-02 [140]
experiment on the International Space Station.

When compared to the predictions of standard models for the production of cosmic positrons [141,142],
the observed excess cannot be uniquely interpreted as a signal of dark matter, since it could be due to
the emission of positrons from galactic pulsars and/or from any nearby astrophysical sources of leptons
[143–147]. The current observed isotropy (or anisotropy) of the cosmic positron flux can hence not be
used to fully disentangle the competing scenarios [148]. The antiproton spectrum therefore remains a
privileged channel for the indirect search for dark matter, and it is considered fundamental to evaluate the
production and propagation uncertainties for antiprotons in the galaxy.

In the following, we briefly discuss how crucial the measurements of antiproton-production cross sections
are for the indirect search of DM, in particular cross sections of antiprotons and antideuterons that can
be produced by secondary beams at accelerators.

Antiproton production cross section The dominant part of the antiprotons in our galaxy originates
from inelastic scattering of incoming cosmic rays off interstellar-medium (ISM) nuclei at rest and repre-
sents the background when searching for small contributions from exotic sources.

After the breakthrough from the satellite-borne PAMELA detector [149], the p̄ flux and the p̄/p ratio
have been measured with the unprecedented accuracy of a few percent by AMS-02 over an energy range
from below 1GeV up to a few hundreds of GeV. These measurements show that above about 60GeV this
ratio is quite flat.

The antiproton (secondary) component generated by cosmic rays is expected to decrease more rapidly
than the primary proton spectrum, however the predictions are affected by several uncertainties. As
shown in Fig. 32, one can identify two main sources of uncertainties which afflict the prediction of
antiprotons for indirect dark matter search: the astrophysical uncertainty due to propagation in the
galaxy and heliosphere [150–157], and the antiproton-production cross section [158–163]. The AMS-
02 measurements will continue contributing to reduce the first one, constraining the propagation of
CRs and refining the diffusion model of CRs in the galaxy and in the solar system. Recent realistic
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Figure 32: Relative uncertainty afflicting the prediction for the p̄ / p ratio, shown in dependence on the rigidity
p/Ze (expressed in GigaVolt): in light blue the up-to-date astrophysical uncertainty derived from [150–152] (based
on AMS-02 data analysis), in dark yellow the mean of the nuclear physics uncertainties estimated in [159,162]. In
black for comparison the AMS-02 measurement uncertainties as reported in [140].

Figure 33: AMS-02 measurements of the p̄/p ratio in cosmic rays as a function of rigidity, as reported in [140]

approaches [150,157], guided by AMS-02 and Voyager-1 interstellar space data [164], have shown great
improvements in modelling CRs. As of now, experimental uncertainties are smaller than the theoretical
ones, and there is an obvious need of a more precise theory for cosmic rays and spallation in the ISM.

In order to be able to profit from the AMS-02 high-precision data, a similar accuracy has to be achieved in
the computation of the p̄ source term for all the production channels. Figure 32 reports the extrapolated
AMS-02 relative uncertainty on the p̄/p ratio.

As shown in figure 33, AMS-02 p̄/p ratio data above 60 GV of rigidity show a substantial independence
from the rigidity itself. Fitting these data with a straight line results in a slope compatible with zero, as
discussed in [140]. When considering this linear model, the overall uncertainty on the measured p̄/p
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Figure 34: Fractional contribution to p̄ production from different interactions on the Inter-Stellar Medium as a
function of the kinetic energy of the produced p̄.

ratio above 60 GV is of about 5%.

In order to obtain a significant sensitivity to DM signals, it is then very important to keep a small
uncertainty on the prediction of cosmic anti-proton produced in the collision with the Inter Stellar
Medium over the whole energy range covered by AMS-02.

Nuclei heavier than proton and helium give a small contribution to the secondary production of cosmic
rays, either as projectiles or targets, and thus they play only a marginal role in the production of secondary
antiprotons [162]. The dominant reactions are those involving protons and Helium (p+ p, p+ 4He, 4He+
p, 4He+4He). As shown in figure 34, the interactions involving 4He as target or projectile represent about
40% of the p̄ production over the whole energy spectrum. Accurate measurements of the p̄ production
cross section in p+p collisions and p+4He collisions are thus of fundamental importance in a wide energy
range from 10 GeV to a few TeV in order to reduce the uncertainty on the secondary p̄ production cross
section and eventually clarify if there is an evidence of exotic components coming from DM annihilation
or decay in the AMS-02 data.

The contribution of anti-neutrons and anti-hyperons decaying to antiprotons has also to be taken into
account, however the total p̄ production cross section can be obtained accurately by re-scaling the prompt
production, i.e.:

σtot = σprompt (2 + ∆IS + 2∆Λ),

where ∆IS is the enhancement factor of antineutron-over-antiproton production due to isospin effects, and
∆Λ is the hyperon factor, which assumes that antiproton and antineutron production from hyperons are
equally abundant. The combined uncertainty arising from antineutron and hyperon-induced production
was evaluated to not exceed 5% and to be energy dependent [165].

The AMS-02 measurement of the p̄/p ratio (not shown) points towards two promising momentum ranges
for DM discovery: 10 − 20 GeV/c and 200 − 300 GeV/c. The first energy window has been recently
studied [166–170], indicating the possible existence of WIMP candidates in the mass range 50 − 90
GeV/c2. The discrepancy observed in the high energy window could originate from the annihilation
products of a heavy, TeV-scale WIMP candidate, as suggested by combining positron and antiproton
production measurements [171].

While on p + p collisions a few experimental data sets are available [172–174], the very first data set
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Figure 35: Top view of the 2009 Compass spectrometer setup for data taking with hadron beams.

on p + 4He collisions was collected at the end of 2015 by the LHCb experiment using 4TeV and 7TeV
protons and a 4He target [175].

The collection of new data using a proton beam with energies ranging between 50 and 280GeV in
conjunction with a 4He (or H) target would allow to extensively characterise the p̄ production spectrum.
This is a key point to derive and/or constrain p̄ production models, which in turn may lead to a further
decrease in the overall uncertainty on the p̄ production cross section.

As will be shown below, the proposed Compass++/Amber experiment at the M2 beam line of the CERN
SPS would be able to collect quickly large statistics on p + p and p + 4He collisions, from which precise
data are expected to emerge that will contribute to significant advances in the search for dark matter.

4.2 Experimental Layout

The spectrometer layout will be based on the Compass set-up used in 2009 with the proton beam and the
40 cm long liquid hydrogen target. The 2009 spectrometer is shown in Fig. 35 and a detailed discussion
of most of the components can be found in [176].

Beam line A secondary positive hadron beam is delivered by the CERN SPS M2 beam line during a
time period of 9.6 s once every 30-48 s, using a 400GeV/c proton beam impinging on a 500mm thick
primary Beryllium production target (T6). The typical particle composition of the hadron component of
the positive beam is given in Table 9.

For beam particle identification, two CEDAR detectors are installed 30 m before the target region. They
were designed to provide fast beam particle identification at high rates for pion/kaon separation up to
300GeV/c and proton identification down to 60GeV/c.

As the ratio of pressure over temperature, p/T , is proportional to(n-1), where n is the refractive index,
the working point of the CEDAR detectors is determined by performing pressure scans. Pressure scan
results with CEDAR1 for a positive hadron beam with at least 4, 6 or 8 PMTs in coincidence is shown in
Fig. 36: from the measured rates and the known beam composition, a particle identification efficiency of
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Table 9: Particle content, in percent, of the beam leaving the 500mm thick primary Beryllium production
target [177].

Beam Mom [ GeV/c ] π+ K+ p
60 64.6 ± 0.8 9.7 ± 0.2 23.4 ± 0.6
120 42.8 ± 0.5 7.2 ± 0.08 49.0 ± 0.7
200 17.5 ± 0.5 3.44 ± 0.10 79.0 ± 0.9
300 2.01 ± 0.04 0.641 ± 0.012 97.3 ± 0.5

Figure 36: Pressure scan with CEDAR1 for a positive hadron beam with at least 4, 6 or 8 PMTs in coincidence,
obtained at Compass in 2009 for a 190GeV/c proton beam with a nominal intensity of 5 ·106 p/s.

almost 90% for protons is estimated using a multiplicity of less than 4, with a high purity larger than 95%,
for the chosen working point of the CEDAR in Compass 2009 data taking, with a 190GeV/c secondary
proton beam of nominal intensity of 5 ·106 p/s.

For the proposed program the required secondary beam intensity will be a factor ten lower, about 5·105

p/s, and both CEDARs will be set to identify protons.

The two CEDARs have been object of an upgrade in 2018, including the improvement of the photomul-
tipliers and of the read-out to withstand high-rate environments, the upgrade of the thermal system to
control the stability, and the introduction of a PMT gain monitoring. See Sec. 5.2.3 for more detail.

Target The proposed physics program requires taking data with both a liquid hydrogen (LH2) and a
liquid helium (LHe) target. A description of the two target systems can be found in Sec. 5.5.

Trigger v2(+) The beam intensity delivered to the M2 beam line will be adjusted to provide about 5
·105 p/s at the target. The rather low beam intensity will allow to run the DAQ in a completely not-
triggered mode and save all data to disk for further offline analysis (See Sec. 5.2.4). The trigger decision
will be made offline, based on a minimum-bias trigger, which includes:

– beam trigger + hodoscope veto, which ensures that the particle reaches the experiment within the
geometrical target acceptance;

– sandwich veto, which excludes events with signals outside the target acceptance;
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– beam killer, which is located 32m behind the target, to remove non-interacting beam particles.

Simulations of the beam interactions with the target show that the "beam killer" request removes the
non-interacting and the p − e scattering events, leaving instead most of the quasi-elastic events. The
amount of the latter is easily (and accurately) estimated using the Recoil Proton Detector (RPD) system,
composed of 2 layers of scintillators surrounding the target as discussed in [176].

4.3 Measurement principle

The production cross section for antiprotons produced in p + p and p + 4He collisions is known only
with uncertainties of the order of 20% to 30%, depending on their energy. As this cross section cannot
simply be constrained by a measurement of the other products of these interactions, a direct measurement
is required.

We plan to measure this cross section as a double-differential one in the momentum and forward angle
of the p̄. Using the Compass magnetic spectrometer we can track the charged particles produced in the
interactions of the primary beamwith the LH2 or LHe targets, measure theirmomentum from the curvature
in the magnetic field and their velocity using the RICH detector [178]. The combined measurement of
momentum and velocity will allow for particle identification and in particular for anti-proton selection.

The particle identification is reduced to the separation between π±, K± and p/p̄, since we require the
track to originate from the primary vertex, and the RICH detector is placed about 6m downstream the
target. Electrons are otherwise identified by their showering behavior, and muons are recognised by their
penetration capability that allow them to reach the end of the spectrometer.

The number of anti-proton events at a given (p, θ), where p is the momentum and θ the forward angle,
over the number of collected events corrected for the DAQ efficiency and acceptance, is proportional to
the wanted differential cross section, with the proportionality constant being the total p − p cross section
σpp:

dσp̄

dp dθ
(p, θ) = σpp

Np̄(p, θ)

Ntot

1
∆p∆θ

. (27)

A similar relation holds for p − He interactions.

The acceptance in forward angle ranges from a minimum of about 7.3mrad, defined by the transverse
distance between the RICH radiator and the beam pipe, and a maximum of 180mrad, defined by the
target and the spectrometer maximum acceptance. This corresponds to the pseudorapidity η lying in the
range [2.4,5.6].

We simulated p + p and p + 4He interactions to characterize the features of these events in term of
multiplicity, energy and angular distributions of the produced particles, in particular the antiprotons, and
we studied the performance of the Compass spectrometer to detect such events.

We present here the simulation results with two beam/target configurations:

1. 190GeV/c protons on liquid H2;

2. 190GeV/c protons on liquid 4He.

At 190GeV/c beam momentum, events with an antiproton represent about 7% of the total number of
events, as summarized in Table 10. We are interested to understand the characteristics of these events in
terms of the number of charged tracks, their forward angle, the number of produced antiprotons and their
momentum distribution.
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Table 10: Simulation results: the average charged-track multiplicity, the fraction of the antiproton events and the
average momentum of the antiprotons are shown.

p + p p + 4He
Beam Mom 190GeV/c 190GeV/c
Mult (Z , 0) 9.9 11.07
p̄ event fraction 7.1% 7.7%
〈p〉 of p̄ (GeV/c) 15.3 14.5

Below we present some results for p + p interactions at 190GeV/c. The average occurrence of particles,
the distribution of the final-state multiplicity and the energy spectrum of the produced antiprotons are
shown in Figs. 37, 38 and 39, respectively.

Figure 37: Particle type abundance in p + p interactions at 190GeV/c.

4.4 Kinematic domain and spectrometer performance

We studied the performance of a Compass-like spectrometer in terms of the

– ability to reconstruct the tracks within its geometric acceptance;

– resolution of the momentum measurement for a single track;

– vertex reconstruction and position resolution;

– particle identification (RICH).

The geometry of the Compass liquid hydrogen target allows for accepting particles with a polar angle
smaller than 180 mrad (or about 10 deg or pseudo-rapidity η > 2.4), see Fig. 40.

Figure 42 shows the π− track-reconstruction efficiency as a function of momentum and pseudo-rapidity.
For momenta above 1GeV/c and pseudo-rapidity above 2.4, the tracking efficiency is larger than 90%
and mildly dependent on magnitude and direction of the momentum.

Similar efficiencies were observed for π+, p and p; Fig. 41 shows the momentum dependence of the
tracking efficiency for these particles. The observed similarity between the π+ and π− efficiencies suggests
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Figure 38: Track multiplicity in p + p interactions at 190GeV/c: in blue the charged tracks, in red all tracks.

Figure 39: Momentum spectrum of p produced in p + p interactions at 190GeV/c

that the spectrometer behaves similarly for positive and negative tracks, hence it is safe to assume that p
and p reconstruction efficiencies are the same.

The resolution in magnitude and direction of the momentum is also very good. The large-angle spec-
trometer yields σp/p ≈ 1% for tracks with momentum smaller than 18GeV/c, while the small angle
spectrometer yields σp/p ≈ 0.3%. The angular resolution has a typical value of 0.8%, while staying
always better than 3% in the pseudo-rapidity range 2.4 < η < 8. Track association to vertices is very
efficient. Within the spectrometer acceptance (η > 2.4, p > 1GeV/c), the ratio of the reconstructed
track multiplicity to the MC multiplicity at the primary vertex is 0.98 ± 0.05. The residual of the vertex
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Figure 40: Longitudinal section of the Compass liquid H2 target.

Figure 41: Tracking efficiency as a function of the particle momentum, for π+ (green), π− (red), p (blue).

position in the z direction has a width of about 0.7mm.

Altogether, a Compass-like spectrometer performs very well in reconstructing the event topology as well
as the sign and the momentum of the tracks. The tracking efficiency is close to unity for momenta above
about 1GeV/c, see Fig. 41. Very similar features and performance have been observed for the simulated
p − He interactions, results of these simulation have then been omitted.

4.5 Particle identification

Signals from the Ring-Imaging Cherenkov (RICH) detector allow us to measure the speed of a particle
crossing this detector. An estimation of the particlemass is then obtained from the velocity and the rigidity
measurement, thereby providing the means for particle identification. Considering a RICH position about
6m downstream of the target, we expect to observe the following particles: e±, µ±, π±, K±, p and p 2.
Muons are identified by their penetration capability and can be neglected for the moment.

2Also a few hyperon tracks could trigger the RICH but their expected abundance is negligible.
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Figure 42: Double differential (η,log10(p)) reconstruction efficiency for negative pions produced in 190GeV/c
p + p interactions.

The RICH radiator is a volume of C4F10 gas with refraction index n ∼ 1.0014; this corresponds to a
threshold in velocity of β = 0.9986. The corresponding momentum threshold depends on the particle
mass: pmin = 2.6GeV/c for pions, pmin = 9.3GeV/c for kaons, pmin = 17.7GeV/c for protons. The
RICH velocity measurement is efficient for tracks hitting a minimum distance of 4.5 cm from the beam
line, this sets the upper limit in pseudorapidity to η ≈ 5.6.

The RICH performance was studied using the data collected by the Compass collaboration in 2009
with a 190GeV/c proton beam impinging on a LH2 target. In these events we selected the secondary
vertexes with only one positive and one negative outgoing tracks. Introducing the additional requests (1)
no incoming charged track in the vertex, (2) total momentum pointing to the primary vertex, and (3) a
minimal distance with respect the latter, we selected a clean sample of neutral particles decay.

Given the applied selection, we expect these vertices to originate from Λ0− > p+ π−, Λ̄0− > p̄+ π+ and
K0
− > π+ + π− and K̄0

− > π+ + π− decays. This is confirmed by the Armenteros plot shown in Fig. 43
and also by Fig. 44, which shows the invariant mass in the ππ hypothesis vs the one in the pπ hypothesis.
With appropriate selections in the plane of the two invariant masses, it is possible to select pure samples
ofΛ0 and K0 vertices, and as a consequence pure samples of p± and π± over a wide momentum spectrum.

These pure samples allowed to study the RICH response and to characterise its behavior in term of
efficiency and particle identification capabilities. The first notable result comparing the 4 particle
samples is that the Compass RICH response is the same versus p/m = βγ. This in fact expected but
the availability of pure samples allows to verify it and to produce a RICH response probability density
function that can be used for particle identification. Figure 45 shows an example of such probability
density function.

Considering the overall RICH performance as observed in the 2009 data, we are able to select two
momentum ranges where an efficient identification of p̄ is possible. The edges of these two contiguous
ranges are the RICH K threshold (∼ 10 GeV), the RICH p threshold (∼ 18 GeV) and the limit where the
proton velocity is compatible with 1, given the RICH β resolution (∼ 45 GeV). In the first momentum
range, [10,18] GeV, we use the so-called veto mode: pions and kaons are expected to produce a signal in
the RICH, while protons are not. In the second momentum range, [18,45] GeV, a direct identification of
p̄ is performed instead.

The universal RICH response presented in Fig. 45 allows us to estimate the full particle identification
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Figure 43: Armenteros plot for the selected neutral secondary vertices. It is possible to spot the main arch
corresponding to K0 and K̄0 decays and the smaller left and right arches corresponding to Λ̄0 and Λ0 decays,
respectively.

Figure 44: Invariant mass in the ππ hypothesis vs the pπ hypothesis. The vertical and horizontal bands correspond
to Λ0 and K0 decays respectively.

probability matrix:

Pα,β = Prob (α→ β) α, β = π,K, p

Combining this information with the expected particle multiplicity per event, as extracted from Monte
Carlo data, it is possible to estimate the efficiency and the purity of a selection for p and p̄.

Figure 46 compares the expected p̄ spectrum for 190GeV p primaries on LH2 with the discussed ranges.

The very good separation of the proton signal from that of π andK allows for an unambiguous identification
of protons, and hence antiprotons in the momentum range 18 to 45GeV/c.



Proposal for Measurements at the M2 beam line of the CERN SPS – Phase-1 – 67

0 20 40 60 80 100 120 140 160
 γβp/m = 

0.998

0.9985

0.999

0.9995

1

1.0005

1.001

R
IC

H
 b

et
a

3−10

2−10

1−10

1

Figure 45: Each column in this scatter plot represents the p.d.f for the RICH-measured beta, for the corresponding
particle with βγ = p/m.

Table 11: Efficiency and purity of the samples of p and p̄ obtained with a realistic particle identification algorithm.

Range (GeV) p Eff p Pur. p̄ Eff p̄ Pur
[10,18] 75% 95% 75% 95%
[18,35] 95% 95% 95% 90%
[35,45] 90% 90% 90% 60%

4.6 Event rate, projected statistical precision and systematic uncertainties

As previously stated, we want to measure the antiproton production cross section double differential in
angle and momentum for the p + p and p + 4He process. In each event, the antiproton track is identified
and counted as a function of momentum and forward angle (or pseudo-rapidity).

Events will be counted separately for momenta in the range 18-45GeV /c, where we can use the RICH
to identify the antiprotons by their mass, and in the range 10-18GeV /c, where we use the absence of the
RICH signal, i.e. the veto mode, to identify the particle as not π or not K . In both cases, the counting must
be corrected for several effects, including the reconstruction efficiency and the overall RICH efficiency.
These efficiencies can be estimated with the MC simulation and also directly from the 2009 data.

The antiproton cross section is obtained as ratio of the (corrected) number of events with an antiproton to
the total number of interactions, where the latter is taken from the number of triggers including corrections
for several effects.

We present here an estimation of the expected p rate at Compass++/Amber, for a proton beam of
190GeV/c impinging on a LH2 target. In this estimation, a total LH2 target length of 40 cm is considered
together with a proton beam intensity of Ibeam = 5 × 105s−1.

The resulting expected instantaneous luminosity is given by:

L = ρLH2
×

NA

Ae f f

× Le f f × Ibeam = A × Ibeam, (28)
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Figure 46: Expected p̄ momentum spectrum for 190GeV p primaries on LH2. The two shaded areas represent the
ranges where the p̄ identification with RICH is effective. In the orange one p̄ are identified in veto mode, in the
green one the p̄ identification is direct.

where ρLH2
= 0.0708 g/cm3, NA is the Avogadro Number, Le f f the effective target length and Ae f f the

effective mass number of LH2 or LHe. Considering the LH2 target we obtain A = 1.78 × 1024cm−2, and
an expected luminosity of L = 8.9 × 1029cm−2s−1 for the LH2; considering instead the L4He target we
get A = 0.79 × 1024cm−2 and L = 3.9 × 1029cm−2s−1

Considering a p+ p inelastic cross section of 30 mbarn, equivalent to σ = 30×1027cm−2, a p multiplicity
of 0.07, and a 75% proton fraction in the positive hadron beam, the p event rate per day is calculated
according to the expression:

R = L × σ × 0.75 × 0.07 × nspill × dspill × AvSPS × Avspec × Etot, (29)

where dspill = 4.8 s is the duration of the SPS spill, and nspill = 4320 is the maximum number of spills
per day assuming the typical SPS supercycle of 40 s. The accelerator and the spectrometer availabilities
are AvSPS ≈ 0.85 and Avspec ≈ 0.85 respectively, where the latter estimate includes the trigger dead
time, the run start-stop procedure and the DAQ availability.
The estimated overall detection efficiency Etot is about 51%, given by:

Etot = Etrig × ECEDAR × Erec × ERICH (30)

where Etrig ≈ 0.90 is the trigger efficiency, ECEDAR ≈ 0.86 is the CEDAR efficiency times purity,
Erec ≈ 0.95 is the reconstruction efficiency, ERICH is the antiproton identification efficiency times purity
with the RICH, which varies from about 0.5 up to > 0.90. Assuming an overall ERICH ≈ 0.70, this leads
to an estimated event rate per day R = 9 × 106 ev/ day. Considering that the antiproton identification
momentum threshold is 10GeV/c the expected event rate per day useful for the analysis drops to about
4 × 106 ev/ day.

Considering a measurement of the double-differential cross section with 10 bins in momentum and pseu-
dorapidity each, a statistical uncertainty of ≈ 0.5% per data point will be reached in 1 day of beam time.

We plan to take data with proton momenta of 50, 100, 150, 200 and 280GeV/c, with both the LH2 and
the L4He target. The change-over from one target system to the other will take approximately 10 days,
including the commissioning of the spectrometer with the new target.
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The statistical error is only a small contribution to the total error. Several corrections to the event and
trigger counts are needed to obtain an accurate measurement. Each of these corrections contributes
to the systematic uncertainty. Given the common aspects of the spectrometer layout foreseen for the
measurement proposed here and of the Compass set-up used in 2009, some of these factors have already
been studied. Here we give an estimation of the contributions from the most relevant ones.

The trigger count rate (Ntot in Eq. 27) must be corrected for particle identification efficiency and
purity in selecting protons with CEDAR in the secondary beam, and trigger efficiency.
The antiproton event count needs to be corrected for the tracking reconstruction efficiency and the an-
tiproton particle identification efficiency, which possibly depend on momentum and pseudo-rapidity.

As shown in Fig. 36 a very clean separation of protons from pions/kaons is achievable with CEDAR
detectors; thus a larger diaphragm opening of 1.2 mm compensates any acceptance effect by beam diver-
gence, as already proved in 2009 Compass data taking.
Moreover the new thermal stabilisation system, allowing for temperature stabilisation down to 0.1K over
the whole vessel 5.2.3, reduces the systematic uncertainty in the p/T values in pressure scans, contributing
to further reduce the systematic uncertainty on the purity in the proton identification. The dependence of
the PID efficiency on the selected likelihood cut has also been studied and found to be very small for proton
identification. The overall systematic uncertainty on CEDAR efficiency and purity is expected to be < 1%.

This experiment will be operated with a minimum-bias trigger system which is well under control,
given the fact that it was successfully operated in the 2009 Compass hadron run with a factor ten higher
beam intensity [176]. In addition, as explained in Sec. 5.2.4, the adoption of a new DAQ scheme with
trigger-less data acquisition, in addition to increase the data collection efficiency, will remove the system-
atic uncertainties in the correction of the veto dead-time. Nevertheless dedicated data can be collected
during the test measurement foreseen at the end of 2022, to control the proper operation of the triggering
system and to evaluate the overall efficiency.

An evaluation of the performances of the tracking reconstruction efficiency as a function of the par-
ticle momentum using a simulation of the Compass setup is described in [176] and in Sec. 4.4. The
systematic effects will be estimated from further Monte-Carlo studies; they are expected to be small.

The efficiency and purity of PID based on RICH likelihood ratio cuts must be quantified in order to
measure the influence of the cuts on the event selection. Thus rather clean sources of protons, kaons and
pions are preferred to study those cuts. As already shown in sec.4.5, easy and clean access to antiprotons
and pions is given by analysis of so called V0s decays. The determination of the efficiency and purity
of the RICH PID and of their dependence on the selected likelihood cuts has been already done for the
Compass 2006 muon beam data and successively adapted to the 2009 hadron data for pion and kaon PID.
The method will be retuned for proton PID on the 2009 hadron data.

Altogether, a total systematic uncertainty not exceeding 5% is expected.

4.7 Competitiveness and complementarity v2(+++)

As already introduced in Sec. 4.1, the exceptional experimental accuracy of the order of a few % achieved
by AMS-02 on the cosmic-ray p̄ flux and the p̄/p flux ratio poses the challenge of achieving a similar
precision in phenomenological models that describe the CR p̄ flux as produced by the interaction of
the CR primary components with the ISM. Currently the large uncertainty on the antiproton production
cross section is one of the main sources of models uncertainty. In order to cover all of the AMS-02
p̄ energy range, precise p + p → p̄ + X and p + 4He → p̄ + X cross-section data are needed with a
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Figure 47: Parameter space for the p + 4He channel corresponding to an exemplary fixed-target experiment. The
different shaded areas correspond to different proton beam energies: a 3% accuracy is required on the cross-section
determination inside the blue shaded region, and a 30% accuracy outside the contours [179].

proton-beam kinetic energy Tp ranging from 10GeV to 6 TeV and a pseudorapidity η ranging from 2 to
almost 8. Figure 47 shows the parameter space that has to be covered as a function of momentum pp̄

and transverse momentum pT of the p̄ at different kinetic energy Tp of the proton (the shaded areas),
for the case of the p + 4He → p̄ + X cross section. In this figure, a 3% accuracy is required on the
cross-section determination inside the blue-shaded region, and a 30% accuracy outside the contours, in
order to guarantee the AMS-02 precision level on the p̄ source term [179].

The data available on p + p → p̄ + X consist of early measurements [180–184] and the more recent
measurements from the BRAHMS [185], NA49 [173] and NA61 [174] collaborations.

The only data available on p +4 He → p̄ + X are those collected in May 2016 by LHCb operating in
fixed-target mode with the SMOG device [175] at 6.5 TeV (

√
SNN = 110GeV, pseudo-rapidity range

2 < η < 5 and detected antiproton momentum range 12 < Tp̄ < 110 GeV/c). The constraints on cosmic
anti-proton production from the afore mentioned measurements are discussed in [186].

With the proposed fixed-target experiment at the CERN SPS M2 beam line one could perform measure-
ments of antiproton production cross sections in p − p and p − He collisions at different momenta of the
proton beam, from a few tens ofGeV/c up to about 250GeV/c, and for pseudo-rapidities η > 2.4. We
performed an estimation of the possible impact of the proposed measurements in covering the interesting
region for dark matter sensitivity with cosmic anti-protons; the method used in this calculation follows
the one used in [186]. Figure 48 shows the impact of the proposed p + p measurements on constraining
the production of cosmic anti-protons versus their kinetic energy. Each curve represents the fraction of
anti-proton production as constrained by our cross-section measurements over the full proposed range of
beam momenta (dashed line, 50-250 GeV) or two sub-intervals of the same region. The thick black line
represent the same quantity as covered by the NA61 measurements [174].

The proposed p + p measurements have a large overlap with the already available ones, allowing for a
direct comparison of the results and for a study of possible systematic effects. Furthermore, if we assume
that the Lorentz invariant cross section does not depend on

√
s between 10 GeV and 50 GeV [165], a

more extensive comparison can be performed with all existing data.

Figure 49 shows the constrained anti-proton fraction for the case of p−He and He − p, both constrained
by the proposed p − He measurements when applying conventional kinematics. It is evident that in this
case the results of our measurement are essential to directly pin down the production of anti-protons
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Figure 48: Source-term contribution of the COMPASS++/AMBER experiment to the total source term in the
p − p channel, shown in three different energy ranges: i) 100 GeV to 190 GeV (solid red line), ii) 50 GeV to
190 GeV (dashed-dotted red line), and iii) 50 GeV to 250 GeV (dashed red line). For comparison also shown is the
contribution of the NA61 experiment (thin black line) [174].
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Figure 49: Source-term contribution of the COMPASS++/AMBER experiment to the total source term shown in
three different energy ranges: i) 100 GeV to 190 GeV (solid red line), ii) 50 GeV to 190 GeV (dashed-dotted red
line), and iii) 50 GeV to 250 GeV (dashed red line). Left: p−He channel. Right: He− p channel. For comparison
we show also the contribution of the LHCb measurement (thin blue line) [175].

in a relevant kinetic energy region. Combined with the LHCb measurements at very high energy, the
new data would yield the necessary kinematic coverage. This would contribute to a significant reduction
of the uncertainty on the expected amount of secondary anti-protons produced by spallation of primary
cosmic rays on the interstellar medium, which is currently one of the most limiting factors when using
the AMS-02 data on the p̄ flux and the p̄/p flux ratio as input for the indirect Dark Matter search.

Altogether, the proposed measurements will improve significantly the knowledge on the anti-proton
production cross section from p − p and p − He interactions, thereby boosting the sensitivity to Dark
Matter signals in the charged cosmic rays.
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Figure 50: Top view of the 2021 Compass spectrometer setup.

5 Instrumentation

5.1 Overview

The physics programmes presented in this proposal are all based on the concept of using the present
Compass setup [42, 187]. The setup for the approved Compass 2021 run is shown in Fig. 50: two
large-gap dipole magnets with tracking stations before and after them, combined with calorimeters and
particle identification detectors. In addition, the CEDARs located at the beam line are required in all
hadron programmes for beam-particle identification.

The foreseen upgrades of this setup, from which all physics programmes will profit, are listed in Sec. 5.2.
Specific programmes also require additional dedicated equipment, as will be explained below:

– Muon-proton elastic scattering: DAQ/Trigger, a high-pressure active TPC target (similar to A2 at
MAMI) or hydrogen tube surrounded by SciFis; SciFi trigger system on scattered muon; silicon
trackers to veto on straight tracks (kink trigger) (see Sec. 5.3).

– Drell Yan: high-purity and high-efficiency dimuon trigger; dedicated precise luminosity measure-
ment; dedicated vertex-detection system; beam trackers; C/W target (Sec. 5.4).

– Anti-proton cross section measurement: a liquid helium target (see Sec. 5.5). In addition, a new,
high-aperture RICH-0 would be desirable in order to identify hadrons at lower momenta (Sec. 5.6).

The specific parameters and hardware upgrades for each programme are summarized in Table 12.

5.2 General upgrades

The experimental backbone of the “New QCD facility at the M2 beam line of the CERN SPS” in the
EHN2 experimental hall will include the following general upgrades of the existing spectrometer:

– New large-size PixelGEMs as replacement and spares for existing large-area GEMs (Sec. 5.2.1).

– New large-area micro-pattern gaseous detectors (MPGD) based on Micromegas technology to
replace existing MWPCs (Sec. 5.2.2).
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Table 12: Requirements for phase-I measurements at the M2 beam line beyond 2021.

Physics Beam Beam Trigger Beam Hardware
Programme Goals Energy Intensity Rate Type Target additions

[GeV] [s−1] [kHz]
muon-proton Precision high- active TPC,

elastic proton-radius 100 4 · 106 100 µ± pressure SciFi trigger,
scattering measurement H2 silicon tracking
Drell-Yan Pion PDFs 190 7 · 107 50 π± C/W target modification

Input for Dark p production 20-280 5 · 105 25 p LH2, liquid helium
Matter Search cross section LHe target, RICH?

– High-rate-capable CEDARs (Sec. 5.2.3) for all hadron-beam programmes to identify the desired
beam particle.

– New front-end electronics (FEE) and trigger logics that are compatible with triggerless read-out,
which include an FPGA-based TDC with time resolution down to 100 ps and a digital trigger that
is capable of rates up to 100-200 kHz (Sec. 5.2.4).

5.2.1 Large-area PixelGEM detectors

New large-area PixelGEM detectors will be designed and build by 2021 as replacement and spares for
the existing large-area GEMs [188] in the Compass setup. Each detector will have 4,096 channels. The
peripheral area will be covered by strips read out from both sides. The central region will be exposed to
the full beam and will thus consist of hexagonal pixels of 1.5 mm outer radius with individual amplitude
read-out. The active area of each detector will be between 30.7times30.7 cm2 and up to 40×40 cm2,
about a factor of 10 larger than the existing Compass PixelGEM detectors [189]. The new large-area
PixelGEMs will be equipped with new front-end electronics allowing for higher rates and self-triggering.
One candidate chip fulfilling these requirements is the VMM [190, 191]. We are currently investigating
the performance of a GEM detector equipped with the VMM chip in terms of signal-to-noise ratio and
resolution.

5.2.2 Large-area multi-pattern gaseous detectors (MPGD)

New large area Micro Pattern Gaseous Detectors (MPGDs) will be designed and developed to replace
the existing ageing MWPC tracking stations in the Compass setup. The new detectors will be based on
Micromegas technology. Each stationwill have an active area of about 1.5m2, with two or three coordinate
planes and about 2mm pitch. The new detectors will be equipped with new front-end electronics. The
total number of channels will be about 28,000.

A resistive Micromegas version of the detector is currently under investigation for the future application
in Compass++/Amber. The use of double resistive layers coupled to a floating mesh configuration looks
promising from the production and performance point of view. A few small-sized prototypes with an
active area of 10×10 cm2 have been produced and are being tested (Fig. 51).

The main goal is to define an optimal design for a cost-effective replacement of the present MWPC
chambers, taking also into account the compatibility with the future DAQ requirements.
For the read-out of the new detectors, front-end electronics based on the TIGER ASIC (Turin Integrated
Gem Electronics for Read-out [192]) are under evaluation. This front-end chip can be used in trigger-less
mode and provides both time and charge measurements.
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Figure 51: Two small-sized (10×10 cm2 active area) Micromegas prototypes.

It is planned to build a medium-sized prototype (60×60 cm2 active area) to be tested during the 2021
Compass data taking.

5.2.3 CEDARs at high rates

The purpose of the CEDAR detectors is the identification of the beam particle type on an event-by-event
basis. Presently, two 6m-long CEDAR stations are located in the M2 beam line, 30m upstream of the
Compass target. They are filled with helium gas at a pressure of approximately 10.5 bar. The emerging
Cherenkov photons are focused by a mirror and then detected by eight PMTs arranged in a ring around
the beam axis. The pion, kaon or proton ring is selected by tuning the diaphragm opening and the gas
pressure.
In preparation for the 2018 Compass run with pion beam, the existing CEDARs were upgraded in winter
2017/2018 for a better rate capability and improved thermal stability. The project was carried out in
collaboration between CERN and Compass members. In the course of this upgrade almost all major
subsystems (except for the gas system) were replaced or significantly altered.

The ring size of the light resulting from passage of a charged particle strongly depends on the gas
density. It is therefore important to make sure that a constant pressure-to-temperature ratio is maintained
throughout the detector. To achieve this, a new thermal stabilisation system was designed and installed
by CERN. It consists of a closed-loop air circulation system with a heat exchanger and a high-accuracy
cooler. The system allows for temperature stabilisation down to 0.1K over the whole vessel. This system
was tested during 2018 run and was proven to work according to the design specification. A conceptual
sketch of the upgraded thermal system is shown in Fig. 52.

Working with high intensity hadron beams puts a strong pressure on a read-out system – in 2018 the pion
beam intensity was about 8 · 107/s. Withstanding this level of rates required significant modifications
to the whole read-out chain. New multi-channel PMTs were used (Hamamatsu R11265U-203-M4 with
anode pulse widths of 2-3 ns and ultra-bialkali photocathodes). Thus the incident light can be distributed
among the four channels of the single PMT, reducing the overall per-channel rate (though one should note
that single event usually gives hits in more than one channel). The PMTs were positioned outside the focal
point of the light exiting the detector, so that efficiency loss due to dead area between the neighbouring
channels could be minimised. To further improve rate tolerance, the PMTs are supplied via an active
voltage divider, which ensures a low-impedance driver path for each of the dynodes. This mitigates
gain fluctuations that could be caused by high average anode currents, while still allowing low power
operation. In fact, the idle power consumption of the dividers was low enough that the dividers could
be placed inside the thermal housing without special radiators and without deteriorating the temperature
uniformity. No problems were observed related to radiation effects on the dividers – all of the installed



Proposal for Measurements at the M2 beam line of the CERN SPS – Phase-1 – 75

Figure 52: CEDAR 2018 upgrade of the thermal stabilisation system: new housing with improved insulation and
connection to a high-accuracy closed-loop air circulation system.

bases worked flawlessly during the whole 2018 run.

Signals from the PMTs are amplified by preamplifiers installed on the PMT bases and are then fed into
twisted pair cables. They are received by new discriminator cards, which were confirmed to work with
rates exceeding 40MHz per channel. Digital LVDS signals from the discriminators are fed into iFTDC
cards for time stamping and amplitude measurement. The whole acquisition system consists of eight
discriminator cards (each serving two PMTs), six iFTDCs and a data concentrator. Four iFTDCs are used
for pulse timing and two for measuring amplitudes of low-pass filtered signals via the time-over-threshold
technique. Slow control is implemented using the MODBUS protocol, with a communication link over a
serial line connection (RS485). The new setup also introduced an optical system that allows monitoring
of the PMT gain. It provides light pulses from a single source to all PMTs using passive light splitters.
The goal is to have a long-term monitoring of gain stability and PMT health.

The modified CEDARs were commissioned and used during the 2018 Compass run. It was confirmed
that they can operate at per-channel rates of approx. 20Mhits/s. It is therefore expected that they can
successfully operate at the desired beam intensities of the proposed future measurement programmes.
The experience gained during the run also resulted in some future upgrade propositions:

– Careful beam line tuning is required to maintain a parallel beam at the CEDAR location, as beam
divergence significantly degrades performance. This is especially true if one intends to use the
CEDARs as part of the trigger system.

– It would be beneficial to install a tracking system for the CEDARs to correct the beam-track
trajectories. One option could be the XBPF upgrade, a new SciFi-based instrumentation developed
at the CERN North Area to measure beam profiles and momenta [193].

– Beam halo and the amount of showers generated upstream of the CEDARs should be limited. Their
presence was observed during 2018 run as a high geometry-related inequality of the measured
rates. It was further confirmed by observing large-amplitude signals (several photoelectrons) in a
blinded PMT that were in coincidence with other PMTs in the detector.

– The signal-to-noise ratio of the signals arriving at the discriminators should be improved. This will
require several upgrades – first, a revised design of the discriminator cards with improved shielding
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Figure 53: Example results of CEDAR alignment procedure, with detector axis parallel to the beam axis.

is needed. Second, one should consider removing the preamplifiers for the base and only using
symmetrizing transformers with unequal impedance ratio. Third, the twisted pair cables need to
be replaced with low-loss ones.

– Read-out electronics should be moved out of the beam line tunnel, to mitigate lock-ups related to
radiation.

– The gain monitoring system requires slight modification – currently the fibre termination inside
the base causes too high variation in the amount of light exiting the fibre.

Finally, during the commissioning phase it was decided to adopt a new alignment method to position
CEDARs parallel to the beam axis. It is based on alignment of pressure-scan peaks for individual PMTs
(Fig. 53). Contrary to the procedure used in the past, this method allows an alignment without the
need for dedicated beam settings (i.e. it is no longer necessary to have a scrubbed low-intensity beam).
Furthermore, it is not sensitive to the quality of efficiency equalisation of the PMTs.

5.2.4 The future continuous read-out iFDAQ framework

The rapid development of technology is starting to enable a transition from the classical trigger based data
acquisition to a scheme, in which detector subsystems deliver continuous time-stamped data streams for
real-time processing in later stages of the DAQ (e.g. High Level Triggering / Feature extraction) and dead
time free storage of the whole data stream. The development of the Compass DAQ in the past led to a new
design, where most of the traditional computers were substituted with FPGA. This new iFDAQ [194] was
introduced for the Compass run in 2014 and successive further development has led to a very stable and
modular DAQ system, which was successfully used in the last years of the Compass II data taking. For
the design of the new data acquisition system it is proposed to adopt a rather far-looking approach to allow
the use in a wide range of physics cases and needs in the Compass++/AMBER framework. The logical
step is to go to a continuous data acquisition with a digital trigger system, which is tightly integrated in
the iFDAQ framework. (Fig. 54).
For this approach all detectors have to be equipped with front-end electronics, which is able to digitize
the analogue signals of the detectors dead-time free in real time and stream their data continuously to the
DAQ. After the front-ends, the data is split into two data streams. Each detector sends a data-stream to the
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DAQ, where it is buffered until the trigger decision is made. Detectors, which participate in the trigger
decision, have a second data stream that is sent to the trigger logic and is used to make the selection of
data that is later stored to disk. The scheme of the different DAQ components and their interconnection
is shown in Fig. 55.
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5.2.4.1 DAQ Principle of Operation The new DAQ can run in two different operation modes. One is
a completely not-triggered data taking, where we can save everything to disk for further offline analysis.
The other one is a digital (multi-level) trigger mode, where the information of the detector systems is send
to the trigger-processors to perform the trigger decision on multiple levels with a different granularity
of information. The data of all detectors is buffered in between to enable a trigger latency in the order
of tens of seconds. For both modes all detectors must be equipped with continuous read-out enabled
front-end electronics. All front-ends are synchronized via a global clock of 40MHz distributed via the
TCS network. In addition, the TCS system distributes information about the begin of a time-slice, which
is in the order of 128 µs. This begin of time-slice information is a kind of synchronized artificial global
trigger for all front-ends. The time-slices are further divided into sub-time-slices, so called images with a
minimal image length of currently 128 ns. The length of an image, which is equivalent to the traditional
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Figure 56: Overview for the time-slicing

read-out-gate, can have a different size for each detector sub-system according to their time-resolution
and hit rate (Fig. 56). This image length must be an integer multiple of the minimal image length.
Thus data from different detectors can be combined to an event before they are saved to disk. At the
beginning of each new time-slice the front-end boards send two data words as header with the number
of images in the time-slice, the global number of the time-slice and the global time of the beginning
of the time-slice. Except of the number of images in the time-slice this information is common for all
front-ends. At the beginning of a new image the front-end electronics sends an image data header word,
which contains the start of the image in units of 25 ns of the global clock, followed by all data words
with hit-information for the corresponding detector sorted in time. At the end of a time-slice a trailer
data word is sent, which contains the check-sum of the data sent during that time-slice as well as error
flags to indicate errors during processing at the stage of the front-ends. These data-streams of individual
front-end boards of one detector system are then further concentrated in a multiplexer. The purpose of
the multiplexer is to combine data from different front-ends of one sub-detector to one data-stream on the
level of the images (Fig. 57). The hit information of different front-ends is grouped and time-wise sorted
under one image-header and a begin of group / end of group header/trailer pair is added. This additional
information is used to group data from one detector/view for further processing and to indicate the path
of the data through the DAQ system for debugging purpose. In addition the multiplexer are used to split
the data-stream if the detector is used for trigger decision. In both cases one data-stream is going to an
event-builder, which collects the data from different detectors, merges them to an event and buffers the
data until they can be written to disk or the trigger decision is made. The event building is either done
at the scale of the time-slices for the not-triggered data-taking mode or on the level of two consecutive
images around the image, in which the trigger occurred for data reduction in the multi-level trigger mode.
For storage the data of the event builder is then sent to the read-out-engines, which store the data locally
on disk before they can be transferred to the central storage pool.
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Figure 58: Selection of data which is stored to disk after a trigger is issued.

5.2.4.2 Digital Trigger System The digital trigger system consists out of two stages. One is the
event generator, which receives the continuous data streams from the detectors that participate in the
trigger decision, and builds events of interest (EOI) according to time correlation of the hits. This data
stream is then sent to the trigger processor in a common data format, which is compatible to the general
DAQ protocol. The trigger processor can be either a single stage or a multi-stage approach, where every
trigger processor adds the results to the data stream for the next stage. This approach, in addition to the
DAQ-compatible data format, enables us to analyse and debug the output of each stage by plugging in a
read-out engine on the output of that stage.
The different trigger processors are programmable FPGA units, which can be used to select interesting
data with different kinds of algorithms. This results in a flexible system that can be adapted to the different
physics requirements of measurements. After a trigger decision is made, the information on the image,
in which it happened, is transferred to the TCS controller. It distributes this information to the data
concentrator modules to select the data from the buffers, which is then send to the event builder where
the assembled events are distributed between the read-out engines and stored to disk. To minimize the
amount of data only two consecutive images of each detector are saved to disk (Fig. 58). The structure
of the trigger-logic as well as the large trigger latency in the order of tens of seconds make it possible to
investigate also the use of CPU/GPU solutions for high-level trigger stages and online reconstruction.

5.2.4.3 Developments of DAQ Hardware components:

iFTDC The iFTDC is a Xilinx Artix7 FPGA board with 64 LVDS inputs/outputs and 4 high speed serial
links with a maximum rate of 3.5Gb/s. There are five different TDC firmware versions with different
number of channels and resolution. The firmware features are summarized in Table 13.

Thefirmware versionwith 0.8 ns bin sizewas successfully testedwith different detector systems (CEDARs,
MWPCs, PRM Trigger) during 2018 Compass run. A special high rate capable firmware version was
developed for CEDAR detectors (see Sec. 5.2.3), which is able to digitize more than 10MHz hit per
channel. This firmware works in triggered mode only.
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Table 13: Parameters for the different firmware configurations for the iFTDC.

Inputs Bin width Double hit resolution DNL TDC channels Comment
64 0.8 ns 8 ns 10% 64
64 0.4 ns 4 ns 20% 64 40 MHz maximum hit rate
64 0.4 ns 4 ns 20% 64 Trigger-less version
32 0.2 ns 4 ns 30% 32
64 0.2 ns 4 ns 30% 32 64ch mean-timer input

MSADC The MSADC system [195] is used for read out of the ECAL0 and ECAL2 calorimeters. It
consists of 4 thousand channels of 12-bit ADCs digitizing analogue signal at 80MSPS. Although the
system performance fulfils detector requirements it requires an upgrade for integration in the new DAQ
scheme. We plan to modify the firmware in such a way that it processes detector information in a
continuous mode. The firmware will include few digital filters for suppression of noise and improvement
of S/N ratio. We expect that the firmware will be able to detect signals and perform feature extraction
by measuring signal amplitude and time for signals that exceed by factor 4 the noise level. In order to
increase data rate capability and provide enough FPGA resources for signal processing, the MSADC’s
FPGA will be backed up by ARTIX-7 FPGA. The ARTIX card will provide an external interface for
synchronization, data transmission, and control of the module.

iFDAQ DHMx FPGA card The iFDAQ DHMx card is a Virtex6 FPGA card with 16+2 6Gb/s high
speed serial links via SFP ports. This kind of card was intensively used in the current design of the
iFDAQ as Multiplexer/Switch/Event-Builder and will be used as Multiplexer in the future.

Cross-point Switch The cross-point switch is used to interconnect the different components of the
iFDAQ in a highly configurable way. The cross-point switch is a matrix of 144x144 serial links with
bandwidths of up to 6.5Gbps. The switch houses a Vitesse VSC3144 non-blocking crosspoint switch
chip. The chip is capable to connect any input with any output. The switch is protocol independent and
has no restriction on the phase, frequency or signal pattern of transmitted data. The crosspoint switch
is configured by a Xilinx Artix7 FPGA mounted on the same card. The FPGA has 4 high-speed serial
interfaces for control and monitoring. The crosspoint switch was successfully deployed during the 2018
DY-Compass run. A successor version of this device with a bandwidth of 12.5Gbps/port is planned.

iFDAQ XCKU Card The iFDAQ XCKU card is a development, for which currently a first prototype
production and evaluation is ongoing. It is a FPGA board equipped with a XILINXUltraScale XCKU095
FPGA, 16GB of DDR4 memory with a maximum throughput of 5GB/s (possible upgrade to faster
GDDR6 memory with »10GB/s throughput) and 64 optical links using Samtec FireFly transceivers with
a bandwidth of up to 16Gbps per link. This card is an universal FPGA board which will be used in the
framework of the iFDAQ as Mulitplexer/Event-Builder and Trigger-Processor. To reduce the costs we
introduced a new mechanical form factor for enclosure and a carrier board. The carrier board can host
two iFDAQ XCKU cards in a 2U 19” enclosure and provides power, cooling and a small XILINX Artix7
FPGA for system management.

Read-Out Engines/Spill-buffer The read-out engines are common X86 servers equipped with com-
mercially available XILINX Kintex Ultrascale PCIe cards to receive the data from the DAQ via optical
links. The first performance tests demonstrate that it will be feasible to achieve 500MB/s which is mostly
limited by a disk I/O. The server verifies consistency of the data, provides diagnostics in case of errors
and writes the data to local disk storage. The storage is a temporal location for the data to decouple the
data taking from the Central Data Recording facilities. For a moment it is not envisaged to filter out data,
therefore the full amount of data will be copied to the CDR. For a safe operation two days of storage are



82

required. This corresponds to ≈100 TB of disk space in each server. Although the total data rate scales
with number of servers, the maximum sustained rate will be limited by the bandwidth of the optical link
between the DAQ room and the CDR. We plan to increase the link bandwidth from 1GB/s to 2GB/s.
Due to the duty cycle of the SPS, which is more than a factor of three larger than the spill length, the
maximum allowed on-spill data rate can be three times higher, thus reach 6GB/s.

5.3 Instrumentation for Proton Radius Measurement

The minimum setup of detectors for the Proton Radius Measurement and their general parameters are
shown in Table 14. Additional detectors like pixel GEMs might possibly be included into the setup to
increase the resolution of the spectrometer for the second data taking period.

Table 14: The first column shows the naming convention for the respective stations. The second column gives
the active area per detector, while the third column specifies the coordinates measured by the detector. Column
4 and 5 gives the numbers of pixel/stripes. The columns of spacial and time resolution as well as noise represent
typical values at standard Compass muon beam conditions. These numbers correspond to an average over all
detectors of this kind in the experiment, and hence may include contributions from pile-up, magnetic fringe fields,
or reconstruction inefficiencies. [42]

Station Active Area /cm Planes per det. #Pixel per det. #Stripes Resolution σt Usage
BM01 6-12 x 9-23 Y 64 1.3-2.5mm 0.3 ns Beam Momentum Station
BM02 6-12 x 9-23 Y 64 1.3-2.5mm 0.3 ns Beam Momentum Station
BM03 6-12 x 9-23 Y 64 1.3-2.5mm 0.3 ns Beam Momentum Station
BM04 6-12 x 9-23 Y 64 1.3-2.5mm 0.3 ns Beam Momentum Station
BM05 12 x 16 Y 128 0.7mm 0.5 ns Beam Momentum Station
BM06 12 x 16 Y 128 0.4mm 0.5 ns Beam Momentum Station

PRMSi01 6 x 7.4 P1, P2 2.5M 23µm ≤20 ns Tracking
PRMSi02 6 x 7.4 P1, P2 2.5M 23µm ≤20 ns Tracking
PRMSi03 6 x 7.4 P1, P2 2.5M 23µm ≤20 ns Tracking
PRMSi04 6 x 7.4 P1, P2 2.5M 23µm ≤20 ns Tracking

PRMSciFi01 5 x 5 X1, X2, Y1, Y2 1000 100µm <0.6 ns Timing/Kink-Trigger/Lumi
PRMSciFi02 5 x 5 X1, X2, Y1, Y2 1000 100µm <0.6 ns Timing/Kink-Trigger/Lumi
PRMSciFi03 5 x 5 X1, X2, Y1, Y2 1000 100µm <0.6 ns Timing/Kink-Trigger

TPC R=60 R1, R2, R3, R4 128(pads) 0.4 cm 64 µs Recoil Proton
SciFi01 3.9 x 3.9 X, Y 192 130µm 0.4 ns BeamMonitoring/Lumi
SciFi05 8.4 x 8.4 X, Y 320 170µm 0.4 ns Tracking SAS
SciFi55 6.8 x 12.3 U, V 192 0.4 ns Tracking SAS
SciFi06 10.0 x 10.0 X, Y, U 462 210µm 0.4 ns Tracking SAS
SciFi07 10.0 x 10.0 X, Y 286 210µm 0.4 ns Tracking SAS
SciFi08 12.3 x 12.3 X, Y 352 210µm 0.4 ns Tracking SAS
HI5 35.3 x 51 X 64 0.6cm 0.4,ns µ-Identification

ECAL 10x10(cells) 1 100 cell size ≈ 1 ns Photon detection
Total: 9830628 5380

5.3.1 The active-target Time Projection Chamber v2(+)

Several versions of hydrogen TPCs have been developed at PNPI for various applications [196–198],
including the experiments WA9 and NA8 at CERN for studies of small-angle πp and pp scattering at
high energies. At present, a new high-pressure hydrogen TPC is under construction at PNPI for the
above-mentioned recoil proton experiment at Mainz, which aims at a high-precision measurement of the
proton charge radius in ep scattering [199]. The design of the new TPC for the programme proposed in
this document follows closely the one of the Mainz experiment. This similarity will provide a virtually
identical calibration of recoil energy with respect to Q2 in both experiments. The main difference is the
larger length of the active target region: while the Mainz version has one 400mm drift cell, the new TPC
proposed here will have four 400mm drift cells.
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Figure 59: Schematic layout of the planned TPC with four drift cells. The TPC operates in ionisation chamber
mode. The cathode grid space determines 400mm drift zones.

A schematic view of the TPC is presented in Fig. 59. The main operating parameters of the TPC are
given in Table 15. The TPC is operated in ionisation-chamber mode, i.e. no gas amplification. The
cathode–grid distance of 400mm determines the drift zone. The “active target" region is selected within
the drift zone, in order to exclude wall effects. With the TPC, the recoil proton energy TR, the recoil
proton angle θR and the z-coordinate of the interaction point along the beam direction are measured.

Table 15: TPC operational parameters

cathode–grid distance (drift zone) 400.0mm
grid–anode distance 10.0mm
grid wire diameter 0.1mm
grid wire spacing 1.0mm
grid transparency 1.8%
anode outer diameter 600mm
hydrogen pressure 20 bar and 4 bar
electric field in drift space E/P 0.116 kV/(cm bar)
electric field in grid–anode zone E/P 0.340 kV/(cm bar)
electron drift velocity in the drift zone 0.41 cm/µs
electron drift velocity in the grid–anode space 0.70 cm/µs

The TPC will be operated at two gas pressures, 20 bar and 4 bar, with respective maximal energy of
protons stopped in the TPC sensitive volume of 10MeV and 4MeV. For protons with higher energies,
both the energy deposited in the sensitive volume of the TPC is measured (e.g. about 5MeV for a 20MeV
proton in 20 bar H2) as well as the angle. In CH4 gas at 20 bar, protons are stopped up to 22MeV energy,
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Figure 60: Left panel: TPC anode structure, consisting of a 10mm diameter circle surrounded by 8 rings. Right
panel: proton range vs. energy for H2 gas at 4 bar and 20 bar and for CH4 at 20 bar.

see Fig. 60.

In order to guarantee a H2 purity to a level of ≤ 1 ppm, a permanently operating gas circulation and
purification system is foreseen. The electric field in the drift zone and the pressure will be kept within
0.01% absolute precision. At the same time, the TPC temperature will be stabilised and measured with
0.015% absolute precision. Under these conditions, the proton density in the active target is known with
0.025% precision.

The electron drift velocity in the TPC will be determined with about 0.01% precision at the Mainz
experiment, operating with identical condition in terms of electric field, pressure and temperature.
Alternatively, it can be measured in the muon beam at EHN2 with a similar method as in the Mainz
experiment. The target length will be measured with 0.02% systematic uncertainty, which allows to
determine the number of protons in the effective target length with 0.045% absolute precision.

Resolution in the recoil proton energy ER:

The anode read-out channels will be equipped with low-noise preamplifiers with noise at the level of
20 keV (sigma), giving the lower limit for the recoil proton energy resolution. Depending on the range
of the proton, its energy is obtained by summing up the energies deposited in the respective anode rings.
The noise adds up as well. Accordingly, the recoil proton energy varies from 20 to 60 keV, depending on
the number of anode rings in which energy is deposited. In addition, noise produced by the beam needs
to be taken into account. This reaches values of about 80 keV for 20 bar, as depicted in Fig. 61. Assuming
a circular beam profile constraint to a diameter of 10mm, only the signal of the innermost ring would be
affected by this noise. For the muon beam in the M2 beam line, this noise will also be relevant for the
outer rings, albeit on a lower level expected to be about 35 keV per ring at 2MHz beam intensity.

Resolution in the vertex position ZR:

The resolution of determining the recoil signal is expected to be 40 ns (sigma), assuming an outer time
reference that is much more precise than this resolution. This corresponds to 160 µm resolution in the
reconstruction of the vertex position along the beam, ZR. The uncertainty introduced by fluctuations in
the diffusion of the electrons has been studied in [200,201] and amounts to about 380 µm (sigma) for the
maximal drift length of 400mm, which is still more precise than the expected resolution for the vertex
from the muon scattering kinematics and thus can be neglected.
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tb]
Figure 61: Noise due to ionisation by the beam muons as obtained from Monte Carlo simulations for different
beam intensities.

Figure 62: Engineering design for the four-cell hydrogen TPC.

Resolution of the recoil scattering angle:

The angle θR of the recoiling proton with respect to the direction perpendicular to the beam is approx-
imately given by sin(θR) =

√
TR/2M and varies from 17 to 107mrad in the Q2 range from 0.001 to

0.04GeV2
/c2. This angle can be determined from the difference in the arrival times of the signals on

the anode pads crossed by the proton. This is possible for sufficiently long tracks detected by at least two
anode pads, so for TR > 4.5MeV at 20 bar and for TR > 2MeV at 4 bar pressure. The precision of this
determination ranges from 10mrad (sigma) for short tracks to 2mrad (sigma) for long tracks. Coulomb
scattering of the proton adds about 10mrad (sigma) to this, such that the recoil angular resolution ranges
from 11 to 15mrad for proton ranges of 300 and 70mm, respectively.

The engineering design of the four-cell hydrogen TPC is shown in Fig. 62.

5.3.2 TPC Read-out and Slow Control

The TPC detector is supposed to be read out using Flash Analogue Digital Converters (FADCs) and
digital pulse shape analysis (PSA). It allows flexible trigger concepts, high rate capability and pile-up
handling and, in addition, reduction the amount of cables and electronic elements such as splitters, delays
and discriminators. Signal processing and noise suppression can be performed using energy and FFT
filters. The read-out electronics of the TPC will consist of a front-end part (charge-sensitive preamplifiers
and shaping amplifiers), the FADCs and a trigger/processing part. The charge-sensitive preamplifiers and
shaping amplifiers can be similar to those designed at the Petersburg Nuclear Physics Institute (PNPI)
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and used during test experiment at Compass in 2018. The input stage of each preamplifier is based on a
N-channel JFET transistor, an amplification stage is made using a low-noise operational amplifiers. The
gain of the amplifiers is adjustable to suit the signals, so a large dynamic range (≈100) can be covered.
The energy resolution of the amplification part reaches 15 keV (at a realistic input capacity of 20 pF).
FADCs are VME digitizers, model SIS3316 from Struck Innovative Systeme GmbH. Most important
parameters are:

1. 250 MSPS per channel (simultaneous sampling),

2. 14-bit resolution,

3. 64 MSamples memory/channel,

4. Offset DACs,

5. Internal/External clock,

6. Multi event mode,

7. Double memory banks allowing for dead-time free operation,

8. Readout in parallel to acquisition,

9. Internal trigger generation,

10. SFP cage (Gigabit Ethernet or Multi-Gigabit optical link connection).

All modules can run synchronously using an internal or external clock. Using oversampling, several
consecutive data points can be averaged reducing the noise influence. Each FADC is equipped with a
FPGA able to generate individual triggers using Moving Average Window (MAW) and Constant Fraction
Discriminator (CFD) algorithms. The FPGA firmware can perform full signal processing that reduces the
data size drastically; raw data can be saved in parallel. A common OR signal of individual triggers of each
FADC will be connected to the logic VMEmodule with FPGA. This module can process triggers coming
from other subsystems (Start detector, Tracking System, SciFi detector) and generate a trigger decision for
the whole TPC system. During test experiment in 2018, a capability of independent trigger generation has
been demonstrated. RIO4 VME processor, a TRIDI1 trigger module, are additional modules proposed
for the TPC DAQ system. A time-stamp based event synchronisation with other subsystems of the
experiment using a White Rabbit protocol or simplified version (used during test experiment in 2018) is
foreseen. The TPC detector, in comparison to other systems (tracking system, SciFi) is slower because
of its nature. Physical event can happen almost immediately after the muon passes through the detector
or after a maximum time defined by the drift time of electrons. To enable the TPC detector to trigger
independently and not to block the other systems, the data from the various sub detectors will not be
assembled to multi-detector physics events before storage or processed in a real time using dedicated
processor farm.

In addition to the main read-out solution described above, an alternative solution with a better spatial
resolution is investigated to equip the central part of the read-out planes, close to the beam. This solution
would employ an anode plane which would collect the primary ionisation electrons on a large number of
small pads on the central area, with a typical pitch of 5 mm. The purpose of this high spatial resolution
measurement would be to determine with a good precision at the millimetre level the lateral position
of the vertex as well as the distance travelled by the recoil protons. The measurement of this distance
would bring an independent access to the proton momentum compared to the measurement of the number
of primary electrons deposited by the proton, thus improving the determination of its momentum, in
particular at low Q2.
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Figure 63: Layout of one MuPix8 station: The active pixel area of each sensor is shown in orange and the digital
section in green. 24 individual sensors are arranged in a matrix of 6 × 4 sensors in order to cover an area of
60 × 74mm2. To avoid dead areas due to the digital section of the chip, a second plane, shifted by 3mm in vertical
direction, can be added.

The large concentration of read-out pads would be read by IDeF-X ASICs, which are very low-noise
front-end chips developed for solid detector read-out [202] and adapted for primary electron read-out
in liquid Xenon [203]. The bare chips would be mounted and bonded on the backside of the read-out
plane, and would preamplify signals from 32 pads per chip before to transmit them through flat cables to
a shaping and digitizing electronics. This electronics would be built upon VMM [204] or SAMPA [205]
chipswhich have triggerless capabilities and thuswould be compatible with the triggerless data acquisition
system described in the Sec. 5.2.4. The size of the IDeF-X LXE chip is very limited, 6.4x2.8 mm2 with
a thickness around 1 mm, the impact on the scattered particle will be limited, with an average radiation
length at the level of 0.02% X0.

Research and development is presently worked on at CEA Saclay IRFU to validate such a very low-noise
read-out electronics based on the IDeF-X LXE chip. Electronics noise at the level of 100 electrons per
channel are aimed, by combining the IDeF-X chips with small low capacitance pads and high-voltage
focusing strips on the read-out plane. Noise level and detection performance of this read-out scheme will
be evaluated before to study the application to the TPC read-out.

The ionisation chamber needs a constant monitoring of operation parameters. An EPICS-based slow
control program for reading out the temperature, pressure, current and setting and reading of HV will be
used. This program is running on a dedicated computer allowing controlling all parameters with 0.01%
precision required for the experiment. The use of EPICS provides also a possibility of monitoring the
parameters via the campus network and sending alarms in critical cases. There is an established way to
have the EPICS slow control data correlated to the physical events (data recorded by the DAQ). It will
provide a possibility to correct data measured by the TPC due to the change, for example, of gas pressure
or temperature.
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5.3.3 Pixelized Silicon Tracking Stations

In order to provide a good resolution in terms of scattering angle and vertex position, silicon-pixel tracking
stations will be used. We will use the MuPix10 chip, which is being developed by the Karlsruhe Institute
of Technology group for the Mu3e experiment. Future versions of the chip are being evaluated, but the
final design is not yet fully decided. Here we will describe the setup in terms of the already available
MuPix8 sensor [206]. In general, the MuPix sensors are monolithic silicon-pixel detectors [207] with
a pixel size of 80 × 81µm2. The detector has integrated front-end electronics, which allow to digitise
the signals directly on the sensor and send out the received hits via a high-speed serial link operated at
1.6Gbit/s.

TheMuPix8 detector is arranged in a matrix of 128×200 pixel covering an active area of 1×1.7 cm2. The
digital part of the sensor is placed below the matrix in vertical direction and has a width of approximately
3mm. In order to cover a larger active area, several sensors have to be stacked, see Fig. 63. This may
be done by gluing the sensors in one layer. Since the digital part of the sensor causes two dead areas of
60× 3mm2, a second plane has to be added with a shift in vertical direction to compensating for this dead
area. An additional shift in both coordinates can compensate for inefficiencies at the joint. One silicon
station will consist of 4 detector planes with 24 individual sensors, resulting in a total of 2.5× 106 pixels.

A test beam campaign [208] has proven the excellent performance of MuPix8 sensors. 99% efficiency
with an equivalent threshold level of 600 electrons and corresponding noise count rate of 1Hz/pixel were
achieved. The time resolution was measured to be less than 20 ns. The minimal spatial resolution of the
sensor was 23µm. This can be improved by using amplitude information and charge sharing between
individual pixels. In addition, the use of four detector planes per station will further improve the spatial
resolution.

Currently, a prototype system from the KIT group is used for first tests, to evaluate the handling of the
system and to measure first characteristics using a 55Fe source. In parallel the system is used for the
development of the firmware, which will be compatible with the DAQ discussed in Sec. 5.2.4. The
read-out is foreseen to utilise an ARTIX-7 FPGA, which will be connected via its high-speed links
to the detector and further processes the data. The control of the pixel detector will be done via the
Ethernet-based IPBus interface [209].

Four stations of these detectors will have in total 10Million pixels. The data rate of the detector can be
estimated from noise rate, beam rate and averaged cluster size. For a beam of 2 · 106/s about 200MB/s
are expected. The data rate and number of serial links suggests to read one plane of the detector by four
ARTIX-7 FPGA cards similar to those, which are used for iFTDC. Four stations will be read out by 64
FPGA cards. The control of the pixel detector will be done via Ethernet based IPBUS interface.

5.3.4 SciFi Tracker Stations

It is planned to build three SciFi Tracker Stations to gather trigger, luminosity and timing information.
Each detector consists of four layers of scintillating-plastic fibres with a 200-µm square cross section
(Kuraray SCSF-783). Two layers are oriented in x-direction and two in y-direction. In both orientations
the layers are shifted by 100 µm relative to each other to increase the detection efficiency. The relative
shift also increases the tracking resolution (pixel size) from 200 × 200 µm2 to 100 × 100 µm2 in the best
case. Each layer consists of 250 fibres, resulting in an overlap region of 5 × 5 cm2 that can be used for
tracking (compared to an active area of 6 × 7.4 cm2 for the silicon trackers) and in a total of 1000 fibers
per detector. If required, the tracking area of the last detector can be easily enlarged by scaling up the
layer sizes, to increase the range of Q2-values that the trigger is sensitive to.

3https://www.kuraray.com/products/psf
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Figure 64: Simulated pulse-height spectrum (blue) for 100-GeV/c muons in a 200-µm scintillating-plastic fiber,
generated with a simulation framework tuned to reproduce experimental data. Also shown is the dark-count
spectrum of a KETEK PM1125-WB SiPM at room temperature (red).

Each scintillating fibre is coupled to individual silicon photomultipliers (SiPMs) on both ends, giving a
total of 2000 channels per detector. The SiPM signals are read out by NINO ASICs, ultra-fast amplifier-
discriminators that were originally developed for the ALICE time-of-flight detector [210], and digitized
by FPGA-based time-to-digital converters (iFTDC, see Sec. 5.2.4.3 for details).

The design of the new SciFi detectors builds on experience we obtained from developing several other
scintillator detectors. For most of themwe used the same type of scintillating-plastic fibres that we plan to
use for the new detectors, but with a 2-mm square cross section. We also used the same type of SiPM on
multiple occasions, mostly with an active area of 3 × 3 mm2. We performed several measurements with
a 450-MeV/c pion beam at the πM1 beam line at Paul Scherrer Institute to characterise the materials and
components of the detectors. We use this extensive data set to calibrate our GEANT4-based simulation
framework.

A challenge in using 200-µm fibres is the low light output of such thin scintillators. Here light yield
of 8000 photons per MeV deposited energy is assumed for all calculations and simulations. Using data
from measurements with low-energy protons that are stopped in a detector made from SCSF-78 fibres,
we calculated that about 200 photons reach a SiPM at the end of 2-mm fibre with a length of about
10 cm. This corresponds to an energy deposition of 0.4MeV for a minimum-ionising particle. The
simulation framework was tuned to reproduce this measurement and to calculate the expected light output
for 200-µm fibres. For the proposed detectors, minimum-ionising particles generate about 350 photons
in a single fibre, of which 20 to 30 reach a SiPM at either end of a straight fibre. Taking into account
the photodetection efficiency of the SiPM, this translates into 12 photoelectrons on average (with a most
probable value of 10 photoelectrons) for 100-GeV/c muons. Some of the fibres in the proposed detectors
will have to be curved; for these, we expect an average of 6 photoelectrons.

To suppress the intrinsic thermally induced noise of the SiPMs (dark counts; in the order of 100 kHz at
room temperature for theKETEKPM1125-WB4, whichwould be a suitable candidate for this experiment).
The two read-out channels of each fibre must cross the discriminator threshold in coincidence in order

4https://www.ketek.net/sipm/sipm-products/wb-series/
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TGeant Simulation Data: FT01V1 Hit Map

Figure 65: Hit map of one SciFi tracking layer (one vertical layer, one horizontal layer) with a pixel size of
200 × 200 µm2, simulated with TGeant. Each detector consists of two tracking layers shifted by 100 µm in each
direction relative to each other.

to register as a hit. For this configuration, a discriminator threshold corresponding to 1.5 photoelectrons
yields a calculated reduction of the noise rate to about 10 to 100Hz per fibre. The noise rate could be
reduced even further by cooling the detectors: operating them at 0◦ C or −40◦ C would lower the rate to
20 kHz or 1 kHz, respectively. The design of a cooling system capable of achieving such temperatures
would be straightforward.

Figure 65 shows a hit map of one tracking layer, consisting of one vertical and one horizontal layer with a
resulting pixel size of 200× 200 µm2. Each SciFi detector consists of two such tracking layers, shifted by
100 µm in each direction relative to each other (see above). This map was generated from data generated
with a TGeant simulation of the relevant sections of the Compass spectrometer with beam parameters
appropriate for the proton-radius measurement.

5.3.5 Beam Momentum Station

The six stations of the BeamMomentum System have a total number of 512 channels. The system is used
since many years in the Compass experiment and shows a stable behaviour. Therefore we plan to keep the
current front-end electronics in form of discriminators and only exchange the current F1-TDC read-out
by the new iFTDC development with the firmware for 32 channels and a bin width of 0.2 ns to make the
detector system compatible with the continuous DAQ. A total number of 16 iFTDC cards is needed.
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5.3.6 COMPASS SciFis

The 6 stations of the SciFi detectors have in total 1804 channels. The discriminators are the same as used
in the BMS and have a good performance. Therefore we plan to only exchange the currently used F1-TDC
by the new ones to make them ready for the streaming read-out. The time resolution of these detectors will
make the use of the 32 ch 200 ps/bin iFTDC firmware necessary. To cover the 1800 channels 60 iFTDC
cards are necessary.

5.3.7 Hodoscope

The 64 channels of the Inner5 hodoscope, which is used for muon identification behind an iron absorber
at the end of the setup, are equipped with a single read-out photo-multiplier per channel. The analogue
signals are discriminated by a NINO front-end [210] and digitized by two iFTDC in 200 ps/bin mode
with 32 channels each.

5.3.8 DAQ/Trigger for Proton Radius Measurement

The measurement of the proton radius will be split into two data taking periods. The first one will use
a beam intensity of 2 · 106/s. In the second period we aim to increase the beam intensity according
to the experience with the first data taking period to a maximum of 2 · 107/s. The rather low beam
intensity of the first data taking period enables us to run the DAQ in the completely not-triggered mode
and save all data to disk for further offline analysis. This will allow us to debug and validate the new
approach of the continuous iFDAQ and the new trigger system without losing any physics data. For the
higher beam intensity of the second data taking period, a fully working trigger system is mandatory to
reduce the amount of recorded data to a level, which can be stored and analysed with a reasonable offline
computation power.

In order to estimate the data rate we take into account the number of stations and planes, the noise figure
as well as the cluster size per detector, the protocol overhead, the sample size per hit and we assume
that all detectors are hit by the full beam flux. The parameters for the different detector subsystems are
shown in Table 16. The time-slice length is 128 µs and each hit-data-word has 4 bytes. Figure 66 shows

Table 16: Parameters as input for the bandwidth calculations for each detector subsystem. (*) Main noise
contribution already included as MIPS beam particle signals (2 · 106).

Det. subsystem # of Stations Total # of Views Image length Cluster Size Noise # DWords per hit
TPC 1 4 64 µs 2 (*) 26

PRMFIBER 3 12 128 ns 2 100Hz/ch 1
Silicons 4 16 128 ns 1.2 ≤1Hz/ch 1
FIBER 6 13 128 ns 2.8 60Hz/ch 1
BMS 6 6 128 ns 2 60Hz/ch 1

Hodoscopes 1 1 128 ns 2 120Hz/ch 1
ECAL 1 1 256 ns 12 100Hz/ch 17

the data rate per detector subsystem as function of the beam intensity per second for the range of beam
intensities that will be used for this measurement. For the lower beam intensity we expect a data rate
of 14.4GB/spill (4.8 s), which is a very conservative estimate. The distribution for the different detector
sub-systems is shown in Fig. 68.
To estimate the necessary storage we assume approximately 500k spills in 200 days of data-taking, as
was delivered in 2018. This results in an average number of about 2500 spills per day. This number is
used to extrapolate to the total size of collected data for the Proton Radius Measurement as a function
of beam days as shown in Fig. 67. For the whole year, including the commissioning time and assuming
100% efficiency of the experiment, we end up with 7.1 PB of data as an upper limit (Fig. 67 blue curve).
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This is about four times the data as were collected in previous Compass runs (e.g. 2018) and only
requires a factor of four more computation power for storage and offline analysis, which is feasible. To
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estimate the necessary bandwidth between the experiment location and the central storage as well as the
amount of local storage needed to store at least the data of one day locally, we will assume a maximum
of 4000 spills/day. This is the highest number of spills delivered at one day during the 2018 Compass
data taking under the best super cycle conditions. The maximum amount of data per day is about 58 TB.
This data will be stored locally on disk on the read-out engines and will be then transferred to the central
storage. Each read-out engine is equipped with a local storage of 120 TB, thus enabling us to run for at
least 2 days even in the case of issues with the connection or service of the central storage. To transfer
this amount of data to the central storage an up-link capacity of about 6Gbit/s(sustained) is needed.

For the case of a beam intensity of 2 · 107/s a total on-spill data rate of 118.2GB/spill is obtained, which
sums up to about 60 PB for the whole year. This shows that for the second period of data taking we have
to reduce the amount of data, which we want to store to disk by a factor of 5 to 10. This can be done
with a digital trigger system, which uses the information on the incoming and scattered muon in order to
select elastic events. This so called kink-trigger system is described in Sec. 5.3.9.

5.3.9 PRM elastic-muon trigger system

To deal with the high beam rate, a trigger system is needed to select events with Q2-values in the region
of interest (see Sec. 2.5 for a discussion of the region of interest and Sec. 2.7 for a discussion of the
uncertainties introduced by multiple scattering). It consists of the three SciFi tracking detectors (see
Sec. 5.3.4), two placed upstream of the TPC and one downstream. We use the hit information of the two
upstream detectors to calculate the track parameter of the incident muon in real time. The hit information
of the third detector is then used to decide whether a muon was scattered in the TPC gas (or some other
material) or not and can be used as a trigger.

As presented in the general description of the new DAQ framework (see Sec. 5.2.4.1), the data streams
of these detectors are duplicated at the level of the multiplexer and sent to the digital trigger system for
real-time analysis. The event generator searches for coincidence of hits in time and builds events of
interest (EOI). These EOI are sent to the first trigger processor unit, which does clustering and space-
point extraction. From this information, the track parameters of the incoming and outgoing tracks are
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Figure 68: Distribution of data rate for different detector systems for an beam intensity of 2E6.
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Figure 69: Predicted efficiency of the elastic-muon trigger for the proton radius measurement, which is about
97 % for the proposed measurement range (0.001 < Q2
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) < 0.04). The increased uncertainties at larger

Q2-values are due to the limited size of the data set at the moment used for this graph.

determined. Several algorithms are under investigation to determine the scattering angle and therefore
the Q2-value of the event to do the trigger decision.

Figure 69 shows theQ2-dependent trigger efficiency for an exemplary algorithm: Using the hit information
of the two upstream SciFi detectors, the hit point of a muon in the downstream detector is predicted. The
minimal distance (in the detector plane) between this predicted point and the true hit point is a measure
of the scattering angle (and thus of the Q2-value) and can be used to select events in the region of interest.
For the measurement range we propose (Q2 > 1 · 10−3 GeV2

/c2), simulation data shows that a trigger
efficiency of about 97% with a background rejection of better than 96.5% can be achieved.



94

5.4 Instrumentation for Drell-Yan

5.4.1 Radiation environment v2(new)

The EHN2 hall being a surface experimental area, a study of the radiation dose inside and in the vicinity
of the building must be performed to design an appropriate shielding of the target region to:

– Satisfy the limits for radio-protections

– Evaluate the radiation hardness required for the detectors

– Optimise the beam intensity

As it was done in previous Drell-Yan experiments, a hadron absorber will be installed downstream of the
target to reduce the high secondary particle flux produced by the interaction of the pion beam in the target
and absorb the non-interacting beam. The absorber considered in the current setup is identical to that
used by Compass [211]. It maximises the number of interaction lengths crossed by the produced hadrons,
while minimising the number of radiation lengths to keep the energy loss and the multiple scattering of
the Drell-Yan muons as small as possible. In order to keep the environmental radiation dose within safe
limits, the absorber is surrounded with a concrete shielding of 2m thickness. The dominant contribution
to the dose recorded in the EHN2 building and its vicinity during the Compass Drell-Yan Runs was
coming from neutrons emitted upstream of the absorber and towards the sky [212, 213]. In order to
address this issue, the target area will be embedded in a concrete bunker 2m thick on the sides, 1.6m
thick on the top and on the bottom, and 3m long. FLUKA simulations [214, 215] [216] were performed
with this configuration, to assess the radiation environment inside and outside the experimental hall, as
illustrated in Fig. 70. For safety purposes, we assume here a more favourable SPS super cycle of 4,000
spills/day and an intensity larger by 10% than the one considered in the evaluation of the projections
presented in Sec. 3. In any case, the equivalent dose is found to be below the radiation protection limits
inside the building, as well as outside. The equivalent dose at the ceiling of the building can be further
decreased by reducing the opening of the bunker to the size of the beam spot. Outside of the building,
the equivalent dose is also found well below the limits for radio-protection in a non-designated area of
2.5 µSv/hour, or equivalently 1mSv/year.

Figure 70: Left: Solid view of the concrete shielding around the target. Right: Equivalent dose as a function of
height, behind the protection wall and at the location of the target. The building is classified as a low-occupancy
supervised area, which imposes a limit for radio-protection of 15 µSv/h.

Vertex detectors will be located inside the bunker between the target and the absorber. It corresponds to
the hottest point in terms of radiation. In order to identify the appropriate technology and ensure the life
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Figure 71: Left: Equivalent dose as a function of the distance to the experimental hall. Right: Equivalent dose at
the fence of CERN.

expectancy of the detector over the data-taking campaign, the radiation level was evaluated with FLUKA
simulations. The distribution of the 1MeV neutron-equivalent fluence is shown in Fig. 72.

W(2cm) C (25cm) C (25cm) C (25cm) W(8cm)

Absorber

Figure 72: 1MeV neutron-equivalent fluence (1MeV neq cm
−2) in the target location for an integrated beam

intensity of 40 × 1013 particles. Z is along the beam axis and R corresponds to the radius around the beam-axis.
The three considered locations for the vertex detectors are at Z equals -170, -120 and -70 cm.

The projections along the beam axis and along the radius around the beam axis are shown in Fig. 73. The
1MeV neutron-equivalent fluence for 40 × 1013 beam particles (i.e. two years of Drell-Yan data taking)
is at the level of 1013cm−2 and decreases rapidly with the distance to the beam axis. Despite the hostile
environment, the dose is not incompatible with Silicon technology [217,218].

Figure 73: 1MeV neutron-equivalent fluence (1MeV neq cm
−2) along the beam axis (R=0) and separated by

particle species on the left, and as a function of the radius to the beam axis at three different Z locations for all
particles on the right.
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Figure 74: Conceptual representation of the Drell-Yan target system, showing the three 25 cm carbon sections
interspersed with tracking detector planes, followed by the two 6 cm tungsten targets and the tungsten plug inside
the hadron absorber.

5.4.2 Target and tracking v2(+)

For the new experiment, a segmented target consisting of carbon – as a light isoscalar material advanta-
geous for the measurement of pion sea-valence separation – and tungsten – for the nuclear-dependence
studies – is proposed. One of the studied configurations for the target region consists of three carbon
sections, each 25 cm long (0.48λπ) followed downstream by two sections on tungsten, each 6 cm long
(0.53λπ). Although estimates and simulation results included in this proposal correspond to that con-
figuration, other possibilities are being studied, like the possibility of having a very thin (2 cm) tungsten
section at the most upstream position. The overall target length is restricted on both the upstream and
downstream ends. As the target length extends further upstream, the acceptance for Drell-Yan event
decreases, becoming kinematically more restrictive. On the downstream side, it must remain in front of
absorber and first magnet.

Because multiple scattering and energy loss of the muons in both target material and the absorber material
further downstream of the target degrade the kinematic resolution, active tracking planes will be placed
between the target and the hadron absorber. A schematic view of this target is shown in Fig. 74. Three
to five stations of four projective planes each are being considered, with increasing transverse dimension
from 10 × 10 to 40 × 40 cm2. This scheme would allow the reconstruction of tracklets with minimal
multiple scattering distortion. Preliminary tests have shown good bridging efficiency of these with the
spectrometer tracks.

Additionally, small beam counter detectors in between the target sections are also being studied, as an
option that would allow a precise control over the beam flux crossing and the constrained vertex search
along the beam line.

As noted earlier in Sec. 3, the improved mass resolution from the target tracking planes reduces the
charmonia resonance tails, that extend less into the Drell-Yan signal region. This improvement has
important impact in the achievable statistics (see Table 7.)

There are several technologies that theCompass++/Amber collaboration is exploring for use as the target-
region tracking planes. Leading technologies for these trackers include scintillating fibres, Micromegas,
and pixel sensors based on, for example, the ALPIDE chip [217]. The key criteria being used to evaluate
these technologies include the ability to handle high rates, overall robustness (in particular radiation
hardness), resolution, and cost. The specific values that each of these criteria need to meet is still being
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studied by the collaboration, so that no definitive choice of technology can be made at this time. Rate
estimateswill be based on existingCompass data andMonte Carlowith the newAmber configuration. For
an order of magnitude estimate, consider the Micromegas detectors used in Compass in 2008-2009 [187].
At that time, for the strips near the central dead spot (beam axis) a rate of 100 kHz was measured on a
0.36mm wide strip for a 5.5% nuclear interaction length (λ) target running with 1/16 of the proposed
Amber beam intensity of O(50-100)MHz/mm/λ. Note that this estimate is for a strip and not a pixel
detector, but it is clear that any strip-based detector near the beam region must be extremely narrow.

5.4.3 Trigger and DAQ for Drell-Yan

For the Drell-Yan measurement identification of the outgoing dimuon pair is necessary to select events of
interest. The Compass muon hodoscope trigger system will be partly reused for this purpose. It consists
out of several subsystems for different kinematic ranges. Each trigger subsystem is made out of two or
more plastic scintillator hodoscopes with horizontal slabs. The use of horizontal slabs allows for target
pointing in the non-bending (vertical) plane. Each slab has a double sided read-out by photomultipliers.
To perform muon selection one of the hodoscope, of each sub system, is placed after an absorber. A
coincident hit in time in both detectors signals a muon track. It is planned to reuse the Middle, Outer and
LAS trigger hodoscopes (see Fig. 31).
From the experience of past Drell-Yan runs at Compass the main objective for the trigger and DAQ for
future DY data taking is to reduce the Veto and DAQ dead time and to improve the efficiency of the
LAS H1 trigger hodoscope. The implementation of the new Drell-Yan dimuon trigger will be done in the
framework of the new continuous iFDAQ (see Sec. 5.2.4).

Digital dimuon Trigger

In order to take full advantage of the high-rate-capable streaming approach, all detectors, which participate
in the measurement, must be equipped with continuous read-out enabled front-ends to eliminate DAQ
dead time. The number of detector planes, as well as the beam intensity, result in huge data rate for a DY
experiment, which make it difficult to achieve a full trigger-less approach where everything is directly
written to disk with no data reduction at all. The limiting factors are the bandwidth of the uplink to the
central storage system, the needed storage capacity and the computation power needed to process the
data offline to get physics results. Therefore the function of the analogue trigger logic, as it was used in
previous DY measurements, has to be implemented into the new digital trigger processors architecture.
In order to accomplish this, a multi-stage trigger architecture is foreseen (see Fig. 75). All data streams
of the detectors, which participate in the trigger decision, are duplicated on the level of the multiplexer
and sent to the trigger processor. The first stage (L0) of the trigger processor performs the T0 correction
of the hit time, sorts the incoming data from different front-ends in time and forms the events of interest
by grouping coincident-in-time hits. These events of interest are then sent to the second trigger processor
stage (L1). This stage uses the geometrical information of the trigger elements to perform target pointing
of the selected tracks. It requires that the tracks originate in the target region by checking the combination
of hits in the hodoscopes of a trigger subsystem. The muon candidate tracklets are then sent to the third
stage (L2) with a rate in the order of 650 kHz, in which the track multiplicity of the single events is
calculated. If a track multiplicity greater than two in the LAS subsystem or a track multiplicity greater
than one for at least two subsystems is found, a signal is sent via TCS to the data concentrators to select
the images in the buffer, which belong to the trigger and save them to disk. The output rate of this stage
is expected to be in the order of 100 kHz. The selected data is saved to disk for physics analysis. Possible
further high level trigger stages, which could utilise information from more (tracking) detectors, could
be daisy chained to purify the selected sample further for physics analysis by tagging the images with
additional trigger information. The Compass dimuon triggers included an anticoincidence signal from
the veto hodoscopes system at the output of the target pointing matrices, in order to suppress the beam
halo. Test measurements during the 2018 Drell-Yan data taking showed that the dimuon trigger system
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Figure 75: Scheme of the multi-level trigger for Drell-yan

is able to suppress the halo component of the beam by a factor of 3 to 7 with respect to the single muon
triggers without using any veto information leading to a typical trigger rate of 100 kHz (see Table 17) for
all dimuon triggers. The design of the new DAQ architecture is able to process this data rate.

Table 17: Measurements of physics trigger rates for different veto conditions, from 2018 Drell-Yan run at nominal
beam intensity.

Trigger w. Veto /kHz w/o. Veto /kHz
LAS 98.3 333.4
OT 35.5 250.2
MT 38.1 29.2

LASLAS 22.9 52.0
OLAS 1.5 33.3
MLAS 0.7 10.4

Sum of di-µ Trigger 25.1 95.7

A new H1 Hodoscope

To improve the efficiency and stability of future Drell-Yan data taking it is planned to rebuild the H1
trigger hodoscope. The current design was optimised for a material budget as small as possible, since the
hodoscope had to be placed in the acceptance of the RICH detector. It turned out that the current design
was not rigid enough over the years, resulting in inefficiencies. Since low material budget is not required
for a Drell-Yan measurement the H1 hodoscope will be rebuilt with acrylic light guides in the central part
instead of air light guides. In addition, thicker scintillator material (2 cm instead of 0.8 cm) will be used.
These changes will improve the photon collection efficiency especially in the central part of the detector.

5.5 The target system for antiproton cross-section measurements

The proposed physics program foresees to collect data using a proton beamwith energies ranging between
50 and 280GeV/c on both a liquid hydrogen (LH2) as well as a liquid helium (L4He) target.
The LH2 target used in the Compass 2009 run ( [176]) is still available and can be re-used after some
standard maintenance. In this apparatus the liquid hydrogen is enclosed within a Mylar cylinder of
125 µm thickness, with a length of 40 cm along the beam axis and a diameter of 3.5 cm. The entire 2009
LH2 target system is shown in Fig. 76. A cryostat tube, made from aluminium, surrounds the target cell,
with an overall diameter of 185mm and it is terminated towards the spectrometer with a 250 µm thin
Mylar window. Its diameter was chosen sufficiently large that the forward-going particles which can be
detected by the spectrometer will avoid the aluminium cryostat and pass through the window.
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Figure 76: Side view of the liquid hydrogen target system. A closer view of the cylindrical Mylar cell and hydrogen
piping is shown in the inset.

The new L4He target will be realised starting from an existing apparatus used for the Compass deuteron
polarised target. In particular the dilution refrigerator is well suited also for this L4He target. The new
L4He target cell will be 40 cm long and 3.5 cm in diameter. It will be newly constructed, using 2 mm
thick glass fibre. The surrounding vacuum chamber, 45 cm long with 8 cm diameter, will be constructed
from 1 mm thick carbon fibre. The temperature of the liquid helium during the operation is expected to
be 1 K , i.e. filled with helium of a density of 0.145 g/cm3. The change-over between the target systems
is expected to take one week, including warm-up and cool-down times.

5.6 Hadron PID perspectives: RICH

The RICH-1 Cherenkov-imaging detector [178,219–221] is the backbone for hadron PID in the Compass
2 setup. It has a large acceptance, i.e. ±200mrad in the vertical plane and ±250mrad in the horizontal
plane. It uses C4F10 as heavy and low-chromaticity radiator gas, where image focusing is provided by a
wall of spherical UV mirrors. Presently, the photon detection system is formed by MAPMTS coupled to
individual fused silica-lens telescopes in the central region, covering 25% of the instrumented surface,
where the rate is higher, and gaseous detectors in the peripheral region. Two types of gaseous detectors
are in use, both equipped with CsI photo-converters: MWPC detectors and novel ones, which are based on
a hybrid MPGD architecture with two THick GEM (THGEM) layers that are followed by a Micromegas
multiplication stage. The first THGEM also acts as photo-converter substrate. The RICH-1 detector
provides hadron PID in the range from 3 to 60GeV/c, where 3GeV/c is the effective threshold for pion
identification, and pions can be separated from kaons at 90% confidence level at 60GeV/c [178].

As described in Sec. 4.5, it is desirable to complement the existing RICH-1 by new Cherenkov counters
that extend the momentum range for the positive identification of hadrons: For low momenta (RICH-0),
a DIRC counter enriched with a focusing system [222] with horizontal radiator bars arranged in a planar
configuration can be used in order to separate hadrons in the range 0.2GeV/c up to 5-6GeV/c. Fused
silica bars are the default choice, while the use of Plexiglas bars [223] is an alternative option to be
analysed. The default read-out sensors are MAPMTs, while other fast, pixelized photon detectors as
MCP-PMTs can be considered. A relevant feature is the reduced physical length of such a detector that
may require no more than a 20 cm space-slot along the beam line.
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5.7 Equipment and responsibilities

As described above, the proposed measurements will make use of the existing Compass spectrometer,
with a number of new additions, upgrades and modifications. In cases of existing equipment, the
responsibility for maintenance and operation will in general stay with the same group as in the Compass
experiment, extended by the entire Compass++/Amber collaboration. A tentative list of responsibilities
for the different subsystems can be found in Table 18. This list is still in an early stage. The individual
assignments are preliminary, i.e. subject to change, depending on the outcome of the discussions with
funding agencies.

Apart from the contributions by the institutes listed in Table 18, the new experiment would require from
CERN as host laboratory the continuation of the services granted for the present Compass experiment,
in particular in cryogenics and central data recording.
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Table 18: Tentative responsibilities for detector construction/upgrades, operation and maintenance. The assign-
ments are still preliminary and subject to change according to funding. The new components concern predominantly
the phase-1 presented in this document, several developments, such as the new DAQ, are however in view of the
complete future running plan. Several major detector developments that are presently envisaged for measure-
ments beyond phase-1 are omitted here. This table will be updated along with forthcoming proposals for further
measurements at the Compass++/Amber facility.

Equipment Responsible (tentative) Status
Beam CERN new/existing
BMS Bonn existing
CEDAR CERN, Warsaw existing/upgrad
Luminosity measurement Freiburg, Mainz upgrade
C/W target Lisbon new
LH2,LHe2 target CERN, Czech G., Virginia, Yamagata existing/new
DY vertex detector new
Silicon detectors Munich, Torino new/existing
TPC and pressure tank Gatchina, GSI new
TPC gas system Gatchina new
TPC RO Bonn, Freiburg, Gatchina, GSI new
SciFi target Munich new
SciFi tracker Bonn existing
GEM Bonn refurbish
Micromegas existing
Straws Illinois existing
MWPC JINR, Torino upgrade
DC Illinois existing
RICH Atlanta, Calcutta, Czech G., Trieste existing/upgrade/new
RICHWALL JINR, Torino existing
HCAL1 JINR existing
HCAL2 IHEP Protvino existing
ECAL1 IHEP Protvino existing
ECAL2 IHEP Protvino existing
MW1 JINR existing
MW2 IHEP Protvino existing
W45 CERN existing
DAQ/Computing Czech Group, Munich, Tomsk, Warsaw upgrade
Trigger Bonn, Mainz upgrade
PRM Trigger Mainz, Munich new
Front-end upgrade
Slow control Lisbon existing
Infrastructure CERN existing
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6 Outlook: The ”New QCD facility at the M2 beam line" beyond LS3

6.1 RF-separated hadron beams in the M2 beam line

In view of several proposals to perform new experiments with high-energy hadron beams at CERN, a
study of a possible enrichment of desired particle species in the M2 beam has been launched by EN-EA
in the context of the Physics Beyond Colliders Initiative (PBC). Contrary to the case of lower energies, at
higher energies an enrichment of antiprotons is not naturally given by decays of other particles over the
length of a beam line, which is due to higher lifetimes of particles in the laboratory frame. In addition,
several proposals prefer a higher content of kaons and positive pions in the beam.
Starting from studying limitations in terms of production of particles, there are several possibilities to
enrich the content of a wanted particle species in the beam, usually by suppression of unwanted particles.
Due to the 1/p3 dependence of electro-static separators, it is not reasonable to use such a method at beam
energies higher than a few GeV. While in principle an enrichment by differential absorption would be
feasible, the very low efficiency, high losses, and small suppression factors for unwanted particles leave
only the possibility of radio-frequency (RF) separated beams.
The method of RF-separation was first employed at CERN in the 1960s based on ideas of Panofsky and
Schnell as for instance described in Ref. [224]. The main idea is based on the different velocities of
particle species in a beam with defined momentum.

As displayed in Fig. 77, two dipole RF cavities (RF1 + RF2) with frequency f are implemented at a
given distance L. The transverse kick of RF1 is either amplified or compensated by RF2 depending on
the phase difference between both. This phase difference is given by the difference of velocities of the
various particle species. For two species i (i = 1, 2)with masses mi and velocities βi, the phase difference
reads ∆Φ = 2π(L f /c)(β−1

1 − β
−1
2 ). In the limit of large momenta, the phase difference can be expressed

as a mass difference between the two species at the beam momentum p:

∆Φ = 2π(L f /c)
m2

1 − m2
2

2p2

For kaons as wanted particles, the phase difference could be chosen at ∆Φπp = 2π, which results in
∆ΦπK = 94◦. This means that the kick for both protons and pions would be compensated by RF2 and
they would be absorbed in the beam stopper. The kaons would receive a close-to-maximum transverse
kick and mostly go around the stopper. For antiproton beams, the phase difference could be chosen
at ∆Φπ p̄ = π, which results in ∆Φp̄K = 133◦ and ∆Φp̄e = 184◦. In this case, the antiprotons would
receive an acceptable deflection while electrons and pions are dumped effectively. Recently, a first
version of beam line optics has been prepared, which includes a new section for momentum selection
that was placed after the high-acceptance front-end consisting of six strong-gradient quadrupole magnets
(Fig. 78). The new section comprises an additional vertical achromat in contrast to the old horizontal
momentum selection. With four additional dipole magnets, displaced collimators and optimised field

RF1	 RF2	
beam	transport	 beam	stopper	

L

Figure 77: Panofsky-Schnell method for RF-separated beams. The unwanted particles (red) are stopped by a beam
stopper while the wanted particles (green) receive a net deflection by the combination of the RF1 and RF2 dipole
RF cavities out of the central axis, which is sufficient to go around the stopper.
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Figure 78: First outcome of optics studies for an RF-separated beam in the M2 beam line. The beam momentum
selection will be achieved by including a vertical achromat comprising four strong dipole magnets (BV1-BV4).

lens quadrupoles, the momentum selection has been improved from initially dp/p = 10% to only 0.8%,
which is an important requirement as will become clear below.

In the current optics, the two FODO sections of the M2 beam have been kept unchanged, which has the
benefit of keeping the possibility to change back to the muon beam configuration at a rather moderate cost
and within a shorter time compared to a complete change of all M2 beam line elements. Depending on
evolving requirements and further optimisation, the option to go back to muon beams could be checked
in more detail. The current placement of the two cavities RF1 and RF2 would allow a separation length
L of about 829m.

Based on a study by J.Doornbos at TRIUMF for CKM, we assume a similar input for frequency ( f =
4.2GHz instead of 3.9GHz at CKM) and kick strength of the RF cavities (dpT = 15MeV/c). In such
a study case, the upper momentum limitation for RF-separated kaon beams would be about 75GeV/c
and about 108GeV/c for RF-separated antiproton beams, see Fig. 79. As the phase difference depends
quadratically on the chosen momentum, such beams would deliver acceptable separation only in a small
momentum band. In addition, the dispersion of the beam ∆p/p needs to be limited to about 1% in order
to prevent a phase shift of ∆Φ f = ∆Φi(1 − 2∆p/p) and thus a lower separation efficiency.

With the given acceptance values and target efficiency an exemplary calculation was performed for the
case of a 100GeV/c antiproton beam. Assuming that 80% of the antiprotons would pass the beam
stopper and an optimisation of the solid angle to 10 π µsterad, one would expect about 8 · 107 antiprotons
in the experimental hall EHN2 for 1013 incident protons at the T6 target. Due to the current radiation
protection restrictions for EHN2 of 108 particles per 4.8 s spill, the limit would be given only by the
to-be-achieved purity of the beam. Assuming 50% purity, this would be about 5 · 107 antiprotons per
spill.

Further steps will include an optimisation of the optics, including a realistic beam dump and a section
for beam particle identification with e.g. CEDARs or threshold Cherenkov detectors. In addition,
studies for the required dipole RF cavities, necessary infrastructure and costing will be launched. Further
optimisation of the existing shielding with respect to the ambient radiation might also turn out useful to
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Figure 79: Dependence of the final beam momentum p as a function of length L between the RF cavities for two
different phase differences. The case of ∆Φ = 2π (red) corresponds to kaons as wanted particles while ∆Φ = π
(blue) would be the choice for antiprotons. The dashed horizontal line indicates the maximum momentum possible
for the given particle type at the M2 beam line.

increase the current limit of particles per spill in EHN2 moderately.

More details can be found in the PBC Conventional Beams Working Group report [43].

6.2 Experiments planned beyond phase-1

Drell-Yan physics and hadron spectroscopy with high-intensity kaon and antiproton beams The
availability of a kaon beam such as the one envisaged by radio-frequency separation of charged hadrons
at the SPS M2 beam line, would provide a unique opportunity for performing extensive studies of the
parton structure of the kaon. A high-intensity kaon beam would allow for Drell-Yan measurements with
unprecedented statistical precision. A detailed comparison between the quark structure of the two lightest
hadrons becomes possible. The Drell-Yan kaon data should be complemented with J/ψ production and
prompt-photon measurements, thereby also paving the way for a determination of the gluon structure of
the kaon.
The availability of an RF-separated antiproton beam would make measurements of nucleon single-spin
asymmetries with reduced systematic uncertainties possible and the u-quark Boer-Mulders distribution
of the nucleon can be accessed.

– Valence quark distributions in the kaon (see LoI sect. 4.3.2)
The presence of the valence strange-quark significantly alters the properties of the kaon in compar-
ison to those of the pion. Being much heavier than the light quarks, it carries a larger fraction of
the kaon momentum. Accordingly, the valence content of the kaon is expected to be significantly
different from that of the pion. Of special interest is the comparison to theoretical calculations
in the framework of Dyson-Schwinger equations. The kaon valence distribution uK (x) can be
determined with much improved accuracy in a dedicated Drell-Yan measurement. Using a 100
GeV RF-separated hadron beam with an intensity of 7 × 107 per second, a kaon purity of about
30% and assuming 2×140 days of data taking, about 65.000 kaon-induced Drell-Yan events should
be collected in total. It is foreseen to use a 100 cm long carbon target (4×25 cm) in conjunction
with a new large-acceptance active absorber downstream of it.
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– Separation of valence and sea distributions in the kaon (see LoI sect. 4.3.3)
The kaon sea distribution and its composition are presently unknown. They can be determined
through a comparison between K+ and K−-induced Drell-Yanmeasurements using an RF-separated
hadron beam with a momentum of about 100GeV/c and a light isoscalar target. In such measure-
ments, the K+ cross section is sensitive to valence-sea and sea-sea terms only, so that the difference
between K− and K+ beams is sensitive to ūK− uN valence-valence terms only.

– The J/ψ production mechanism and the gluon distribution in the kaon (see LoI sect. 4.3.4)
It is expected that the heavier quark in the kaon radiates less gluons than the lighter quarks in the
pion. A natural consequence of this expectation is that the gluons in the kaon carry less momentum
than the gluons in the pion. Using the Dyson-Schwinger-Equation approach, it was found that at the
hadronic scale the gluons contribute to only 5% of the total momentum in the kaon, as compared
to about one third in the pion. A stringent check of this prediction requires the measurement of
the presently unknown gluon distribution in the kaon, which can in principle be inferred through
a measurement of kaon-induced J/ψ production. A comparison between kaon-induced J/ψ cross
sections measured with the two beam-charge signs can be used to both improve our understanding
of the J/ψ production mechanism and infer the gluon distribution in the kaon.

– Electric polarisability of the kaon measured via the Primakoff reaction (see LoI sect. 4.5.1)
A measurement of the so-called Primakoff reaction K−Z → K−γZ using an RF-separated hadron
beam, in which kaons are enriched, provides a unique opportunity to perform the first measurement
of the kaon polarisability αK . For the measurement with a 100 GeV/c RF-separated kaon beam
(5 × 106s−1) the same spectrometer configuration as in the analogous Compass measurements of
the pion polarisability in 2009 and 2012, i.e. the CEDAR detector in the beam line, a 0.3 X0 thick
nickel target with silicon-based telescopes upstream and downstream of the target, but the new
DAQ system with the capability to accept trigger rates up to 100 kHz will be used. The expected
statistical accuracy of the αK extraction under the assumption αK + βK = 0 is 0.03 × 10−4 fm3.

– High-precision strange-meson spectroscopy (see LoI sect. 4.2.1)
The Particle Data Group lists 25 strange mesons that have been measured in the mass range from
0.5 to 3.1 GeV/c2. Only 13 of them are included in the summary tables, the remaining 12 states
still need further confirmation. For two of them, even their spin-parity quantum numbers are still
unknown. While for some well-known kaon states the quark-model prediction agrees well with
the experimental observations, many predicted states have not yet been observed and some of the
observed states do not fit into the quark-model picture.
In analogy to the 2008 and 2009 Compass measurements of non-strange mesons in the π−π−π+

final state, the flagship final state for strange-meson spectroscopy will be K−π−π+. In order to
apply novel analysis techniques developed for the analysis of the π−π−π+ final state, a total dataset
of at least 10 × 106 events is acquired. This is about a factor of 10 more than the present world
data and hence requires the RF-separated M2 hadron beam with a high intensity. In order to be
dominated by diffractive production, a minimum beam momentum of 50 GeV/c is necessary.

– Study of the gluon distribution in the kaon via prompt-photon production (see LoI sect. 4.4)
Recent progress in theoretical calculationsmakes the gluon distributions in pion and kaon especially
important. Gluons not only significantly contribute to the internal structure of mesons, they also
play a major role in the generation of their mass. However, in contrast to the rather well mapped
gluon distribution in the nucleon, the gluon content of mesons is essentially unknown. Compared
to other approaches, measuring prompt-photon production in gluon Compton scattering has the
advantage of manageable systematics. Albeit the cross section of this process is low, it is known
at least up to NLO. In order to determine the gluon structure of charged kaons, we propose to
measure the differential cross section of prompt-photon production using a positive RF-separated
kaon beam of 100 GeV/c momentum with an intensity of 5 × 106 kaons per second. A two-meter



106

long liquid hydrogen target ( 0.2 X0) should be used, which is transparent for any produced photon.
Also a solid target of low-Z material could be considered.

– Direct measurement of the lifetime of the neutral pion (see LoI sect. 4.5.2)
The lifetime of the neutral pion is a quantity that is relevant in low-energy QCD, as it is related to
the chiral-anomaly hypothesis. To date a 1% accuracy has been reached in the theoretical lifetime
prediction, while the experimental value (8.52 ± 0.18) × 10−17 s has an uncertainty of 2.1%.
The exclusive reaction π− Ni → π− Ni π0 will be studied. The idea of the direct measurement is
based on the estimation of the length of the decay path of the produced neutral pion. This length is
a few 100 micrometers for pions produced in the forward direction for energies above 10 GeV. The
measurement proposed here makes use of the full spectrometer in order to reconstruct π0 decays,
both the main decay into two photons and the decay into e+e−γ, which has to be taken into account
when interpreting the fraction with converted photons. For a one-year parasitic running along with
the kaon Primakoff run, the statistical precision of the π0 lifetime is expected to be better than 1%.

– Vector-meson production off nuclei by pion and kaon beams (see LoI sect. 4.6)
The production of unstable particles off different nuclei provides the possibility to determine
the total cross section for the interaction of vector mesons with nucleons. The investigation of
vector-meson production in the charge-exchange exclusive reactions π− A → V(ρ, ω, φ) A′ and
K− A → K∗(892) A′ provides the opportunity to obtain the not-yet-measured total cross section
for longitudinally polarised vector mesons interacting with nucleons. The knowledge of this cross
section is important to describe the color-screening effect in vector-meson leptoproduction.
A hadron beam with a momentum of about 100 GeV/c will be used in conjunction with a set of
nuclear targets having different atomic numbers ranging from hydrogen to lead. The expected cross
sections are sufficiently large to collect reasonable statistics within a short time or to take data in
parallel to other physics programmes.

– Heavy-quark meson spectroscopy with low-energy antiprotons (see LoI sect. 3.2.1)
The main objective of this experiment is a significant improvement in the understanding of the
nature of the so-called X,Y, Z states, which remains so far unclear in spite of worldwide efforts
in the last 15 years. The discovery of narrow resonance-like signals at e+e−-colliders, which
have masses above the open-charm threshold and decay to charmonium, had triggered a wealth
of theoretical interpretations ranging from conventional excited charmonium to multi-quark states
and hybrid mesons. Of particular interest is the production of states in association with a recoil
particle, which opens the possibility of observing states with spin-exotic quantum numbers such
as hybrids or glueballs. The annihilation of low-energy antiprotons with momenta below 20 GeV
provides a unique tool to study these states.
An early experiment at the M2 beamline of the SPS using low-energy antiprotons and a liquid
hydrogen target can reach luminosities of the order of 1030 cm−2s−1. It is expected to make
important contributions to the production and spectroscopy of these long sought-after states even
before the start of PANDA at FAIR, where such a measurement is in the planning state. Owing
to the low beam momentum, the experiment requires a dedicated target spectrometer including
charged-particle tracking and electromagnetic calorimetry, in addition to the forward spectrometer
in EHN2.

– Studies of the nucleon spin structure with antiproton beam and transversely polarised target
(see LoI sect. 4.3.1.)
Studying the Drell-Yan process with an antiproton beam and a transversely polarised proton target
shall provide an ideal opportunity to study the transverse-momentum-dependent (TMD)PDFs of the
nucleon. Compared to the pion-induced Drell-Yan studies presently being performed at Compass
the uncertainties related to the limited knowledge of the pion structure shall be eliminated. Studying
this process using a transversely polarised proton target is the most promising way to access the
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Boer-Mulders function of the nucleon. Because of charge symmetry, the antiproton-induced Drell-
Yan process is only sensitive to convolutions of valence-quark TMD PDFs of the nucleon. Two
transverse spin-dependent modulations can be measured, which result from convolutions of the
ū-valence Boer-Mulders function in the antiproton with the u-valence transversity function in the
proton or with the u-valence pretzelosity function in the proton. Given the present knowledge of
the u-transversity distribution in the nucleon, the u-Boer-Mulders distribution of the nucleon can
be accessed.

Hard exclusive reactions using a muon beam and a transversely polarised target

– Measurement of the GPD E in Deeply Virtual Compton Scattering (see LoI sects. 2.2.1-2.2.2)
Themain goal of this experiment is to extend our fundamental knowledge on the angular-momentum
structure of the nucleon, which can be accomplished by measurements of Generalized Parton
Distributions (GPDs). These functions describe the correlations between longitudinal momentum
fractions and transverse spatial positions of partons in the nucleon, commonly known as "3-
dimensional" picture of the nucleon. Experimental data on these GPDs are required over the
largest possible domain of the Bjorken-x variable, as the evaluation of the total angular momentum
Jf carried by quarks of flavour f through the Ji sum rule requires an integration over the sum of the
GPDs H f and E f . While some experimental knowledge on the GPDs H f exists already for u and
d quarks, only scarce experimental data exists on the "elusive" GPDs E f . Access to the GPDs E f

is possible by measuring certain cross section asymmetries in Deeply Virtual Compton Scattering,
using a polarised charged-lepton beam and a transversely polarised target. A measurement in
the so-far uncharted Bjorken-x domain between 0.005 and 0.05, where phenomenological models
predict a large sensitivity to E f , can only be performed using the high-energy self-polarised muon
beam of the CERN SPS M2 beam line. A new 3-layer Silicon detector has to be constructed and
installed inside of the existing polarised target, in order to accomplish identification of the target
recoil proton by the dE/dx method and to measure its momentum and trajectory.

– Measurements of Deeply Virtual Meson Production (see LoI sect. 2.2.3)
In deeply virtual exclusive vector meson production (DVMP) on a transversely polarised target
there exists sensitivity to various types of GPDs and different quark flavours, depending on the
quark content and the quantum numbers of the produced meson. Because of this property DVMP
can be regarded as a quark flavour filter, which motivates to study a wide spectrum of mesons.
Compared to the present Compass experiment, the future polarised solid-state target combined
with the detection of recoil particles will allow for the selection of exclusive events without SIDIS
background. The resulting precise angular distributions of vector meson decays will allow us to
separate their longitudinal and transverse contributions. Using the assumption of s-channel helicity
conservation, which was found experimentally to be valid at the 10% level, will provide a separation
of transverse and longitudinal virtual-photon contributions, the latter giving access to the GPDs
E f at leading twist.
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