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1 Introduction

Since its discovery by the ATLAS and CMS Collaborations [1, 2], the Higgs boson and its interactions
with other fundamental particles have been studied in great detail. Of particular interest is its coupling
to the top quark, the heaviest particle in the SM. The strength of this interaction can be studied through
the analysis of top-associated Higgs production (¢£H) events, which provides a tree-level probe of the top
Yukawa coupling. This process was observed by both the ATLAS and CMS Collaborations in 2018 [3, 4]
through the combination of several decay channels.

This note presents the results of the ATLAS search for 1#H production in the H — y7y decay channel using
the full Run 2 (2015-2018) proton-proton collision data set with center-of-mass energy s = 13 TeV,
corresponding to 139 fb~!. The analysis utilizes the same event selection and categorization as that of the
previous analysis [3] (based on 79.8 fb~! of Run 2 data), but with updated photon identification and jet
calibration.

2 ATLAS detector

The ATLAS detector [5] is a multi-purpose particle detector with a forward-backward symmetric cylindrical
geometry and almost 4 coverage in solid angle!. The inner tracking detector (ID) [6] covers || < 2.5
in pseudorapidity and consists of a silicon pixel detector, a silicon microstrip detector, and a transition
radiation tracker. The ID is surrounded by a superconducting solenoid and a hermetic calorimeter system,
which provides three-dimensional reconstruction of particle showers up to || = 4.9. The electromagnetic
(EM) calorimeter is a lead/liquid-argon (LAr) sampling calorimeter, measuring electromagnetic showers in
the barrel (|| < 1.475) and endcap (1.375 < || < 3.2) regions. The hadronic calorimeter reconstructs
hadronic showers using steel and scintillator tiles (|| < 1.7), copper/LAr (1.5 < || < 3.2), or
copper—tungsten/LAr (3.1 < |n| < 4.9). A muon spectrometer (MS) surrounds the calorimeter system. It
comprises separate trigger chambers (|| < 2.4) and precision tracking chambers (|r| < 2.7), in a magnetic
field provided by three superconducting air-core toroids.

ATLAS data-taking uses a two-level trigger system [7]: a hardware-based first-level (L1) trigger component,
reducing the event rate to at most 100 kHz, and a software-based high-level trigger component, reducing
the event rate to approximately 1 kHz.

3 Data Set

The data set utilized includes the full Run 2 proton-proton collision data with center-of-mass energy
Vs = 13 TeV recorded by the ATLAS detector between 2015 and 2018. The data set amounts to an
integrated luminosity of 139+2 fb~! once data quality requirements (in order to ensure all detector
components are operational) are imposed. The mean number of interactions (u) for the data set is 34 per
bunch crossing. For the 2015-2016 data taking period, the average u per bunch crossing was 23, while for

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle 6 as = —Intan(6/2).



the 2017-2018 data taking period, it increased to 37. The trigger imposed in the 2015-2016 data taking
period requires two photons with a loose online identification requirement, based on the energy leakage in
the hadronic calorimeter and on the shower shape in the second layer of the EM calorimeter, and transverse
energies of at least 25 and 35 GeV for the subleading and leading photons, respectively. Due to the increase
of overlapping pp collisions (pileup) and greater instantaneous luminosity in the 2017-2018 data taking
period, the photon trigger identification requirement was tightened over that of the previous period to a
medium selection, based on the energy leakage in the hadronic calorimeter and on the shower shape in
the first and second layers of the EM calorimeter. Once the full diphoton event selection is applied (as
described in Section 5), the average trigger efficiency for the 2015-2016 data taking period is found to be
greater than 99% and, for the 2017-2018 data taking period, greater than 98%.

4 Event Simulation

The analysis uses Monte Carlo t7H signal events generated with the PowHEG generator [8—11], with the
PDF4LHC15 PDF set [12], and paired with PyTu1a8 [13] for parton showering and hadronization. The
Al4 set of parameters [14], tuned to data, are used here. The b-quark associated Higgs boson production
mode (bbH) is also generated with the PowHEG generator and interfaced with PyTHIAS using the A14 set
of parameters.

Additional samples with other Higgs boson production modes, such as gluon-gluon fusion (ggF) [15],
vector boson fusion (VBF) [16], and vector boson associated production (VH) [17, 18] are produced
using the same generator and parton showering as for the (fH sample, but using the AZNLO set of
parameters [19]. Samples with a Higgs boson produced in association with a single top-quark, including
the tHq and tHW processes, are generated with the MADGraPHS5_aMC@NLO generator [20] using the
CT10 PDF set [21]. PyTHIAS is used for parton showering of the tHg sample, with the A14 parameter
set [14]. For the tHW sample, parton showering is performed using HErRwiG++ [22-24] with the UEEES
parameter set. The simulated Higgs boson samples are normalized to their expected SM cross sections (as
reported in Refs. [25—43]) times the expected SM branching ratio to diphotons (as reported in Refs. [25,
44-48]) at a center-of-mass energy of 13 TeV and with a Higgs boson mass of 125.09 GeV.

Although the analysis relies on data-driven background estimations, simulated background samples from
the ¢tfy7y and continuum diphoton processes are generated in order to aid in choosing an analytic background
function (as described in Section 6) and optimize the event selection. The 77yy events are generated using
the MapGraPHS_AMCNLO generator, showered with PyTH1A8 using both the PDFALHC15 PDF set and
the A14 parameter set. Continuum diphoton events are produced using the SHERPA 2.2.4 generator [49].
Next-to-leading-order matrix elements for diphotons plus zero or one jets and leading-order matrix elements
for two or three jets are merged according to the ME+PS @NLO prescription [50] and using the CT10 PDF
set and a dedicated parton shower tune [49].

All generated Higgs boson events are passed through a full simulation of the ATLAS detector response
using GEANT4 [51]. The background samples (continuum diphoton and ##yy events) are processed with a
fast simulation [52] in which the full simulation of the calorimeter is replaced with a parameterization of
the calorimeter response [53]. The generation of the simulated event samples includes the effect of multiple
pp interactions per bunch crossing, as well as the effect on the detector response due to interactions from
bunch crossings before or after the one containing the hard interaction. The simulated efficiency of passing
the diphoton trigger is also corrected to match the measured trigger efficiency of the data.



5 Selection and Reconstruction

5.1 Photon Reconstruction and Identification

The photon identification and efficiency measurements, as well as energy calibration, have been updated
since the analysis presented in Ref. [3]. Photon candidates are reconstructed from topological clusters [54]
in the EM calorimeter [55, 56] and classified based upon cut-based identification requirements imposed
on the electromagnetic calorimeter shower shape variables. Based on the levels of signal acceptance and
background rejection of these cuts, two photon identification working points, loose and tight, are used.
The loose selection is based on shower shapes in the second layer of the electromagnetic calorimeter
and on the energy deposited in the hadronic calorimeter. The tight selections add information from the
finely segmented strip layer of the calorimeter, and are separately optimized for unconverted and converted
photons, to account for the generally broader lateral shower profile of the latter. However, the tight
identification cut requirement is now optimized in sub-ranges of photon’s transverse momentum (p), as the
photon’s electromagnetic shower depends significantly on its energy. Using the pr-dependent tight photon
identification cuts, photons with pr > 25 GeV are expected to have a reconstruction and identification
efficiency of greater than 82%. Compared to the previous analysis, the new selection provides an increase
in fake photon rejection, while keeping the same identification efficiency.

After passing the diphoton trigger requirement described in Section 3, events are required to have at
least two photons satisfying the offline loose identification requirement. Of the identified loose photon
candidates, the two with the greatest pr are selected as the potential decay products of the Higgs boson.
The information of the two loose photon candidates and the reconstructed vertices of the event are then fed
into a neural network [57]. The neural network is trained using simulated ggF (H — 7y7y) events to choose
the vertex corresponding to the hard scatter event in which the Higgs boson is produced. When tested
using simulated ¢7H signal events, it selects a vertex within 0.3mm of the correct vertex with a success rate
of over 98%.

In addition to identification requirements on the photon EM calorimeter showers, isolation requirements are
imposed on photon candidates in order to suppress jets misidentified as photons. The isolation requirement
can be broken into two parts: the first part is a condition on the EM calorimeter information and the second
part is a condition on information from the inner tracker. The EM calorimeter condition demands that
the transverse energy deposited in clusters within a cone of AR < 0.2 (with AR defined as \A¢? + An?)
surrounding the photon candidate in the EM calorimeter does not exceed 6.5% of the photon’s transverse
energy. Note that the deposited transverse energy is corrected for the average pileup transverse energy, and
the transverse energy from the photon candidate is subtracted. The tracking-related condition demands that
the scalar sum of the transverse momenta of tracks within a cone of AR < 0.2 surrounding the photon
be less than 5% of the photon candidate’s pt. Note that only tracks with pr > 1 GeV and consistent
with the reconstructed primary vertex? are considered. The isolation selection and methodology used
is unchanged from that presented in Ref. [3]; however, updated systematic uncertainties associated with
isolation efficiency have been implemented.

After the primary diphoton vertex has been determined, the photons are required to pass both the tight
identification requirement and the isolation requirements. The two photons must also fall within the range of
7| < 2.37, as well as fall outside of the transition region between the central and endcap EM calorimeters,

2 Studies of data sideband and simulated signal events have confirmed that the vertex chosen by the neural network and the
primary vertex reconstructed from primary tracks are the same for greater than 99% of the events passing the 7H selection.



1.37 < |n| < 1.52. Kinematic cuts are imposed such that the pt of the (sub)leading photon is >0.35 (0.25)
times the the diphoton invariant mass, m,,. Lastly, the diphoton invariant mass is required to fall within a
window of 105 < m,,, < 160 GeV. Events which satisfy these criteria (two tight-identified, isolated photons
with satisfactory kinematic properties) are delineated as those passing the so-called diphoton selection.

5.2 Jet, Lepton, and Missing Transverse Momentum Reconstruction

Jet constituents are reconstructed from deposits of energy in the electromagnetic and hadronic calori-
meters [54]. The anti-k; algorithm [58] is used to cluster jet constituents, using a radius parameter of
0.4. Reconstructed jets are required to have a transverse momentum prt > 25 GeV and a pseudorapidity
|n| < 4.4. Of these jets, those with || < 2.5 and containing b-hadrons are identified using the MV2¢10
b-tagging algorithm [59, 60] with the b-tagging average efficiency of 77%, corresponding to a light flavor
mistagging rate of approximately 1%. In addition, jets with pr < 120 GeV and |5| < 2.4 which originate
from pileup collisions are identified and removed via a jet vertex tagger multivariate discriminant [61].

Electrons and muons are reconstructed from tracks within the inner detector along with energy deposits in
the electromagnetic calorimeter or tracks in the muon spectrometer, respectively. For electrons, energy
deposits in the EM calorimeter are reconstructed identically to those from photons [56, 62]. The EM
calorimeter information is combined with the matched tracking information from the ID and supplied
to a likelihood discriminant in order to identify real electron candidates. The Medium LH identification
requirement (as outlined in Ref. [62]) is used. Electron candidates in the analysis are required to have pr
> 15 GeV and fall within the region of |n| < 2.47 (as well as fall outside of the transition region between
the central and endcap EM calorimeters), and have |zp sin 8| < 0.5 mm (where 7 is the longitudinal impact
parameter along the beamline) in order to ensure consistency with the diphoton vertex. The electron
candidate’s transverse impact parameter dy (the transverse distance from the beamline) divided by its
uncertainty oy, must be less than 5, also to ensure track and diphoton vertex compatibility. As with
photons, isolation criteria derived from track and calorimeter information are applied to electron candidates
in order to reject fake electron candidates. The Fix (Loose) (as outlined in Ref. [62]) criteria is chosen, for
which the efficiency of real electrons considered in the analysis is greater than 95% for the range of pr
> 15 GeV and || < 2.47.

Muon candidates in the analysis are required to have both pr > 15 GeV and || < 2.7. In addition, an
identification requirement with the medium defined working point [63] is used to select real muons. As
with electrons, additional constraints on the longitudinal and transverse impact parameters (|zg sin 8| < 0.5
mm and |dy|/o4, < 3) are imposed in order to ensure consistency between the muon candidate’s track
and the reconstructed diphoton vertex. Also as with electrons, isolation criteria derived from track and
calorimeter information are imposed. These criteria were chosen such that the efficiency of real muons is
greater than 95% for the range of pt > 15 GeV and || < 2.7.

The missing transverse momentum, E%“ss, is defined as the negative vector sum of the transverse momenta
of all objects associated with the reconstructed primary diphoton vertex. This includes photons, electrons,
muons, jets, and any additional unidentified low-pr tracks [64].

In order to remove double-counted objects, overlap removal criteria based on the distance apart AR of two
objects in the detector is utilized, with cuts applied in the following sequence. First, electrons and jets
overlapping (AR < 0.4) with the two selected photons are removed. Second, jets overlapping (AR < 0.2)
with the remaining electrons are removed. Third, electrons overlapping (AR < 0.4) with the remaining jets



are removed. Fourth, muons overlapping (AR < 0.4) with the two selected photons are removed. Lastly,
muons overlapping (AR < 0.4) with the remaining jets are removed.

5.3 ttH Selection

In order to enhance the signal purity, an additional tH selection is imposed in conjuntion with the diphoton
selection. This ¢7H selection is unchanged with respect to that described in Ref. [3].

Events passing the diphoton selection and data quality requirements are further sorted into two ¢ H-enriched
regions. The “Lep” region, targeting ¢f decays in which at least one of the W bosons decays to a muon or
electron, requires events to have at least one isolated lepton (defined as a muon or electron) and at least one
jet with pr > 25 GeV and tagged as containing a b-hadron. The “Had” region targets hadronic top decays
(as well as top decays to both hadronically-decaying 7 leptons and unreconstructed leptons) and requires
events to have at least one jet with pt > 25 GeV and tagged as containing a b-hadron, as well as contain at
least two additional jets with pr > 25 GeV and no reconstructed leptons.

After events have been sorted into the H-enriched regions, they are passed to a boosted decision tree
(BDT) dedicated to either the respective “Lep” or “Had” selection. The BDTs are trained with the XGBoost
package [65] to create regions of high ##H signal purity.

Both BDTs are trained using the transverse momentum pr, the pseudorapidity 7, and the azimuthal angle ¢
of the two photons in the event. In order to remove dependence on the invariant mass m,,,, the pt of the
photons is divided by m,,. The dedicated “Lep” BDT is also trained on: the pr, E, 17, and ¢ of up to two
leptons; the pr, E, 1, and ¢ of up to four jets; and the magnitude and ¢ of the missing transverse energy
E%‘i“. Both the leptons and jets are passed in decreasing order of pr. The dedicated “Had” BDT is trained
on the pr, E, n, ¢ and b-tag status of up to six jets and the magnitude and azimuthal angle of the E™*.
Again, jets are passed in decreasing order of pr. The BDTs were confirmed to be insensitive to the jet
mass.

The “Lep” BDT is trained using 60% of the available 1fH Monte Carlo events as a signal sample. Data
events in which one or both of the photon candidates fail the isolation and/or identification requirement
(defined as “not Tight/Isolated” events) are used as a background training sample. In addition, the b-tagged
jet requirement from the “Lep” t#H-enriched region selection is inverted, in order to increase training
statistics. The leading jet in these events are labeled artificially as being b-tagged. The “Lep” BDT
background training sample consists of 75% of these “not Tight/Isolated” events with no b-tagged jet. In
order to increase background training statistics, the kinematic requirements on the leading and subleading
photon candidates are loosened from pt/m,, > 0.35 and pr/m,, > 0.25 to pt > 35 GeV and pt > 25
GeV, respectively, and the diphoton invariant mass window is loosened from 105 < m,, < 160 GeV to
80 < my, < 250 GeV. For consistency, the kinematic and diphoton invariant mass window requirements
are loosened on the signal training sample, as well.

In addition to BDT training, subsets of both the signal and background samples are set aside for the
purposes of: optimizing the BDT hyper-parameters, determining an optimal categorization based on BDT
score, and testing against overtraining of the BDT. The “Lep” category uses 20% of the signal sample
events for both hyper-parameter optimization and defining the BDT categories, and the final 20% for testing
against overtraining of the BDT. As far as the background sample is concerned, the remaining 25% of the 0
b-tagged jet, “not Tight/Isolated” sample is used for hyper-parameter optimization. The “not Tight/Isolated”
events with a b-tagged jet are used for the remaining tasks: 50% for optimally defining the BDT categories
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(a) “Had” Region BDT Score Distributions (b) “Lep” Region BDT Score Distributions

Figure 1: The normalized fraction of events in bins of BDT score in the (a) “Had” and (b) “Lep” regions of: simulated
ttH signal events (red); simulated non-t7H Higgs boson events (blue); “Not Tight/Isolated” (NTI) data events used as
the background sample in testing the BDTs (open stars); and data sideband events (filled black circles). The “Not
Tight/Isolated” data events shown are those used in testing the BDTs, and, as such, they are required to pass all cuts
in the diphoton and #7H preselections, other than the identification and isolation criteria. The dashed lines on the
x-axis denote the BDT-score cut of the loosest category in each region. The insets provide a zoomed-in picture of the
BDT score distribution for events which are selected for the BDT categories. The dashed lines in the insets denote
the category boundaries.

and 50% for testing. As with the training samples, the requirements on the leading and subleading photon
kinematics and the diphoton invariant mass are loosened in both the signal and background samples, in
order to increase the background statistics available for hyper-parameter optimization.

As with the “Lep” BDT, the “Had” BDT is trained using 60% of the available tH Monte Carlo events
as a signal sample. The “Had” region BDT also utilizes “not Tight/Isolated” events as a background
sample, with 60% of these events in the “Had” t7H-enriched region used for BDT training. Aside from
training, 20% of the signal and background samples are used for both hyper-parameter optimization and
categorization. The final 20% of the signal and background samples is used for testing. Unlike with the
“Lep” BDT, the photon kinematic and diphoton invariant mass requirements, as well as the b-tagged jet
requirement, are not loosened for the training or hyper-parameter optimization.

Finally, events in the 7 H-enriched “Had” and “Lep” pre-selection regions are sorted into one of four “Had”
or three “Lep” categories based on BDT score. The categories are labeled by their type (“Had” or “Lep”)
and by a number. The numbering scheme is chosen such that the category with the highest signal purity
in each of the “Had” and “Lep” regions is labeled as category 1, while that with the lowest signal purity
is labeled with the largest number. The distributions of t7H signal MC events and background events
as a function of BDT score are presented in Figure 1. The figure presents the distributions for both the
background samples used for the BDT training and the background events from the data sidebands (events
which fall in the invariant mass window of 105 < m,,, < 120 or 130 < m,,, < 160 GeV). Good agreement
in BDT response is observed, confirming that the training sample based on loosened-selection criteria does
correctly reproduce the features of the background passing through the nominal analysis selection.
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Figure 2: Examples of Higgs boson m,, signal shapes parameterized with a Double Sided Crystal Ball (DSCB)
function for both the category with the best resolution (“Had” category 1) in red and the category with the worst
resolution (“Lep” category 3) in blue. The resolution, defined as the width in GeV of the smallest window containing
90% (o90) of the inclusive Higgs boson signal events, of the “Had 1” category is 099 = 2.48 GeV, while that of
the “Lep 3 category is 099 = 3.30 GeV. The open red and closed blue circles mark the simulated invariant mass
distribution in “Had” category 1 and “Lep” category 3, respectively. The red and blue lines show the DSCB fits to
the simulated distributions in “Had” category 1 and “Lep” category 3, respectively.

6 Signal and Background Modeling

For each of the trH-enriched BDT categories, the expected yield of Higgs boson events from all production
modes (including, but not limited to, tH) is calculated using the simulated Higgs signal samples described
in Section 4. The inclusive Higgs boson signal shape is modeled analytically using a double-sided Crystal
Ball (DSCB) function [66, 67], which models the central portion of the signal as a Gaussian peak and
the outer tails of the signal as power-law curves. Examples of fitted Higgs boson signals in two of the
ttH-enriched BDT categories are presented in Figure 2. The Higgs boson signal resolution in each category
is presented in Table 1. The improvement in signal resolution observed in the purest BDT categories is due
to the BDT preferentially selecting central Higgs boson events with higher pr.

The shape of the background diphoton events is modeled with either a power law function or an exponential
function. Note that only one-parameter (aside from normalization) functions are chosen due to the low
statistics available in the data. In order to decide between the two functional forms, as well as confirm that
the residual bias from the chosen functional form is small, a spurious signal test (as detailed in Ref. [1]) is
used to determine which function agrees best with the predicted background shape, taken from a specified
background-only sample. The continuum diphoton samples were found to have insufficient statistics in
order to serve as background-only samples in the test. For the “Had” 7H categories, the background-only
sample is defined as the “not Tight/Isolated” events containing at least three jets with pt > 25 GeV and no
leptons. This selection is similar to the t#H “Had” preselection, except for the b-tagged jet requirement,
which is removed in order to gain more statistics and hence obtain a smoother background shape. For
the “Lep”categories, both “Tight/Isolated” and “not Tight/Isolated” simulated 77y7y events are used. In



Table 1: The Higgs boson signal resolution, defined as the width in GeV of the smallest window containing 68%
(068) and 90% (o99) of the inclusive Higgs boson signal events , in each of the t7H-enriched BDT categories. The
categories are ordered such that the category with the highest signal purity in each of the “Had” and “Lep” regions is
labeled as category 1, while that with the lowest signal purity is labeled with the largest number. Note that these are
the expected values extracted from the MC samples at mg = 125 GeV.

Category 068 (GeV) 099 (GeV)
“Lep” Category 1 1.56 2.80
“Lep” Category 2 1.75 3.13
“Lep” Category 3 1.85 3.30
“Had” Category 1 1.39 2.48
“Had” Category 2 1.58 2.84
“Had” Category 3 1.65 2.96
“Had” Category 4 1.67 3.00

each category, the specified background-only sample is normalized to agree with the yield of the data
sidebands.

Using the specified background-only sample in each category, a signal plus background fit is performed to
quantify the potential bias from the choice of analytical function. The fit is performed with fixed Higgs
mass values between 121 and 128 GeV with 1 GeV intervals. The maximum of the absolute value of fitted
signal yields across the mass range is then defined as the spurious signal systematic for each category. In
order for an analytic function to pass the spurious signal test, the spurious signal value must be either
less than 10% of the expected Higgs boson yield or less than 20% of the expected error on the extracted
signal yield, which is dominated by the statistical uncertainty on the background. Functions passing the
spurious signal test criteria must also agree with the data sidebands sufficiently well that p(y?) > 0.01. If
both functional choices satisfy the spurious signal test and the y? requirement, then the one with the lower
spurious signal value is chosen.

The chosen function for the “Had” categories is a power law, with the exception of the category with the
greatest signal purity, where an exponential function is chosen. For the “Lep” categories, the exponential
function is chosen for the categories with the highest and lowest signal purities, while a power law is chosen
for the intermediate category.

7 Systematic Uncertainties

7.1 Theoretical Sources of Systematic Uncertainty

Theoretical sources of uncertainty considered in the analysis include uncertainties on: Higgs boson
branching ratio into the diphoton decay channel (BR); the QCD coupling constant a,; the parton distribution
function (17H PDF); and the parton showering, underlying event, and hadronization model (UEPS); and
lack of knowledge of higher-order QCD corrections from perturbative calculations (QCD). An additional
uncertainty on the rates of gluons splitting to heavy-flavor jets and heavy-flavor jets radiated in Higgs
boson events from ggF, VH, and VBF production (Heavy Flavor) is included in the analysis, as well.



The uncertainty of the Higgs boson branching ratio is taken from Refs. [44-48]. The effects of uncertainties
on a, and the PDF are estimated based on the recommendations in Ref. [12]. In order to evaluate the
effects of incomplete knowledge of parton showering, hadronization processes, and the underlying event,
the t7H signal yields and kinematic distributions from two alternative samples with the same generator
(MapGraprua5_aMC@NLO) and different parton showering algorithms (HErRwiG++ and PYTHIAS) are
compared. The uncertainties on the total cross sections of Higgs boson events based on higher-order QCD
effects from the ggF, VH, and VBF, bbH, tHgq, and tHW production modes are taken from Ref. [25].
Lastly, the yields of Higgs boson events from the ggF, VH, and VBF production modes with extra
heavy-flavor jets are assigned an additional conservative 100% uncertainty (Heavy Flavor), which is
correlated between the seven analysis categories.

Uncertainties on the t#H cross section and the Higgs boson to diphoton branching ratio are included in the
signal strength (u,7y) measurement, as u,rg is scaled by the SM cross section prediction. However, the
ttH cross section and the Higgs boson to diphoton branching ratio uncertainties are not included in the tzH
cross section times branching ratio (o7 X B,,) measurement.

Uncertainties on the inclusive Higgs boson event yield from non-tfH processes are included in the 1tH
cross section times branching ratio (o,7y X By, ) and the signal strength (u,75) measurements, as all other
Higgs boson production processes are assumed to obey their SM predictions. Both the y;7g5 and o7 X By,
measurements take into account uncertainties which may cause event migration between (or out of) BDT
categories. These include missing higher-order QCD effects and UEPS uncertainties.

7.2 Experimental Sources of Systematic Uncertainty

The sources of experimental uncertainty in the analysis can be roughly separated into two groups: those
which primarily impact the signal acceptance or yield and those which primarily impact the signal mass
shape. The systematic uncertainties affecting the signal mass shape are photon energy scale (PES) and
resolution [68] (PER). The experimental error on the Higgs boson mass, assigned as 0.24 GeV based on the
Run 1 Higgs boson mass measurement [69], also provides an uncertainty on the location of the signal peak.
Dominant systematic uncertainties affecting mainly the signal yield include: the integrated luminosity; the
efficiency of the diphoton triggers [7]; and pileup modeling. The uncertainty in the combined 2015-2018
integrated luminosity is 1.7%. It is derived, following a methodology similar to that detailed in Ref. [70],
and using the LUCID-2 detector for the baseline luminosity measurements [71], from calibration of the
luminosity scale using x-y beam-separation scans.

Other systematic uncertainties that have an impact on the signal acceptance are described as follows.
Photon-related systematic uncertainties include photon identification efficiency and isolation efficiency
uncertainties [55]. Jet related systematic uncertainties include the efficiency of the jet-vertex tagger [72] and
the jet energy scale and resolution [73]. In addition, systematic uncertainties arising from the reconstruction
and identification efficiency of the b-tagging algorithm [74, 75] (Flavor tagging) used are included, as
well. Both electrons [62, 68] and muons [63] contribute with uncertainties associated to the reconstruction,
identification efficiency, isolation efficiency, and their respective energy/momentum scales and resolutions.
The uncertainty on E%’iss [76] from charged tracks resulting from objects other than the aforementioned
high-pt objects is taken into account, as well.

Lastly, the uncertainty on the signal yield related to potential background mis-modeling due to the choice
of analytic function is accounted for with the spurious signal, calculated for each analysis category, as
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described in Section 6. Since no systematic trends were observed between categories in spurious signal
studies, the spurious signal uncertainty is left uncorrelated between the BDT categories.

8 Statistical Framework

The statistical procedure used to interpret the data is described in Ref. [77] and follows the methods from
Ref. [78]. As discussed above, the data are divided into seven ¢fH-enriched BDT categories, each with
different signal-to-background ratios. For each category, an extended likelihood function is constructed,
using as input the m,,, distribution of data events in the range m,,, € [105, 160] GeV, and modeled using
the signal and background parameterizations derived for that category. The overall likelihood function is
the product of the extended likelihoods of the seven categories. Systematic uncertainties are incorporated
into the likelihood function using a set of Gaussian or log-normal constraints on nuisance parameters.

The parameter of interest, y, is the observed cross section times the branching ratio (o X BR) of the ttH
(H — vyy) process, divided by the predicted SM cross section times the SM branching ratio (osps X BRspr).
The cross section times the branching ratio itself is also a parameter of interest. The test statistic relies on
the profile likelihood ratio:

Ay) = Lk AQ(Aﬂ))

L(p.0)
where L is the overall likelihood function, 6 is the vector of all nuisance parameters, /i and § denote the
unconditional maximum likelihood estimate of y, and 6(u) denotes the conditional maximum likelihood
estimate for the nuisance parameters at a fixed value of u. Agreement of the measured u with the null
hypothesis (where u is defined as 0) is quantified by a p-value calculated from the test statistic A(u = 0),

which corresponds to evaluating the profile likelihood ratio for a vanishing tfH(H — 7yy) cross section.
This procedure uses the asymptotic formulae presented in Ref. [77].

9 Results

The result of the combined fit to the data is shown projected onto each of the BDT categories in Figures 3
and 4 for the “Had” and “Lep” categories, respectively. Similarly, the predicted and observed event yields
for each category are presented in Table 3. Results summed over all seven BDT categories are presented
in Figure 5; for illustration purposes, events are weighted by In(1 + Sgg/Bgg), where Soy (Bgg) for each
BDT bin is the expected signal (background) in the smallest m,, window containing 90% of the expected
signal. The combined observed significance is 4.90-, while the expected significance is 4.20. The expected
significance is evaluated assuming a SM signal and the values of all the nuisance parameters are taken
from the nominal fit to the data. The fitted values of the parameters relating to the photon energy scale and
resolution are mildly pulled with respect to their nominal values. The expected significance fixing the
aforementioned parameters to their nominal value increases to 4.50.

The observed signal strength is

Ui = 1.38 ig:;‘é =1.38 fg:g? (stat.) fg:ﬁ (exp.) igﬁ (theo.).
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Statistical, experimental and theoretical uncertainties are determined from the difference (in quadrature) of
the uncertainty obtained from the unconditional fit and that obtained when the relevant nuisance parameters
are fixed to their best fit values.

The observed cross section times branching ratio o7y X B, is measured using the same formalism as above.
Here, the likelihood function does not include any nuisance parameters representing theoretical uncertainties
on the total 1H(— v7y) production cross section or on the H — 7y branching ratio. Uncertainties on the
kinematic distributions, which may lead to migration between BDT categories or may change the fraction
of t#H events passing the fiducial requirements, are included in the likelihood function.

The measured cross section times branching ratio is:

0iim X By, = 1.59%0:3 b = 1.59*0-38 (stat.) *0-13 (exp.) *01 (theo.) fb.

This is compared to the Standard Model prediction of ttH(— yy) = 1.151’8:(1)2 fb. The breakdown of

contributions to the measurement from each group of uncertainties is shown in Table 2.

All results are calculated with the Higgs boson mass fixed to 125.09 + 0.24 GeV, the value measured by
the ATLAS and CMS Collaborations [69]. As a cross check, the significance, u, and o7y X By, were
remeasured with the Higgs boson mass and the signal resolution allowed to be determined directly from
data; the results were found to be compatible with the nominal fit.

Table 2: The contribution of groups of systematic uncertainties to the total error on the observed cross section times
branching ratio. This is shown as the uncertainty due to each group of systematic uncertainties (Ac), as a fraction of
the total observed cross section (o-). For each group of uncertainties, asymmetric errors are assigned. Here Acign
(Aoiow) shows the effect of systematic variations that increase (decrease) o .

Uncertainty source Adiow /0 [To]  Achigh/o [%o]

Theory uncertainties 6.6 9.7
Underlying Event and Parton Shower (UEPS) 5.0 7.2
Modeling of Heavy Flavor Jets in non-tZH Processes 4.0 34
Higher-Order QCD Terms (QCD) 33 4.7
Parton Distribution Function and as Scale (PDF+ay) 0.3 0.5
Non-tzH Cross Section and Branching Ratio to yy (BR) 0.4 0.3

Experimental uncertainties 7.8 9.1
Photon Energy Resolution (PER) 5.5 6.2
Photon Energy Scale (PES) 2.8 2.7
Jet/Efss 2.3 2.7
Photon Efficiency 1.9 2.7
Background Modeling 2.1 2.0
Flavor Tagging 0.9 1.1
Leptons 0.4 0.6
Pileup 1.0 1.5
Luminosity and Trigger 1.6 23
Higgs Boson Mass 1.6 1.5
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Figure 3: The fitted signal and background shapes for each of the four “Had” region BDT categories. The category
with the greatest purity is shown in (a), the second-greatest purity in (b), the third-greatest purity in (c), and the
lowest purity in (d). The red line shows the result of the signal plus background unbinned fit to the data, while the
data points are shown as black dots. The dotted blue line shows the continuum background component of the fit, and
the dashed green line shows the total background (including non-7H Higgs events). The fit results are derived from
the combined signal plus background fit to all seven BDT categories.
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Figure 5: Weighted diphoton invariant mass spectrum for the sum of all BDT categories observed in 139 fb~! of 13
TeV data. Events are weighted by In(1 + Sop/Bgg), where Sgy (Bgg) for each BDT category is the expected signal
(background) in the smallest m,, window containing 90% of the expected signal. The error bars represent 68%
confidence intervals of the weighted sums. The solid red curve shows the fitted signal-plus-background model with
the Higgs boson mass constrained to 125.09 +0.24 GeV. The non-resonant and total background components of the fit
are shown with the dotted blue curve and dashed green curve. Both the signal-plus-background and background-only
curves shown here are obtained from the weighted sum of the individual curves in each BDT category.

Table 3: Observed number of events in the different categories for the cross section times branching ratio measurement,
using 13 TeV data corresponding to an integrated luminosity of 139 fb~!(“Data”). The observed yields are compared
with the sum of expected t7H signal, background from non-tfH Higgs boson production, and other background
sources. The numbers are counted in the smallest m,, window containing 90% of the expected signal. The
background yield is extracted from the fit with freely floating signal. The BDT bins are labeled such that the category
with the highest signal purity in each of the “Had” and “Lep” regions is labeled as category 1, while that with the
lowest signal purity is labeled with the largest number.

Category ttH Signal | non-tfH Higgs | Continuum Background | Total (Expected) | Data
ttH “Lep” Category 1 7.9+1.5 0.42 +£0.12 4.6 £0.9 129 £ 1.8 15
ttH “Lep” Category 2 3.9+0.6 0.43 £0.15 75+1.2 11.8 £ 1.3 11
ttH “Lep” Category 3 || 1.45 + 0.24 0.49 +0.19 75+12 95+1.2 6
ttH “Had” Category 1 69+1.6 0.8+0.5 45+09 122 +19 15
ttH “Had” Category 2 5.6+1.0 1.1+0.8 16.5 £ 1.7 232 +23 31
ttH “Had” Category 3 77+1.3 31+£22 56.0 +3.0 67 +4 82
ttH “Had” Category 4 49 +0.8 5+4 101 + 4 111 £ 6 105
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10 Conclusion

A measurement of Higgs boson production in association with a top quark-antiquark pair (17H) in the
diphoton decay mode has been presented. The dataset used corresponds to 139 fb~! of proton—proton
collision data at a center-of-mass energy of 13 TeV, produced by the Large Hadron Collider and recorded
with the ATLAS detector. The ¢fH process is observed in the diphoton decay mode with a significance of 4.9
standard deviations relative to the background-only hypothesis. The expected significance is 4.2 standard
deviations. The t7H cross-section times the H — yy branching ratio is measured to be oy X By, =

1.59i8:;‘3 fb, in agreement with the Standard Model prediction of t7H(— yy) = 1.15f8:?g fb.
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Figure 6: Unweighted diphoton invariant mass spectrum for the sum of all BDT categories observed in 140 fb~!
of 13 TeV data. The solid red curve shows the fitted signal-plus-background model with the Higgs boson mass
constrained to 125.09 + 0.24 GeV. The non-resonant and total background components of the fit are shown with the
dotted blue curve and dashed green curve. Both the signal-plus-background and background-only curves shown here
are obtained from the sum of the individual curves in each BDT category.
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Figure 7: The normalized fraction of events in bins of BDT score in the (a) “Had” and (b) “Lep” regions of: simulated
ttH signal events (red); simulated non-t7H Higgs boson events (blue); “Not Tight/Isolated” data events used as
the background sample in testing the BDTs (open stars); and data sideband events (filled black circles). The “Not
Tight/Isolated” (NTI) data events shown are those used in testing the BDTs, and, as such, they are required to pass
all cuts in the diphoton and ¢t7H preselections, other than the identification and isolation criteria. The dashed line
denotes the BDT-score cut of the loosest category in each region.
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Figure 8: The number of data events in the different analysis BDT bins, in the smallest diphoton mass window that
contains 90% of the #7H signal, shown with black points. The expected continuum background is extracted from the
diphoton mass fits in each category and is shown in purple. The non-t7H Higgs boson background is shown in green,
and the t7H signal (for a signal strength u = 0/osps of 1.4) is shown in red. The lower panel shows the residuals
between the data and the background in black points, as well as the predicted ¢7H signal with u = 1.4 as the red line.
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Figure 9: The reconstructed top mass obtained using a dedicated top-reconstruction BDT for (a) all “Had” region
categories and (b) the two tightest “Had” region categories. The green line shows the distribution of simulated
continuum diphoton events, the blue line shows the distribution of simulated #7y7y events, and the red line shows
the distribution of simulated ¢7H signal events. The magnitude of the t7H signal is fixed to the standard model
expectation. The magnitudes of the background components are determined by performing a template fit to the data
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agreement with the data points in both cases. The results of the template fit predict that the four “Had” categories
contain approximately 21 + 6% tyy events, while the tightest two categories contain approximately 31 + 17% tfyy
events. Although the uncertainties are large, the significant fraction of predicted ¢7yy events suggests that the “Had”
BDT does select for events which are consistent with containing a top quark.
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