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OVERVIEW
The Fast Tracker [1] (FTK) is a highly parallel processor dedicated to quickly and efficiently reconstructing tracks in the pixel and SCT
detectors of the ATLAS [2] experiment at LHC. It is designed to identify charged particle tracks with transverse momentum above 1 GeV
and reconstruct their parameters at an event rate of up to 100kHz. The average latency of the processing is below 100 microseconds at
the expected collision intensities. This performance is achieved by using custom ASIC chips with associative memory for pattern
matching, while modern FPGAs calculate the track parameters. In this presentation is described the architecture, the current status and
a High-Level Data Quality Monitoring framework of the FTK system. This monitoring framework provides an online comparison of the
FTK hardware output with the FTK functional simulation, which is run on the pixel and SCT detector data at a low rate, allowing the
detection of non-expected outputs of the FTK system. /
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The pattern matching [3] is a core process of the FTK and which removes even more fake tracks.

takes place in ASICs called Associative Memory chips.

Each AM chip can contain up to 128k patterns. The THE FTK INFRASTRUCTURE & STATUS

memory size of the AM chip and the total number of
patterns in the system affect the FTK performance

accordingly.
/ Match = Roa& Match = Road 2 \

The FTK system is composed of 8 VME crates and 5 ATCA shelves, containing
in total 450 boards, 8000 AM chips, 2000 FPGAs and thousands high-speed
1/0 links.
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In order to optimize NS L
the FTK performance, ;q@. 2, (~50 kW) compared to a farm of thousands of commercial CPUs [4] required
silicon hits are Y to perform an equivalent task.

organized into coarse
resolution hits called
SuperStrips (SS).

FTK status in ATLAS

 |M/DF/FLIC : 100% installed.

e AUX/AMB : 100% installed / 100% at CERN
 SSB:30% installed, more expected soon

The FTK contains a pattern bank of
~1 billion patterns covering the
whole detector phase space,
mapped into 64 n — @ towers.
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4 THE HIGH-LEVEL DATA QUALITY MONITORING FRAMEWORK D THE FTK PERFORMANCE
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