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Chapter 1

Introduction

Silicon detectors are employed in all modern high-energy physics experiments. Due to
the high spatial resolution, short signal collection time and low mass, silicon detectors
are excellently suited for precise track and vertex measurements in particle collider ex-
periments. The advanced technology of microelectronics allows the reliable production of
highly integrated silicon sensors at an affordable cost.

Silicon detectors have made important contributions to electroweak and heavy quark
physics, such as the discovery of the top quark [Abe95, Aba95] with the CDF1 and D0
experiments at the Tevatron at Fermilab. A crucial contribution to this discovery was the
tagging of b-quark jets. A jet containing a b-quark can be identified due to the presence
of a secondary vertex in addition to the primary interaction point. The identification
of secondary vertices is possible with the excellent spatial resolution of silicon detectors,
which can be of the order of micrometers.

In current LHC2 experiments, a high track density due to multiple interactions per collision
poses a challenge for the tracking detectors. Therefore, very fine detector segmentations
are required in order to perform precise measurements of the tracks of charged particles.
The identification of secondary decay vertices and the tagging of b-quarks is of particular
importance, since the final states of many interesting physics processes contain b-quarks.
b-tagging plays a key role in top quark physics and in the searches for the Higgs boson and
for supersymmetric particles. In all four large experiments at the LHC (ATLAS3, CMS4,
LHCb5 and ALICE6), silicon detectors are employed in the central tracking systems. Most
experiments use both silicon pixel and strip detectors.

To extend the physics potential of the LHC, a luminosity upgrade is planned. The HL-
LHC (High-Luminosity LHC) is foreseen to start operation approximately in the year
2024. The peak instantaneous luminosity will be increased by a factor of five compared
to the design specification of the LHC. The increased track density requires a finer de-

1Collider Detector at Fermilab
2Large Hadron Collider
3A Toroidal LHC AparatuS
4Compact Muon Solenoid
5Large Hadron Collider beauty
6A Large Ion Collider Experiment
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tector segmentation. Over the projected lifetime of the HL-LHC, the tracking detectors
will have to withstand a five to ten times higher radiation dose than that at the LHC.
In silicon detectors, radiation damage increases the leakage current, the effective doping
concentration and the charge carrier trapping probability. These effects lead to a decrease
of the signal-to-noise ratio after high radiation fluences.

As the silicon detectors currently installed are not expected to be sufficiently radiation
tolerant, novel detector technologies are under study. In the current ATLAS detector,
planar n-in-n silicon pixel detectors and planar p-in-n silicon strip detectors are used.
For the ATLAS upgrade, planar silicon n-in-p detectors are foreseen for the region to be
equipped with strip detectors. In the inner pixel layer, which is closest to the interaction
point, the detectors will have to withstand an unprecedentedly high radiation fluence of
2 × 1016 neq/cm

2 ( 1MeV neutron equivalent particles per square centimetre). An option
for extremely radiation hard detectors are 3D detectors with columnar electrodes etched
into the substrate perpendicular to the surface. In contrast to traditional planar detectors,
where the electrodes are limited to the detector surface, the electrodes of 3D detectors ex-
tend into the third dimension, i.e. into the detector depth.

In 3D detectors, the distance for drift of generated charge carriers and for depletion is
given by the spacing between columnar electrodes of opposite doping types rather than
by the detector thickness as in planar detectors. Therefore, enhanced radiation hard-
ness is expected due to reduced trapping and a reduced depletion voltage, while the total
ionised charge is determined by the substrate thickness. As a simplification of the original
3D detector design, double-sided 3D detectors have been developed. The electrodes pass
through the substrate only partially, which increases the mechanical stability and simpli-
fies the fabrication technology.

In this thesis, the performance of double-sided 3D detectors is investigated in detail for
the first time. The measurements were performed with strip detectors: on one side of
the sensors, the columnar electrodes are connected to 4− 8mm long strips. The response
of the detectors to high-energy pions, electrons emitted by a beta source and an infrared
laser is studied. Special emphasis is put on signal measurements as a function of the
particle’s point of incidence. Also, detailed noise measurements were conducted. In order
to investigate the radiation hardness of the detectors, they were irradiated with protons
up to fluences that are expected for the HL-LHC inner pixel layers. The measurements
were performed before any radiation-induced modification of the detector properties and
after irradiation to different fluences. The dependence of the detector performance on the
radiation fluence was measured separately with 3D detectors in n-in-p and in p-in-n layout.
A comparison of the radiation hardness of the two designs is presented. Furthermore, the
radiation hardness of planar n-in-p detectors is studied and compared to double-sided 3D
detectors.

A focus of this thesis is the investigation of charge multiplication effects, which can occur
in the presence of high electric fields. While multiplication of the liberated charge carri-
ers does not occur in conventional silicon tracking detectors before any radiation-induced
modification of the detectors, it was recently observed in highly irradiated detectors. The
high electric fields present in 3D detectors lead to an enhanced charge multiplication prob-
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ability. Implications of charge multiplication on the detectors’ signal and noise are studied.

This thesis is organised as follows: Chapter 2 gives an overview over the LHC and intro-
duces the plans for the HL-LHC upgrade. In Chapter 3, the basics of silicon detectors
are described and in Chapter 4, the mechanisms and the effects of radiation damage of
silicon detectors are summarised. After a description of the devices under tests and the
measurement procedures in Chapter 5, measurements of 3D detectors are presented in
Chapter 6. Chapter 7 presents the results of measurements of planar n-in-p detectors.
Finally, Chapter 8 provides conclusions and a summary of the results.



Chapter 2

Luminosity Upgrades of the LHC

2.1 Large Hadron Collider

The Large Hadron Collider (LHC) [Bru04] is a proton-proton and heavy ion collider at
CERN, the European Organization for Nuclear Research. As the LHC will mostly be
operating with protons and the LHC upgrade is focused on proton collisions, this thesis
will not go into further details of ion collisions. The first proton-proton collisions took
place in autumn 2009. The LHC is housed in the circular tunnel of the former Large
Electron-Positron Collider (LEP), which has a circumference of 26.7 km. The tunnel is
located between 50 and 175m underground. A sketch of the CERN accelerator complex,
including the LHC and its injector chain, is shown in Fig. 2.1.

Figure 2.1: The CERN accelerator complex [Lef09].

9
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The protons are pre-accelerated by an injector chain [Ben04], which begins with the linear
accelerator LINAC2. Then, they are injected through the Proton Synchrotron Booster
and the Proton Synchrotron (PS) into the Super Proton Synchrotron (SPS). In each step,
the energy of the protons is increased by means of radiofrequency cavities. Finally, two
counter-circulating beams are injected into the LHC. At this point, the protons have an
energy of 450GeV. In the LHC, the protons are further accelerated until they reach their
final energy. The LHC is designed to accelerate protons up to an energy of 7TeV, which
leads to a centre-of-mass energy of

√
s = 14TeV in proton-proton collisions. However, the

design energy should only be reached in 2014 after a further shutdown, which is required
for installation of additional safety measures. Until the end of 2012, proton-proton colli-
sions with an energy of 3.5TeV per beam are foreseen [pr11].

The protons are bent on counter-circulating tracks by means of twin-bore superconduct-
ing dipole magnets. A maximum magnetic field of 8.3T is required to keep protons at
the design energy of 7TeV on their orbit. The protons are arranged in bunches which
are brought to collision at four interaction points. Around each interaction point a parti-
cle detector is constructed: ATLAS (A Toroidal LHC AparatuS), CMS (Compact Muon
Solenoid), LHCb (Large Hadron Collider beauty) and ALICE (A Large Ion Collider Ex-
periment). Additionally, two smaller detectors, LHCf (Large Hadron Collider forward)
and TOTEM (Total Cross Section, Elastic Scattering and Diffraction Dissociation at the
LHC), are installed in the forward region of ATLAS and CMS, respectively. Two of the de-
tectors, ATLAS and CMS, are general purpose detectors to study a wide range of potential
new physics signatures. The remaining detectors are specialised for b-physics signatures
(LHCb), heavy ion physics (ALICE) and forward physics (LHCf, TOTEM).

For ATLAS and CMS, the design luminosity is 1034 m−2s−1. For this luminosity, which
is foreseen to be reached approximately in 2014, bunches of approximately 1011 protons
will collide every 25 ns. Currently, the luminosity is about an order of magnitude less
and collisions take place every 50 ns. It is planned to record an integrated luminosity of
approximately 300 fb−1 within the projected lifetime of the LHC.

2.1.1 ATLAS Experiment

The ATLAS detector [Aad08c], see Fig. 2.2, is one of the two general purpose detectors
at the LHC. With its overall length of 44m and its height of 25m it is the largest LHC
detector, however, its weight of 7000 t is less than that of CMS. The widely hermetic de-
sign and the large geometric acceptance assure a high particle detection efficiency. The
sub-detectors of ATLAS in the barrel region are cylindrically arranged around the beam
axis. In the forward region, the geometric acceptance is further enhanced by disc-shaped
detector elements.

The inner detector, see Fig. 2.3, provides track and vertex measurements. Besides the re-
quired radiation hardness, a fine granularity is crucial, since approximately 1000 charged
particles are expected for each bunch crossing at design luminosity. The inner detector is
housed in a solenoid which provides a magnetic field of 2T in the axial direction. Mea-
surements of the bendings of the tracks of charged particles allow reconstructions of the
particle momenta and the sign of the charge. The central part consists of a silicon pixel
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Figure 2.2: Cut-away view of the ATLAS detector [Aad08c].

detector [ATL98, Aad08c]. The layout of a pixel detector module is illustrated in Fig. 2.4.
Most of the pixels have a size of 50µm × 400µm, while 10% of the pixels are somewhat
larger with 50µm × 600µm. The sensors are made of n-in-n diffusion oxygenated float-
zone (DOFZ) silicon to provide the required radiation hardness (see Chapter 4). The pixel
detector has three cylindrical layers in the barrel region and three discs on either side in
the end-cap region. The innermost layer, which is also referred to as B-Layer due to its
great importance for b-tagging, has a radial distance of only 5 cm to the beam axis. The
pixel detector plays a key role in pattern recognition, vertexing and b-tagging.

Figure 2.3: Layout of the ATLAS inner detector [Aad08c].
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Figure 2.4: Schematic view of the different layers of an ATLAS pixel detector mod-
ule [Aad08c]. The part of the module covered by the sensor has an area of approximately
6 cm × 2 cm.

The Semiconductor Tracker (SCT) [Ahm07, Aad08c] provides track measurements in the
intermediate radial region. It consists of silicon strip detectors arranged on four barrel
layers and nine discs on either side of the barrel region. Single-sided strip sensors are glued
back-to-back with a stereo angle of 40mrad to obtain two-dimensional tracking informa-
tion. A drawing of an SCT barrel module is shown in Fig. 2.5. The sensors are made of
p-in-n float-zone silicon with 6.4 cm long strips. In all barrel modules and in most of the
end-cap modules, two sensors are daisy-chained on either side. The sensors installed in
the barrel region have a constant strip pitch of 80µm, whereas the end-cap sensors have
radial strips with pitches between 60µm and 90µm.

The Transition Radiation Tracker (TRT) [Aba08, Aad08c] is the outermost part of the
inner detector and provides track measurements at large radii. For charged particles with
a transverse momentum of pT > 0.5GeV, on average 36 hits will be measured in R − φ,
where R is the radial distance to the interaction point and φ is the angle around the beam
axis. The TRT is made of gas-filled drift tubes. These are interleaved with polypropylene
in order to generate transition radiation. In addition to the tracking information, mea-
surements of the transition radiation facilitate the identification of electrons. Electrons
produce the highest amount of transition radiation, since these are the lightest charged
particles and hence have the highest Lorentz factor for a given energy. The amount of
transition radiation produced increases with the Lorentz factor.

The inner detector is surrounded by a calorimeter system [Aad08c], which is designed to
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Figure 2.5: Drawing of an SCT barrel module [Aad08c]. The part of the module covered
by the sensor has an area of approximately 13 cm × 6 cm.

absorb particles and to measure their energies. The electromagnetic calorimeter consists
of accordion-shaped elements with lead as the passive material and liquid argon as the
active sampling material. The hadronic calorimeter is placed outside the electromagnetic
calorimeter. It is designed to absorb hadrons, as these are likely to penetrate the electro-
magnetic calorimeter. The hadronic calorimeter consists of different parts, which utilise
different techniques: in the barrel part, steel, as the absorber material, and scintillating
tiles, as the active material, are used. In the end-cap region, copper and tungsten consti-
tute the absorber material and liquid argon is the active material.

Outside of the calorimeter system, a muon spectrometer [Aad08c] measures the tracks of
charged particles which are not absorbed in the calorimeter. These are mostly muons,
since other charged particles are likely to be absorbed in the calorimeters. In addition to
track measurements, the muon system serves as an important trigger source, as muons are
expected in many final states of interesting physics signatures. The muon spectrometer
uses different gas detector technologies. A toroid magnet system provides a magnetic field
to bend the tracks of muons in order to obtain a second independent muon-momentum
measurement, in addition to the one obtained in the inner detector.

2.1.2 Physics at the LHC

The LHC is mainly designed for discoveries of new physics. With the unprecedented
centre-of-mass energy of currently 7TeV and 14TeV from 2014 onwards, it is possible to
study elementary particle physics interactions up to the TeV-scale. In the coming years,
the investigation of the electroweak symmetry breaking and the search for physics beyond
the Standard Model will be pursued. However, also precise measurements of established
Standard Model parameters are foreseen. The general purpose detectors ATLAS and CMS
cover a wide physics programme [Jak11, Aad08b, Bay06], examples will be mentioned be-
low.
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The high event rate at the LHC will facilitate to greatly improve current measurements
of Standard Model parameters, like the masses of the W boson and the top quark. The
acquisition of high statistic samples will facilitate a considerable reduction of the statisti-
cal uncertainties of these mass values.

A focus of the physics programme at the LHC is the investigation of electroweak symmetry
breaking, which gives masses to the W and Z bosons. Within the Standard Model, elec-
troweak symmetry breaking is achieved via the Higgs mechanism [Eng64, Hig64a, Hig64b,
Gur64, Hig66, Kib67], formulated by Peter Higgs and others. The masses of the elementary
fermions would be generated by interactions with the scalar Higgs field, which permeates
the vacuum. The discovery of the Higgs boson as well as measurements of its mass and
branching ratios are an important aim of the LHC. The Higgs boson is the only particle
that is predicted by the Standard Model but which has not yet been discovered.

An essential part of the physics programme beyond the Standard Model is the search for
supersymmetry (SUSY) [Mar08]. In SUSY theories, each elementary particle is assigned
a superpartner, which has a spin that differs by one half from that of its partner. SUSY
models provide a solution for the hierarchy problem. The lightest SUSY particle is a can-
didate to explain the dark matter in the universe. It is expected that the LHC will be able
to detect squarks and gluinos, which are the superpartners of quarks and gluons, up to a
mass of approximately 2.5TeV/c2 [Jak11]. Furthermore, the physics programme beyond
the Standard Model includes searches for extra dimensions, technicolor resonances, first
generation leptoquarks and new vector bosons.

2.2 High-Luminosity LHC

To extend the physics potential and to facilitate precision measurements of discoveries
made at the LHC, plans for luminosity upgrades exist [Gia05]. After the nominal LHC
design luminosity of L = 1034 cm−2s−1 is reached, two upgrade stages, known as Phase-1
and Phase-2, are planned. Around 2018 the Phase-1 upgrade is planned to increase the
instantaneous luminosity to approximately L = 2× 1034 cm−2s−1 [All11a]. It will mainly
be accomplished by upgrades of the LHC injector chain in order to increase the quality of
the beam injected into the LHC [Gar11].

During the Phase-2 upgrade, the peak luminosity will be increased up to L = 5 ×
1034 cm−2s−1. The phase-2 upgrade will lead to the High-Luminosity LHC (HL-LHC),
formerly known as Super-LHC (sLHC). According to recent estimations, the HL-LHC will
start operation about 2024 [All11a]. Together with the aim to collect an integrated lu-
minosity of 3000 fb−1, the upgrade will lead to a highly increased track rate and higher
radiation damage in the tracking detectors compared to the conditions at the LHC. The
number of pile-up events per bunch crossing will increase from ∼ 23 at the LHC (for
L = 1034 cm−2s−1) to 100-200 at the HL-LHC (for L = 5× 1034 cm−2s−1). It is planned
to leave the energy of the colliding particles (7TeV per beam) unchanged. To maintain
the physics capabilities, upgrades of the detectors are necessary, especially in the inner
detector region (see Section 2.2.2).
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For the Phase-2 upgrade, modifications of the collision schemes are foreseen [Zim11].
Among different options, a reduction of the bunch lengths and the usage of crab cavi-
ties are promising candidates to increase the luminosity. In ATLAS the proton beams
collide under a crossing angle of 0.3mrad. The luminosity decreases with increasing cross-
ing angle. In order to reduce the effective crossing angle, crab cavities can be used, see
Fig. 2.6. These would rotate the colliding bunches to achieve head-on collisions. Crab
cavities can also be used to maintain a relatively constant luminosity over an extended
period, which is known as luminosity levelling. Thus, a decrease of the luminosity with
time after a beam filling period can be avoided and a constant pile-up rate can be obtained.

θC

Figure 2.6: Bunch collisions with the usage of crab cavities. The crossing angle θC is
shown larger than in reality at the LHC.

2.2.1 Physics Motivation for the HL-LHC

The tenfold increase of the integrated luminosity envisaged for the HL-LHC will enhance
the physics potential of the LHC. It will extend the discovery reach and will facilitate
the study of rare processes, which are out of reach at the LHC. Furthermore, improved
measurements of Standard Model parameters and new physics parameters, which might
be observed at the LHC, will be possible. Selected topics are presented below, based on
discussions in Refs. [Gia05, Jak11].

While a discovery of the Standard Model Higgs boson over the entire allowed mass range
is expected to be possible at the LHC, the HL-LHC will extend the discovery mass reach
for SUSY particles. Discoveries of squarks and gluinos up to 3TeV/c2 will be possible, in
contrast to 2.5TeV/c2 at the LHC. If SUSY exists, the reconstruction of supersymmetric
decay chains, which are too rare to be investigated at the LHC, could be possible. Even
if squarks and gluinos are found at the LHC, which indicates the existence of supersym-
metric Higgs bosons, the discovery reach of heavy SUSY Higgs bosons is limited at the
LHC. The HL-LHC would be able to extend the mass reach. Considering the discovery
of other new physics beyond the Standard Model, as new vector bosons (Z ′, W ′), excited
quarks, first generation leptoquarks and technicolor resonances, the HL-LHC will proba-
bly increase the mass reach for new particle searches by approximately 30%.

The HL-LHC could facilitate measurements of rare decays of the top quark induced by
flavour-changing neutral currents as described in theories beyond the Standard Model.
At the LHC, the integrated luminosity will be not sufficient to study these processes. In
particular, measurements of the decay t → qZ, where q is either the up-quark or the
down-quark, would greatly benefit from the increased luminosity at the HL-LHC. Also, it
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will be possible to study rare decays of a Standard Model Higgs boson, as H → Zγ and
H → µµ. At the LHC, the ability to investigate these channels is limited. Measurements
of the Higgs boson self coupling may also be possible at the HL-LHC, however, detailed
simulations are necessary to further investigate this option. At the LHC, studies of Higgs
boson self coupling are not possible due to the rate limitation of Higgs pair production.

Studies of longitudinal gauge-boson scattering at high energies will be possible at the
HL-LHC. These provide insight into the structure beyond that described by the Standard
Model. If no light Higgs boson will be found at the LHC, investigations of these processes
will be of particular importance. Simulations of a WLZL resonance at 1.5TeV/c2 and a
ZLZL resonance at 750GeV/c2 show that a discovery at the LHC will probably not be
possible, while the significance expected at the HL-LHC will be greatly increased.

Measurements of multiple gauge boson couplings could also be used to probe new physics
beyond the Standard Model. As the couplings are uniquely defined by the Standard
Model, deviations of these values would point to new physics. The HL-LHC will be able
to improve significantly the measurements performed by the LHC and will facilitate to
investigate further rare channels for which the luminosity of the LHC is too low.

2.2.2 ATLAS Upgrade

The increased track density and the increased radiation damage at the HL-LHC require
extensive upgrades of the ATLAS detector, particular of the inner detector [Mue10]. How-
ever, minor detector upgrades are foreseen already before the HL-LHC upgrade. The
timeline of the detector upgrades is to a large extent determined by shutdown periods of
the LHC, which are necessary for maintenance and consolidation of the accelerator. These
are very tentative, hence a defined schedule of the detector upgrades does not exist. The
discussion in this section is based on a tentative schedule presented in Ref. [All11a] and
is restricted to upgrade plans for the inner detector. Further upgrade plans exist also for
other sub-detectors, including the trigger system [Mue10].

According to the current schedule, the first upgrade of the ATLAS detector is planned for
the years 2013-2014. In this period, the LHC will be shut down in order to prepare for
the design energy of 7TeV per beam, commonly referred to as the Phase-0 upgrade. To
improve the physics performance, it is planned to insert an additional pixel barrel layer at
a radial distance of 3.2 cm with respect to the beam axis [Cap11]. This pixel detector layer
is referred to as the Insertable B-Layer (IBL), motivated by its importance for b-tagging.

The Phase-1 shutdown of the LHC, in which the instantaneous luminosity should be in-
creased to approximately 2 × 1034 cm−2s−1, is planned for 2018. So far no major inner
detector upgrades are foreseen during this shutdown period, however, the installation of a
new pixel detector is currently being discussed.

The main upgrade of the inner detector is foreseen for the Phase-2 shutdown after ap-
proximately 2021, during which the LHC is upgraded to the HL-LHC. An installation of
a completely new, all-silicon tracker is planned, as the TRT is not expected to function at
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the high track rate expected at the HL-LHC. The proposed layout of the new inner detec-
tor is shown in Fig. 2.7. The innermost part will be covered by pixel detectors, followed
by short strip detectors and then long strip detectors in the outermost region.

Figure 2.7: Projected layout of the inner detector of ATLAS at the HL-LHC: pixel detector
(green), short strips (blue), long strips (red), end-cap discs (purple) [All11b].

In the barrel region, four pixel layers are planned, where the innermost one, the B-layer,
will have a radial distance of 3.7 cm to the beam. In the end-cap region, six pixel discs
will be located on either side. As the B-layer will have to withstand a radiation flu-
ence of approximately 2× 1016 neq/cm

2 (see below), extremely radiation tolerant detector
technologies are necessary. As a possible alternative to the planar silicon pixel detectors
currently installed, several options are studied: 3D-detectors, diamond detectors, thin sil-
icon detectors and, as a possible alternative to silicon, gaseous pixel detectors [Mue10].

Three barrel layers will be equipped with short strip detectors, which have a strip length
of 2.4 cm. The innermost strip layer will be located at approximately 38 cm from the beam
line. It is foreseen to use n-in-p silicon strip sensors. Further outwards, two barrel layers
with long strip detectors with a strip length of 9.6 cm are planned. The end-cap region will
be covered by 5 discs on either side of the interaction point. The discs will be equipped
with sensors of different strip lengths. The outermost strip layer will be 1m away from
the beam line. In this way, the silicon strip detectors will cover the space where the TRT
in the current inner detector of ATLAS is located.

Currently, extensive research programmes are conducted to investigate extremely radia-
tion tolerant sensor technologies for the inner regions of the HL-LHC tracking detectors.
In this thesis, the radiation hardness of double-sided 3D detectors is investigated. The
work is performed in the framework of the CERN RD50 Collaboration “radiation hard
semiconductor devices for very high luminosity colliders” [RD].
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Expected Radiation Fluence for the ATLAS Tracker

The equivalent radiation fluence expected for the ATLAS HL-LHC tracking detector has
been simulated [Daw11] using the Monte Carlo simulation package FLUKA [Bat07]. The
projected tracker layout as described above and foreseen material distributions, including
support and service structures, were considered for the simulation.
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Figure 2.8: Equivalent fluence in the ATLAS HL-LHC tracker for an integrated luminosity
of 3000 fb−1 (data from Ref. [Daw11]). R is the radial distance to the beam axis, Z is the
longitudinal distance to the interaction point. The barrel layers and end-cap discs of the
pixel and strip detector are indicated.

Figure 2.8 shows a map of the equivalent fluence expected for an integrated luminosity
of 3000 fb−1. The equivalent fluence is given in units of 1MeV neutron equivalent parti-
cles per square centimetre (neq/cm

2, see Section 4.2) and contains contributions from all
hadrons. Other components can be neglected when considering bulk radiation damage of
silicon detectors. The locations of barrel layers and end-cap discs of the pixel and strip
detector as foreseen for the tracker layout are indicated in the illustration. The expected
radiation fluence decreases strongly with the radial distance to the beam axis, while the
dependence on the longitudinal distance to the interaction point (Z) becomes important
only for large Z and large R.

The equivalent fluence as a function of the radial distance to the beam axis is shown in
Fig. 2.9 for a slice at Z = 0. The total fluence and the contributions of neutrons, pions and
protons are shown. Most of the protons and pions originate from the primary proton col-
lisions, whereas a large fraction of neutrons is emitted from the calorimeters. Moderators,
which should lower the energy of back-scattered neutrons coming from the calorimeters,
are already considered for the simulation of the fluences [Daw11]. A moderation of the
neutrons minimises their damage to the silicon detectors.

The fluences of charged hadrons decrease more strongly as a function of the radial distance
than the neutron fluence. Consequently, the radiation fluence in the pixel region is domi-
nated by pions while that in the region to be equipped with strip detectors is dominated
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Figure 2.9: Equivalent fluence for different hadron types in the ATLAS HL-LHC tracker
for an integrated luminosity of 3000 fb−1, data from [Daw11]. The data are shown for
Z = 0. The positions of the pixel and strip layers are indicated.

by neutrons. Over the envisaged lifetime of the HL-LHC, the innermost pixel layer will
receive an equivalent fluence of approximately 1.5× 1016 neq/cm

2 (see Fig. 2.9). Including
a safety margin, it is typically specified that the detectors for the innermost pixel layer
have to withstand a fluence of 2 × 1016 neq/cm

2. In the region of the innermost strip
detector layer, an equivalent fluence of 5× 1014 neq/cm

2 is expected for Z = 0. As can be
seen in Fig. 2.8, the expected fluence increases with increasing Z and approaches almost
1× 1015 neq/cm

2 in the innermost part of the end-cap discs. Including a safety margin, a
benchmark fluence of 1× 1015 neq/cm

2 is usually quoted for the strip detectors.

The fluences expected at the HL-LHC are considerable higher than that expected for the
tracking detectors of the current ATLAS detector. The current ATLAS pixel sensors are
specified to withstand a fluence of 8× 1014 neq/cm

2, the SCT sensors are designed for an
expected fluence of 2× 1014 neq/cm

2 [Aad08c].



Chapter 3

Silicon and Silicon Detectors

3.1 Production of Detector Grade Silicon

For detector applications very pure monocrystalline silicon is required. High resistivity,
which is needed to achieve full depletion of the detector volume at technically applicable
voltages, and high minority carrier lifetimes are necessary. Therefore silicon with a high
purity is required.

The production of monocrystalline silicon starts with the extraction of silicon from its
bound state SiO2, which is present in sand or quartz. First, polycrystalline silicon is pro-
duced and several steps of purification are applied [Sif04]. Then, ingots with monocrys-
talline silicon are grown, which are later cut into wafers. Silicon used for particle detectors
is normally grown using the float-zone (FZ) method, see Fig. 3.1(a). Float-zone silicon
exhibits a very high purity, however, it is more costly than silicon growth methods com-
monly applied for electronic grade silicon. In the float-zone process a rod of high-purity
polysilicon is brought into contact with a monocrystalline seed crystal at the bottom. A
surrounding coil supplies a high-frequency electric field and melts the silicon by means
of induction. The silicon in contact with the seed crystal solidifies in a monocrystalline
structure. By moving the molten zone upwards, the single crystal is expanded and im-
purities are pushed upwards, away from the single crystal. This process can be applied
several times to further increase the purity.

The majority of monocrystalline silicon used for microelectronics applications is grown
using the Czochralski (Cz) method, see Fig. 3.1(b). Polysilicon is melted in a rotating
crucible made of SiO2 and a seed crystal is placed on top of the melt. The seed crystal is
slowly pulled upwards and large ingots of monocrystalline silicon can be produced. This
method is cost-effective, however, it is not well suited for detector applications. The con-
centration of impurities, mainly originating from the crucible, is too high, resulting in low
resistivity and low minority carrier lifetimes. Since Cz silicon has a relatively high oxygen
concentration, which acts as a sink for radiation-induced defects (see Section 4.4.1), it
has become interesting for the development of radiation hard detectors in recent years. A
modified growth method, referred to as magnetic Czochralski (MCz), can produce silicon
with a lower impurity concentration and higher homogeneity. The technology is the same
as the standard Czochralski process, only the crucible is placed in a strong magnetic field.

20
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(a) Float-zone method (b) Czochralski method

Figure 3.1: Production technologies of monocrystalline silicon: (a) float-zone (FZ) method,
(b) Czochralski (CZ) method [Har09]. See the text for explanations.

This reduces the mixing between the silicon melt and the crucible. Magnetic Czochralski
silicon can be used for particle detectors, studies are being performed within the RD50
collaboration [RD] (see Section 4.4.1).

Another method of producing detector grade silicon is the epitaxial technology. A gaseous
silicon compound is solidified on a seed crystal and grows following a monocrystalline struc-
ture. Thin epitaxially grown silicon sensors are also being investigated within the RD50
collaboration as a possible candidate for radiation tolerant detectors (see Section 4.4.1).

3.2 Properties of Silicon

3.2.1 Energy Band Structure of Silicon

Monocrystalline silicon has a diamond lattice structure. The diamond structure can be
described as two interpenetrating fcc (face-centred cubic) lattices, which are displaced by
one quarter of the body diagonal. Many of the electrical and physical properties of silicon
result from the structure of the energy levels of the four valence electrons. Due to the
periodic potential in the crystal lattice the solutions of the Schrödinger equation must be
of the form

ψk(~r) = uk(~r) exp (i~k · ~r), (3.1)

which is known as the Bloch theorem. ψk(~r) is the wave function, ~r describes the posi-
tion and ~k is the wave vector, which can be limited to values within the first Brillouin
zone. The function uk(~r) has the periodicity of the crystal lattice. The energy levels of
the valence electrons, which can be calculated using Eq. (3.1), take on quasi-continuous
values within energy bands. The continuous distribution of energy states within these
bands results from the superposition of the potentials of the large number of atoms in
the crystal. In a periodic lattice the discrete energy levels of single atoms split up and
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generate continuous bands. Some energy regions, for which no solutions of Eq. (3.1) exist,
form forbidden regions, referred to as band gaps.

A theoretical calculation of the energy band structure of silicon is shown in Fig. 3.2. The
upper band forms the conduction band, whereas the lower band forms the valence band.
At a temperature of T = 0K all valence electrons occupy states in the valence band,
whereby this band is completely filled and the conduction band is empty. Therefore,
the total momentum of the electrons and the electrical conductivity are zero. At higher
temperatures electrons can be transferred to the conduction band and silicon becomes con-
ductive. The conductivity increases with increasing temperature, as a higher number of
electrons is excited to the conduction band. When an electron is excited, an empty state,
referred to as a hole, is generated in the valence band. Holes can be treated as physical
objects carrying momentum, an effective mass and the opposite charge of an electron.

Figure 3.2: Energy band structure of silicon, after [Che76]. The solid lines show an
energy-dependent nonlocal-pseudopotential calculation, the dotted lines show a local-
pseudopotential calculation. Allowed energies in the conduction band and in the valence
band are shown grey, forbidden regions are white. The width of the forbidden band gap
between the conduction band and the valence band is labelled Eg. L, Γ, X, U and K are
symmetry points in the first Brillouin zone. The symmetry lines Λ, ∆ and Σ correspond
to the axes 〈111〉, 〈100〉 and 〈110〉.

The band gap, corresponding to the difference between the maximum energy of the va-
lence band and the minimum energy of the conduction band, is 1.12 eV for silicon at room
temperature and under normal atmospheric pressure [Sze81]. The size of the band gap
decreases with increasing temperature. As can be seen in Fig. 3.2, the minimum of the
conduction band and the maximum of the valence band correspond to different wave vec-
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tors. This is a property of indirect semiconductors (e.g. germanium, silicon), whereas in
direct semiconductors (e.g. gallium arsenide), the maximum of the conduction band and
the minimum of the valence band have the same wave vector. In indirect semiconductors
additional momentum transfer is necessary to create an electron-hole pair by transfer-
ring energy corresponding to the band gap. The momentum transfer can originate from
absorption or creation of a phonon. Without additional momentum transfer, an energy
transfer higher than the size of the band gap is required for the creation of an electron-hole
pair.

The size of the band gap determines the electrical conductivity of a material. Materials are
usually classified as insulators if the band gap is several eV, leading to low conductivity.
Materials having smaller band gaps are referred to as semiconductors. If the conduction
band and the valence band overlap or if the conduction band is partially filled already at
T = 0K, the material can be regarded as a conductor or a metal.

3.2.2 Extrinsic Silicon

Important electrical properties of silicon can be modified by introducing impurity atoms,
referred to as dopants, which have energy levels in the band gap (see Fig. 3.3). Doped
silicon is called extrinsic silicon, to distinguish it from intrinsic silicon, which contains
no significant amounts of impurities. The dopants have to replace silicon atoms on lat-
tice sites in order to become electrically active. Elements with five valence electrons are
applied as donors. As only four electrons are required to form the covalent bonds, the
fifth electron can be easily excited to the conduction band. Therefore, the number of
electrons in the conduction band is increased without increasing the number of holes in
the valence band. Conversely, atoms of valence three can serve as acceptors. The fourth
electron to form the covalent bond can be absorbed from the valence band, thus increas-
ing the number of holes. Donors form positive ions, acceptors form negative ions, once an
electron has been emitted to the conduction band or an electron has been absorbed from
the valence band, respectively. Referring to the polarity of the majority charge carriers,
doping with donors creates n-type silicon and doping with acceptors creates p-type silicon.

A simplified energy diagram of intrinsic, n-type and p-type silicon is shown in Fig. 3.3. In
contrast to the band structure shown in Fig. 3.2 the dependence of the energy band edges
on the wave vector is neglected. To be electrically active at room temperature, elements
with energy levels slightly below the conduction band (as donors) or slightly above the
valence band (as acceptors) have to be chosen. Elements commonly applied as donors
are phosphorous and arsenic, which create energy levels of 0.045 eV respectively 0.054 eV
below the bottom of the conduction band. Boron, creating energy levels of 0.045 eV above
the top of the valence band, is often used as an acceptor [Lut99]. The presence of dopants,
and hence the introduction of additional energy levels in the upper half or the lower half
of the band gap, leads to a shift of the Fermi level. In n-type silicon the Fermi level moves
towards the conduction band, whereas it is shifted towards the valence band in p-type
silicon (see Fig. 3.3).

Doping of silicon is usually applied during the production of the monocrystalline material,
to achieve low and uniform doping concentrations of the produced wafers. To achieve
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Figure 3.3: Energy band structure of (a) intrinsic, (b) n-type and (c) p-type silicon. The
Fermi level EF and the energy levels introduced by donors and acceptors are shown.
Electrons in the conduction band are represented as filled circles, holes in the valence
band are illustrated as open circles.

higher doping levels and to restrict the doping to selected regions of the wafer, the doping
atoms are introduced by means of ion implantation or diffusion into the silicon lattice.
These techniques are applied to produce structures with p-n junctions, see the following
section.

3.2.3 p-n Junction

Many technical applications of silicon are based on a p-n junction, which forms the basic
structure of a diode and of silicon particle detectors. When regions with n-type and p-type
silicon are in contact to each other, the majority carriers (electrons in n-type and holes in
p-type silicon) diffuse into the other region. The effect on band edges, charge density and
electric field in the region around an abrupt p-n junction is shown in Fig. 3.4.

The different concentrations of electrons and holes in the energy bands of isolated n-type
and p-type silicon lead to unequal Fermi levels (Fig. 3.4(a)). When both regions are in
contact, the majority charge carriers drift into the other region and partly recombine.
The Fermi levels in both regions line up and the edges of the valence band and the con-
duction band are distorted (Fig. 3.4(b)). As no free charge carriers are left in a region
around the p-n junction, the remaining ionised donors and acceptors create a space charge
(Fig. 3.4(c)). In the illustration the doping concentration in the n-type region is assumed
to be twice as high as in the p-type region, therefore leading to a higher charge density
in the n-type region. The charge density in the space charge region, also referred to as
depletion zone, creates an electric field (Fig. 3.4(d)). This electric field counteracts the
diffusion of electrons from the n-type region into the p-type region and therefore limits
the extension of the space charge region.

The electric potential φ and the electric field ~E in the space charge region are given by
Poisson’s equation

∆φ = −∇ · ~E = − ρ

ε0εr
, (3.2)

where ρ is the space charge density, ε0 is the permittivity of vacuum and εr = 11.9 is the
relative permittivity of silicon.
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Figure 3.4: Abrupt p-n junction: (a) energies of conduction band edge (EC), valence band
edge (EV ) and Fermi level (EF ) of isolated n-type and p-type silicon. (b) Band edges and
Fermi level when n-type and p-type silicon are in contact. (c) Charge density ρ and (d)
electric field E around the p-n junction. The doping concentration in the n-type region is
assumed to be twice as high as in the p-type region.

3.3 Silicon Detectors

3.3.1 Diode with Application of External Voltage

The electric field distribution and the width of the space charge region around a p-n junc-
tion can be adjusted by applying an external bias voltage. By applying a high potential
to the n-side and a low potential to the p-side (reverse bias) free charge carriers are swept
away from the junction. The width of the space charge region and the potential drop
across the junction are increased. On the contrary, applying a so-called forward bias leads
to a decreased space charge region and to a lower potential drop, therefore a higher current
flow is possible.

The basic structure of a silicon detector is a diode, which consists of a p-n junction. It
is usually made of a substrate with a low doping concentration and a small region having
a high doping concentration. An n+-p structure, where the “+” denotes a higher doping
concentration, is shown in Fig. 3.5. An external voltage is applied to the diode in reverse
bias mode. The n+-side is grounded and a negative potential −V is applied to the p-side.
Silicon detectors are normally operated in reverse bias mode in order to increase the space
charge region and therefore the sensitive detector volume. In the space charge region an
electric field exists, which is necessary to separate free charge carriers created by penetrat-
ing particles. The space charge region and therefore the electric field should preferably
extend throughout the entire detector volume.

As the doping concentration in the n+-region is several orders of magnitude higher than
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Figure 3.5: Sketch of an n+-p structure. The n+-side is grounded, while a negative
potential −V is applied to the p-side. The p-doped region extends from x = 0 to x = d.

the doping concentration in the p-region, the width of the depletion zone in the n-region
can be neglected. In the following discussion the width of the space charge region and
the electric field in the p-region are calculated as a function of the applied bias voltage.
A constant space charge density in the depleted volume ρ = −q

0
Neff is assumed, where

q0 is the elementary charge and Neff is the effective doping concentration. The effective
doping concentration is the difference of the concentration of electrically active acceptors
and donors in the p-doped region. Acceptors are electrically active if they have captured
an electron from the valence band, donors are electrically active if they have emitted an
electron to the conduction band. Free charge carriers in the depleted region are neglected
and the space charge density is approximated by a step function. In a one-dimensional
approach, Poisson’s equation (Eq. (3.2)) becomes

d2φ(x)

dx2
= −dE(x)

dx
=
q
0
Neff

ε0εr
. (3.3)

Integration leads to

E(x) = −q0Neff

ε0εr
x+ E0, (3.4)

φ(x) =
q
0
Neff

2ε0εr
x2 − E0x+ φ0, (3.5)

where E0 and φ0 are integration constants. As the n+-side is grounded and the poten-
tial drop in the n+-region is small due to the very shallow depletion zone, a potential
of approximately zero can be assumed for the boundary between the n+-region and the
p-region. Exploiting the boundary condition φ(x = 0) = 0 leads to φ0 = 0.

Under-Depletion

If the applied voltage V is below or equal the voltage Vdep, which is required to achieve full
depletion in the p-region, the electric field is zero at the edge of the space charge region.
With E(x = w) = 0, where w is the width of the depleted region, Eq (3.4) yields

E0 =
q
0
Neff

ε0εr
w. (3.6)

The electric potential at the edge of the depletion zone is φ(x = w) = −V −Vbi. The built-
in voltage Vbi is caused by the presence of space charge without application of external
voltage. It can be calculated that Vbi is small compared to external voltages V usually
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applied to semiconductor detectors, hence φ(x = w) ≈ −V can be assumed. Inserting this
into Eq. (3.5) yields

V = −q0Neff

2ε0εr
w2 + E0w. (3.7)

With Eq. (3.6) the width w of the depleted region becomes

w =

√

2ε0εr
q
0
Neff

V . (3.8)

For full depletion, V = Vdep, the depleted region extends through the entire thickness d of
the p-region, thus w = d. Hence

Vdep =
q
0
Neff

2ε0εr
d2. (3.9)

From Eqs. (3.8) and (3.6) the maximum of the electric field Emax, which is present at the
boarder between the n+- and the p-region (x = 0), can be obtained:

Emax = E0 =

√

2q
0
Neff

ε0εr
V (3.10)

In particle detectors with a typical thickness of 300µm and a doping concentration of
Neff = 1012 cm−3 the depletion voltage according to Eq. (3.9) is Vdep ≈ 70V.

Over-Depletion

The electric field can be further increased by operating the diode over-depleted, that is
increasing the bias voltage beyond the full depletion voltage. This increases the drift
velocity of free charge carriers and decreases the charge collection time (see Section 3.3.6).
With φ(x = 0) = 0 and φ(x = d) = −V the maximum electric field according to Eq. (3.5)
becomes

Emax = E0 =
q0Neff

2ε0εr
d+

V

d
. (3.11)

For voltages higher than the full depletion voltage, the maximum electric field therefore
increases linearly with the external voltage. Below full depletion it increases proportionally
to the square root of the external voltage (see Eq. 3.10).

Capacitance

The capacitance of a silicon detector is of particular importance, since it affects the noise
(see Section 3.3.8) and measuring the capacitance provides an opportunity to determine
the depletion voltage. In a diode the capacitance C is given by the area of the diode, A,
and the width of the depleted region, w:

C =
ε0εrA

w
(3.12)

According to Eq. (3.8) the capacitance decreases with increasing bias voltage proportion-
ally to 1/

√
V . When full depletion is achieved, the capacitance reaches a constant value.

By performing “C − V ” measurements the depletion voltage can be determined as the
voltage above which the capacitance is constant.
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3.3.2 Leakage Current

The current of a reverse biased diode, the leakage current, is small compared to the cur-
rent of a diode in forward bias. However, the leakage current is of importance in silicon
detectors, especially due to its strong increase after irradiation (see Section 4.3.2). Several
effects contribute to the leakage current, with the volume generation current in the de-
pletion region dominating [Sze81]. Other effects, like surface generated current or current
flowing through the cutting edges of the diode, are neglected here.

The volume generation current is dominated by charge carriers generated by emission
through generation-recombination centres. These trapping centres are impurities or crys-
tal defects presenting energy levels in the energy gap between the conduction band and
the valence band. By capturing electrons from the valence band and emitting electrons to
the conduction band, free charge carriers are generated. The generation rate is dominated
by generation-recombination centres located close to the middle of the band gap [Sze81],
therefore primarily these defects account for the leakage current. As the rate of generation
and recombination cancels in undepleted silicon, only the generation in the space charge
region is relevant. Therefore, the volume generation current is proportional to the de-
pleted volume and to the width of the depletion zone. Hence the leakage current increases
proportionally to the square root of the applied bias voltage (see Eq. (3.8)), as long as
the diode is not fully depleted. When full depletion is reached, the current saturates. At
very high bias voltages an electrical breakdown occurs and the leakage current increases
strongly. Mechanisms leading to an electrical breakdown are the Zener breakdown, caused
by tunneling of electrons from the valence band to the conduction band, and the avalanche
breakdown due to impact ionisation (see Section 3.3.7).

The leakage current Il depends strongly on the temperature T [Spi05],

Il ∝ T 2e−E/2kT , (3.13)

and approximately doubles every 8 ◦C. The parameter E can be approximated by the
band gap energy of silicon (Eg = 1.12 eV) and k is the Boltzmann constant. The current
measured at a temperature Tmeas can be scaled to a reference temperature Tref according
to

I(Tref) = I(Tmeas)

(
Tref
Tmeas

)2

exp

[

− E

2k

(
1

Tref
− 1

Tmeas

)]

. (3.14)

To reduce shot noise (see Section 3.3.8) and to avoid thermal runaway, silicon detectors
in particle physics experiments are usually operated at cold temperatures. For example,
the ATLAS semiconductor tracker (SCT) is designed to operate at −7 ◦C [Aad08c]. An
increase of the current increases the dissipated power, which increases the temperature
and therefore in turn leads to a higher current. A critical and uncontrolled increase of the
current is referred to as thermal runaway.

3.3.3 Principle Design of Planar Silicon Strip Detectors

By segmenting the readout electrode of silicon detectors into strips or pixels, the posi-
tion of incident particles can be measured in one or two dimensions, respectively. The
principle design of planar strip detectors as used in many particle physics experiments is
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described below. Details on configuration and properties of pixel detectors can be found
in Ref. [Ros06].

Silicon strip detectors currently employed in particle physics experiments are usually made
by means of the planar process, introduced in 1979 [Kem80, Spi05]. A simplified sketch
of a strip sensor in p+-n-n+ design, also termed p-in-n, is shown in Fig. 3.6. The sensor
consists of a substrate made from a lightly n-doped wafer. Typical thicknesses are approx-
imately 300µm.

Al

p
+

Al

n
+

n

Figure 3.6: Simplified design of a p+-n-n+ silicon detector with aluminium (Al) metalli-
sations.

On the front side, highly p-doped implantations form the strips of the sensor. The doping
concentration is several orders of magnitude higher than the doping concentration of the
substrate. Typical pitches between individual readout strips are in the range of 50-100µm.
Strip detectors often have metallisation strips above the implants, which are electrically
insulated from the implants by an oxide layer. Thus, a capacitive coupling, also known
as AC coupling, between the strip implantations and the metal strips is achieved. When
the metal strips are connected to the readout electronics, the leakage current is prevented
from flowing into the amplifier channels. In cases where the leakage current is low, the
insulating layer between the implants and the metallisations can be left away. The im-
plants are then directly connected to the readout electronics, which is referred to as DC
coupling. This approach is usually realised in pixel detectors, where the leakage current
is low due to the small pixel volume.

On the back of the sensor a layer with a high doping concentration, here n+, is present.
This layer is coated with a metal layer. While the p-n junction is formed close to the front
surface, the n+ layer at the back prevents the depletion zone from reaching the metal con-
tact at the back, which could lead to an unequal potential distribution. Furthermore, it
provides a good ohmic contact. The space charge region and the junction, which is created
at the interface between the metal and the semiconductor, is kept very narrow by the high
doping concentration of the n+ layer. Therefore tunneling processes become important,
which limits the contact resistance to values negligible compared to the resistance of the
bulk [Lut99].

The pitch of the readout strips affects the spatial resolution of the detector. For the
particle point of impact a uniform probability distribution over one strip pitch can be
assumed. Provided that penetrating particles lead to signals on single strips only, the
resolution, in this case called binary resolution, corresponds to the standard deviation of
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the uniform probability density distribution

σ =
√

〈x2〉 − 〈x〉2 =
p√
12
. (3.15)

Therein, x denotes the coordinate within one strip pitch and p is the pitch. For a typical
pitch of 80µm the binary resolution is σ = 23.1µm. Charge sharing (see Section 3.3.5)
can lead to an improved resolution as the particle point of impact can be interpolated
between different strips. However, charge sharing also leads to lower signals measured
per readout strip and therefore might decrease the detection efficiency. As a smaller strip
pitch increases the charge sharing probability, a compromise must be found between a
good resolution (small pitch) and a high signal measured per strip (large pitch).

All strip detectors currently employed in the LHC experiments follow the p+-n-n+ layout.
An alternative design, which is under discussion as a radiation-hard option for silicon strip
detectors at the HL-LHC (see Section 4.4.2), is the n+-p-p+ design, also known as n-in-p.
In this detector type, the strips, the substrate and the backplane layer have the oppo-
site doping type as those in p+-n-n+ sensors. A further detector layout is the n+-n-p+

structure, which is for example realised in the current ATLAS pixel detector [Aad08c]. In
those detectors n-doped pixels are implanted on n-type substrate and the p-n junction is
created between the substrate and the backplane. In detectors with n-type strips or pixels,
shorts between the readout segments can occur due to accumulation of negative charges
resulting from radiation-induced damage of the oxide (see Section 4.1.1). Therefore, p-
type implantations with moderate (p-spray) or high (p-stop) doping concentrations are
added between the strips or pixels to maintain insulation.

AC-coupled detectors have a bias ring surrounding the strips, which is connected to the
strip implants via bias resistors (see Fig. 3.7). This supplies the bias potential to the
implants while the resistors maintain electrical isolation between the strips. The implants
are usually kept on ground potential, while a negative or positive high potential (depend-
ing on the detector structure) is applied to the back contact. A further ring, the guard
ring, limits the active volume and prevents the depletion region from reaching the highly
conductive cutting edge of the sensor. Both guard ring and bias ring consist of implanta-
tions, of the same doping type as the strips, and a metallisation on top.

Guard Ring

Bias Ring

Bias Resistor

Strip Implant

Figure 3.7: Top view of a strip detector illustrating guard ring and bias ring surrounding
the readout strips. AC-coupling structures are not shown.

The strips of silicon detectors are usually connected to channels of readout chips, typically
consisting of a charge sensitive preamplifier and a shaping amplifier. The shaping amplifier
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integrates the input signal and provides output pulses with a semi-Gaussian shape. These
pulses are then further processed by the subsequent readout electronics.

3.3.4 Energy Loss of Particles in Silicon

This section describes mechanisms and properties of energy loss of charged particles and
photons in silicon. It concentrates on high-energy heavy charged particles, medium-energy
electrons and low-energy photons. These particles were utilised for measurements de-
scribed in this thesis.

Charged Particles

Charged particles traversing matter interact mainly with the electrons of the material
atoms and lead to ionisation or excitation of the atoms. The traversing particles lose
energy in discrete portions along the particle track and transfer it to the electrons of the
material’s atoms. For heavy charged particles, the mean energy loss per traversed ma-
terial length 〈−dE/dx〉 is given by the Bethe-Bloch equation (for a detailed discussion
see e.g. Refs. [Nak10, Ler09]). The line labelled “Bethe” in Fig. 3.8 shows 〈−dE/dx〉 for
incident muons as a function of the muon kinetic energy (the other lines are explained fur-
ther below). The mean energy loss reaches a minimum for muon kinetic energies around
0.2 − 0.3GeV and increases for higher energies. A particle having the energy leading to
the minimum in 〈−dE/dx〉 is referred to as a minimum ionising particle (MIP). In general,
the minimum of the energy loss is reached for particles wit βγ ≈ 3 − 4, where β is the
velocity of the particle in units of the speed of light and γ is the Lorentz factor.

Landau/Vavilov/Bichsel ∆p/x for :
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Tcut = 10 dE/dx|min
Tcut  =  2 dE/dx|min

Restricted energy loss for :
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Figure 3.8: Energy loss of muons traversing silicon. Three different calculations are shown:
〈−dE/dx〉 according to the Bethe-Bloch equation; 〈−dE/dx〉 with restricting possible en-
ergy transfers to values smaller than Tcut; most probable energy loss per thickness accord-
ing to the theory developed by Landau, Vavilov and Bichsel. The length of the traversed
material is supposed to be in units of cm2/g. Radiative losses are neglected [Nak10].

Due to the discrete nature of energy transfers to the material in single collisions, the total
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energy loss of penetrating particles is subject to large fluctuations. High energy transfers
creating energetic knock-on electrons (also referred to as δ-electrons) can occur. Although
these events are relatively rare, they lead to an asymmetric shape and a tail to higher
energies of the energy loss distribution. Especially in thin absorbers, as silicon detectors
applied in particle physics, the energy loss distribution is highly skewed.

Calculated probability functions of energy losses of high-energy particles penetrating thin
silicon detectors, known as straggling functions [Bic88], are shown in Fig. 3.9 for selected
detector thicknesses. The mean value of the energy loss is considerably higher than the
most probable value (MPV) and is largely affected by rare events exhibiting extraordinary
high energy transfer. Therefore the MPV is often preferred when characterising the en-
ergy loss, respectively the measured signal, in silicon detectors. The straggling functions
shown in Fig. 3.9 can be approximated by Landau distributions [Lan44], although the
agreement is not perfect [Nak10]. For practical use a convolution of a Landau distribution
and a Gaussian is often applied, which further takes into account the broadening of the
spectrum due to noise. The MPV of a signal spectrum is often determined by fitting the
convolution of a Landau function and a Gaussian to the signal distribution measured with
a silicon detector.
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Figure 3.9: Straggling functions (=probability functions of the energy loss) for 500MeV
pions in silicon of four different thicknesses. ∆ is the energy loss, ∆p specifies the most
probable value of the energy loss [Nak10].

Restricting the energy loss theory according to Bethe to individual energy transfers up
to a value Tcut leads to a flatter curve of 〈−dE/dx〉 as a function of the particle energy,
see Fig. 3.8. The most probable energy loss in silicon detectors of different thicknesses
is illustrated by the lines labelled “Landau/Vavilov/Bichsel ∆p/x” in Fig. 3.8. It can be
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seen that it is approximately constant for energies higher than 0.2GeV. Therefore, the
term “minimum ionising particle” can be extended to particles having energies equal or
above the energy leading to the minimum of the Bethe equation. High-energy particles are
often referred to as minimum ionising particles when the MPV of the energy distribution
is relevant.

While the mean energy loss per path length calculated according to the Bethe-Bloch
equation does not depend on the total thickness, the most probable value per path length
shows a weak dependence on the thickness (as visible in Figs. 3.8 and 3.9). The most
probable energy loss by minimum ionising particles, EMP, in silicon detectors having a
thickness t can be parameterised [Bic88]

EMP[eV] = t(190 + 16.3 · ln t). (3.16)

The thickness t is supposed to be given in µm and the equation is valid for 110µm < t <
3000µm. On average, 3.68 eV is needed to create an electron hole pair in silicon [Bic88],
which is more than three times the band gap energy in silicon (Eg = 1.12 eV). Therefore,
a minimum ionising particle leads to a most probable signal of

Q[e−] = t(190 + 16.3 · ln t)/3.68, (3.17)

where the signal is given in units of the elementary charge. In silicon detectors of the
typical thickness t = 300µm, a MIP deposits a most probable energy EMP = 85keV,
leading to a signal of 23 ke−.

The energy loss of electrons is somewhat different from the energy loss of fast charged
heavy particles, which is described above. Differences arise from the electrons’ low mass
and the indistinguishability of the incoming electrons and the electrons in the traversed
material. While low-energy electrons primarily lose their energy by ionisation, at higher
energies energy loss due to bremsstrahlung dominates. The critical energy, above which
bremsstrahlung is the main mechanism of energy loss, is approximately 40MeV in sil-
icon [Nak10]. For the work described in this thesis, electrons originating from the β−

decay of 90Y having an energy of approximately 2MeV are relevant. In this case energy
loss by ionisation largely dominates. The energy loss of electrons can be described by
a formalism analogue to the Bethe theory with several additional terms [Ler09]. As a
result, the mean energy loss and the most probable energy loss of electrons with an energy
E ≈ 2MeV are approximately equal to the energy loss discussed above for heavy parti-
cles. Electrons of this energy can be regarded as minimum ionising particles and therefore
Eq. (3.17) is valid as well.

Photons

When traversing silicon, photons predominantly lose energy via the photoelectric effect,
the Compton effect or by pair production. The total cross section for these interactions
tends to decrease with the energy and approximately saturates at photon energies in the
order of 10MeV [Nak10]. The energy transferred by high-energy photons, which are for
example generated in collisions at the LHC, to a silicon detector of typical thickness is very
low. Therefore high-energy photons practically cannot be measured with silicon particle
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detectors. However low-energy photons, as the ones created by an infrared laser used in
the studies described here, can be measured. The laser creates photons of the wavelength
λ = 974nm, corresponding to an energy of E = 1.27 eV. In this energy region only the
photoelectric effect is relevant. The low energy of the photons can only lead to indirect
transitions of electrons from the valence band to the conduction band, which requires
the creation or absorption of phonons to conserve the momentum of the electrons (see
Section 3.2.1, Fig. 3.2). Direct transition from the top of the valence band to the bottom
of the conduction band is not possible. When penetrating silicon, the intensity I of a
photon beam exponentially decreases as a function of the traversed material depth x,

I(x) = I0 e
−αx. (3.18)

The initial intensity is I0 and α denotes the absorption coefficient in silicon. The absorp-
tion coefficient α for temperatures T = 20 ◦C and T = −30 ◦C is shown in Fig. 3.10 as a
function of the photon wavelength.
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Figure 3.10: Absorption coefficient α of silicon as a function of the wavelength λ of the
incoming photons, for temperatures of +20 ◦C and −30 ◦C. The calculation is based on a
parameterisation given in Ref. [Raj79].

It can be seen that the absorption coefficient and therefore the absorption length, defined
as the depth where the intensity has decreased to 1/e (≈ 37%), strongly depends on the
temperature. The absorption length 1/α for a wavelength λ = 974nm is 69µm at room
temperature (T = 20 ◦C) and 98µm at T = −30 ◦C [Raj79]. Therefore, the infrared
laser used in these studies leads to signal generation primarily in the upper region of the
silicon detector. The temperature dependence of the absorption coefficient arises from the
temperature dependences of the band gap and the phonon distribution [Raj79]. The total
energy measured can be adjusted by tuning the laser power and therefore adjusting the
number of emitted photons.
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3.3.5 Drift and Diffusion

Free charge carriers move randomly with the thermal energy 3/2 kT , where k is the Boltz-
mann constant and T is the temperature. During the movement the charge carriers are
scattered at phonons or ionised impurity atoms. When an electric field is present, the
charge carriers are accelerated between these collision. Therefore, a directed movement
is superimposed on the thermal movement and a net drift with a constant average veloc-
ity results. At low electric fields, the drift velocity v is proportional to the electric field
strength E,

v = µE. (3.19)

The proportionality constant µ is the mobility, which is approximately 1500 cm2/Vs for
electrons and 500 cm2/Vs for holes at room temperature [Sze81]. The mobility increases
with decreasing temperature, as long as temperatures higher than about 50K are consid-
ered. At electric fields higher than roughly 1V/µm the mobility decreases and finally, at
a field strength of approximately 10V/µm, the drift velocity is independent of the electric
field. The saturation drift velocity of electrons and holes is similar and reaches 105 m/s at
high electric fields.

In the presence of a concentration gradient, for example due to localised generation of free
charge carriers by penetrating particles, the thermal movement leads to a broadening of
the distribution of charge carriers. After a time t, the charge cloud has a Gaussian shape
with the variance

σ =
√
Dt, (3.20)

where D is the diffusion constant, which depends on the temperature. Due to the broad-
ening of the charge cloud during the drift of the charge carriers towards the electrodes,
the charge can be spread over several readout strips. For typical charge collection times,
the broadening due to drift is in the order of micrometers for 300µm thick planar silicon
sensors.

3.3.6 Signal Generation in Silicon Detectors

After creation of electron-hole pairs the electron and the hole drift into opposite directions
towards the electrodes along the electric field lines. The presence of charge carriers in the
volume between the electrodes induces image charges on the electrodes. A drift of the
charge carriers leads to a change of these images charges. Hence the drift induces a
current on the electrodes, which creates the signal measured by the detector. Therefore,
the signal starts already directly after the created charge carriers begin to drift and not
only when these charge carriers reach the electrodes. The current i(~r) induced on an
electrode by movement of a charge carrier with charge q, located at ~r and with the drift
velocity ~v(~r) can be expressed via Ramo’s theorem [Ram39]

i(~r) = q ~v(~r) · ~Ew(~r), (3.21)

where ~Ew(~r) is referred to as the weighting field. As Eq. (3.21) was independently de-
rived by Shockley [Sho38], it is also known as the Shockley-Ramo theorem. The weighting
field ~Ew for a selected electrode can be calculated as follows: the potential of the elec-
trode under consideration is set to 1 while all other electrodes are grounded. Then, the
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weighting potential φw and the weighting field ~Ew are given by the Laplace equation
∆φw = −∇ · ~Ew = 0. The weighting potential is considered to be dimensionless, whereas
the weighting field has the dimension 1/length. It should be noted that the weighting field
is different from the electric field and only depends on the given geometry of the detector.

The total signal measured by the detector is the time integral of the induced current up to
the maximum integration time of the amplifier. A ballistic deficit arises when the integra-
tion time is shorter than the charge collection time and the full signal cannot be measured.
Charge collection times can be kept below 10ns for electrons and holes in 300µm thick
planar silicon detectors if the bias voltages can be chosen sufficiently high and therefore
over-depletion can be reached.
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Figure 3.11: Weighting Field of a 300µm thick planar strip detector with 20µm wide strip
implants at a pitch of 80µm. (a) Weighting field for the strip located around x = 200µm in
the first 50µm of the depth. (b) Weighting field as a function of the depth at x = 200µm.

The weighting field of a simple diode with one electrode at the front surface and one
electrode at the back surface (cf. Fig. 3.5) is Ew = 1/d, where d is the thickness. This ge-
ometry, also known as a pad detector, therefore has a constant weighting field throughout
the entire detector volume. Hence electrons and holes contribute to the total signal by
an equal amount, considering a particle crossing the pad detector and depositing energy
uniformly along the track. In a segmented detector the weighting field is considerably
different and shows a strong dependence on the position in the detector volume. The
weighting field in a strip detector with a thickness of 300µm and a pitch of 80µm is
shown in Fig. 3.11. The strip implants have the shape of a circular segment and have a
width of 20µm at the detector surface. The calculation was performed using the software
MATLAB [Mat10], which applies a finite element method for the solution of the equation
∇ · ~Ew = 0. It can be seen that the weighting field is high in the vicinity of the strip
implant and decreases strongly towards the back electrode. Since the charge carriers drift-
ing towards the strips experience on average a higher weighting field, their contribution
to the total signal is larger than that of the charge carriers drifting away from the strips.



3.3. SILICON DETECTORS 37

Therefore, the signal in segmented detectors with n-side readout is dominated by electrons
and that in detectors with p-side readout is dominated by holes.

During the drift of charge carriers, the weighting field of a certain electrode might change
the direction and hence the induced current according to Eq. (3.21) can change its sign.
The current induced on an electrode where no charge carriers are collected has a bipolar
shape and the integral of the induced current is zero. Therefore, neighbours of electrodes
collecting the liberated charge carriers measure a vanishing signal if all charge carriers are
collected within the integration time of the amplifier. However, there are also cases in
which an electrode which does not collect any charge carriers can measure non-vanishing
signals. These signals can be of opposite polarity compared to the usual polarity. An
example is a ballistic deficit, where the integration time of the amplifier is not long enough
to fully integrate the signal current of both polarities. Another reason can be incomplete
drift, for example through trapping of charge carriers at crystal defects.

3.3.7 Impact Ionisation

In contrast to gas detectors, silicon particle detectors normally do not exhibit any inter-
nal amplification of the generated free charge carriers. Usually, the signal generated by
penetrating particles is sufficiently high and amplification for subsequent data processing
can be provided by the readout electronics. However, multiplication of charge carriers
is possible in silicon when high electric fields are present [Gra73, Sze81, Mae90]. This
effect, known as impact ionisation, is exploited in avalanche photodiodes (APD) and can
for example occur in silicon particle detectors after strong irradiation (see Section 4.3.5,
Chapter 6 and Chapter 7).

When a free charge carrier is accelerated by a sufficiently high electric field in between
collisions, it can gain enough energy to create an additional electron-hole pair. The number
of electron-hole pairs generated by a charge carrier per distance travelled is expressed as
the ionisation rate α. The ionisation rate is strongly dependent on the electric field
and is higher for electrons than for holes at a given electric field strength. Since the
electric field depends on the position in the depleted volume, the ionisation rates and
hence the probability for a charge carrier to cause multiplication strongly depend on
the position. The ionisation rate α is often parameterised by the empirical expression
α = A exp(−B/E), where A and B are parameters and E is the electric field strength.
Various measurements of the parameters A and B can be found in the literature. A
parameterisation of α, which further takes into account the dependence on the temperature
T (in ◦C), is [Gra73]

• for electrons:

αn = 6.2× 105 exp

(

−1.40× 106 + 1.3 × 103 T

E

)

(E < 24V/µm) (3.22)

αn = 6.2× 105 exp

(

−1.05× 106 + 1.3 × 103 T

E

)

(E > 24V/µm) (3.23)
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• for holes:

αp = 2.0 × 106 exp

(

−1.95 × 106 + 1.1× 103 T

E

)

. (3.24)
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Figure 3.12: Ionisation rate α (at T = −20 ◦C) for electrons and holes as a function of the
electric field according to Eqs. (3.22)-(3.24).

The ionisation rates for electrons and holes as a function of the electric field are shown in
Fig. 3.12. Significant multiplication of electrons starts at an electric field strength between
10 and 15V/µm. The ratio of the number of charge carriers entering a multiplication region
and the number of charge carriers leaving that region defines the multiplication factor M .
If only electrons are entering the multiplication region, M becomes [Sze81]

M =
1

1−
∫W
0 αn exp

(
−
∫ x
0 (αn − αp)dx′

)
dx
, (3.25)

where W is the width of the multiplication region. At very high electric fields, the charge
carriers generated by impact ionisation can in turn create further electron-hole pairs and
possibly lead to an avalanche causing electrical breakdown of the device (M → ∞). As
the ionisation rates for electrons and holes increase with decreasing temperature (see
Eqs. (3.22-3.24)), higher charge multiplication and a lower breakdown voltage are ex-
pected for lower temperatures.

Charge multiplication due to impact ionisation can be beneficial for the operation of
silicon detectors as it leads to a higher signal. However, the multiplication of the leakage
current and statistical fluctuations of charge multiplication might lead to higher noise of
the detector (see Section 3.3.8).

3.3.8 Noise Contributions

Noise can originate from fluctuations of the number of free charge carriers (shot noise)
and from fluctuations of the velocity of the charge carriers (thermal noise). Noise is a key
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parameter of silicon detectors, since it affects the energy resolution of a detector and the
ability to identify signal events. Therefore, the signal-to-noise ratio is frequently used as
a figure of merit of detectors. Noise is often expressed as equivalent noise charge (ENC).
Ideally, the broadening of the signal spectrum due to noise follows a Gaussian distribution
with the variance given by the ENC. The following discussion treats noise originating in a
silicon sensor and a shaping amplifier connected to it. External noise sources, like pickup
of high-frequency electromagnetic radiation from the ambience, are neglected.

The most significant noise contribution in silicon strip detectors typically originates from
the noise of the amplifier system due to the load capacitance. The load capacitance Cd

is composed of the inter-strip capacitance and the strip-to-backplane capacitance of the
detector. The corresponding ENC term is usually parameterised as

ENCload = a+ b · Cd, (3.26)

where the parameters a and b are specific to the readout chip. The parameter b contains
thermal noise contributions originating from conducting channels in the transistors of the
amplifier system. For the Beetle ASIC [Lö06], which was used for various measurements
presented in this thesis, a = 465 e− and b = 45 e−/pF are specified if operated with a
frontend shaper voltage Vfs = 1V.

Thermal noise occurs in every resistor and is due to variations of the velocity of charge
carriers. Further thermal noise contributions, parallel thermal noise originating from the
bias resistors and serial thermal noise originating from the strip resistance [Har09], can be
neglected here. The bias resistance is sufficiently high and the strip resistance of the short
strip detectors investigated in this thesis are sufficiently low so that these components are
small compared to the other contributions.

Charge carriers accounting for the leakage current are created by emission over a potential
barrier. The number of charge carriers generated due to thermal excitation follows a
Poisson distribution. The statistical fluctuation of the number of charge carriers leads to
shot noise with a spectral density [Spi05]

di2n
df

= 2eIl, (3.27)

where i2n is the variance of the leakage current, f is the frequency, e is the elementary
charge and Il is the leakage current. It follows that the equivalent noise charge due to
shot noise is proportional to the square root of the leakage current,

ENCshot =
√

BIl e. (3.28)

Assuming a first order CR-RC shaping system, the parameter B in Eq. (3.28) can be
approximated by B = 12nA−1 · τp, where τp is the peaking time of the output pulse
in ns [Spi05]. In realistic amplifier systems, which do not correspond to ideal CR-RC
shapers, the parameter B cannot directly be calculated using the peaking time. For the
Beetle ASIC, B = 210nA−1 is valid for a frontend shaper voltage Vfs = 1V [Loi04]. The
shot noise contribution in unirradiated detectors is often small compared to other noise
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sources. However, it increases strongly after irradiation due to the radiation-induced in-
crease of the leakage current. To reduce the leakage current and hence the shot noise,
detectors in a harsh radiation environment are usually operated at cold temperatures.

Since the different noise contributions are uncorrelated, they can be added in quadrature
and the total equivalent noise charge becomes

ENC =
√

ENC2
shot + ENC2

load. (3.29)

Multiplication Noise

The presence of impact ionisation and charge multiplication (see Section 3.3.7) increases
the shot noise. First, impact ionisation enhances the number of charge carriers contributing
to the leakage current, therefore it leads to a higher Il in Eqs. (3.27) and (3.28). Second,
the multiplication processes are subject to fluctuations, which in turn increase the variance
of the number of charge carriers present in the device. The multiplication factor M given
in Eq. (3.25) specifies only the average multiplication. The spectral density of shot noise
given in Eq. (3.27) becomes [McI66, Web74]

di2n,mult

df
= 2eIlMF = 2eIl0M

2F. (3.30)

The multiplied leakage current is denoted as Il, whereas Il0 is the primary, non multiplied
leakage current and M is the average multiplication factor. The excess noise factor F
arises due to fluctuations of the multiplication and would be equal to unity if all charge
carriers would be multiplied by the same factor M . If only electrons are injected into the
multiplication region [McI66], the excess noise factor becomes

F = kM +

(

2− 1

M

)

(1− k), (3.31)

where k = αp/αn is the ratio between the ionisation rates of holes and electrons. If
there is no hole multiplication (k = 0), which leads to stable operation without avalanche
breakdown, F increases monotonically between 1 and 2 as a function of M . If hole
multiplication comes into effect, F increases strongly. Including excess noise, the ENC of
shot noise is (cf. Eq. (3.28))

ENCshot,mult =
√

B IlM F e. (3.32)

The parameter B is not affected by charge multiplication, as it is determined by the
amplifier system. Further, charge multiplication does not affect thermal noise. Provided
that the signal measured with a silicon detector is also multiplied by M , the signal-to-
noise ratio can be increased by charge multiplication if F is not too large or if the shot
noise contribution ENCshot,mult is small compared to the noise due to the load capacitance
ENCload.



Chapter 4

Radiation Damage of Silicon

Detectors

4.1 Radiation Damage Mechanisms

As described in Section 3.3.4, particles penetrating a silicon detector can transfer energy
to the silicon atoms by means of ionisation. The deposited energy then contributes to the
signal measured by the detector. Ionisation in the silicon bulk is fully reversible and does
not have detrimental effects. Ionisation in the silicon dioxide, which covers the silicon
detector, can lead to irreversible effects, known as surface damage. In addition to the
ionising energy loss, charged particles can interact with the atomic nuclei by means of
the electromagnetic interaction. Hadrons can furthermore transfer energy to the nuclei by
means of the strong interaction. Interactions with the nuclei can result in lattice defects,
referred to as bulk damage. The discussion within this chapter focuses on bulk damage, as
it has the most severe effects on silicon detectors and poses the main challenge in designing
radiation-tolerant silicon detectors for hadron colliders. Effects of surface damage have
not been studied in the scope of this thesis.

4.1.1 Surface Damage

Ionising energy loss in silicon dioxide (SiO2) leads to the creation of electron-hole pairs as
in the silicon bulk. Electrons are relatively mobile in the oxide and can leave the oxide layer
quickly. In contrast to that, the mobility of holes is several orders of magnitude lower and
they move only slowly through the oxide [Har09, Spi05]. This results in a large trapping
probability, especially at the Si-SiO2 interface at the top of the silicon detector. There,
the density of hole traps is higher due to mismatch of the lattices and due to dangling
bonds. Due to the large band gap of SiO2 (Eg = 8.8 eV) detrapping of holes from traps
having energy levels deep in the energy gap is practically impossible. Therefore, positive
charges accumulate in the oxide, especially at the Si-SiO2 interface. Predominantly, this
has negative effects in electronic devices, but it affects also silicon sensors. These effects
are of most importance for silicon detectors operating in environments with high X-ray
doses.

In silicon sensors, the accumulation of positive charge in the oxide leads to attraction of
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negative charge to the upper regions of the silicon bulk. This charge layer leads to a higher
polarisability and therefore causes a higher capacitance between the readout strips, which
in turn results in higher noise (see Section 3.3.8). Additionally, the presence of negative
charge decreases the resistance between n-type readout electrodes.

The accumulation of positive oxide charge at the Si-SiO2 interface can be mitigated by
using silicon wafers with 〈100〉 orientation, which has fewer dangling bonds and therefore
creates fewer hole traps near the surface than 〈111〉 or 〈110〉 silicon [Har09]. Electrical
shorts between n-type readout strips or pixels caused by the attraction of negative charge
can be avoided by applying p-spray or p-stop isolation schemes [Ric96, Pel07]. P-spray iso-
lation consists of a relatively uniformly p-doped layer between the strips, which effectively
neutralises the accumulation of negative charges. P-stops consist of narrow p-implants
with higher doping concentrations compared to p-spray and disrupt the conducting chan-
nels between the n-implants.

4.1.2 Bulk Damage

Penetrating particles interacting with the nuclei directly can knock atoms out of the sil-
icon lattice, which results in bulk damage. The mechanisms and the results of this non
ionising energy loss (NIEL) are substantially different from energy loss due to ionisation.
In contrast to ionisation of the atoms, displacement of atoms due to non ionising energy
loss is not fully reversible. An atom knocked out from its lattice site forms an interstitial
and leaves behind an empty lattice place, denoted as a vacancy. Interstitials and vacancies
can migrate through the lattice and thereby create more complex defect structures, like
di-vacancies or bindings with impurity atoms. If the energy transfer to a lattice atom
is sufficiently high, this recoil atom can cause further lattice displacements and therefore
cause further damage on its path. Additionally, it might lose part of its energy due to
ionisation. At the end of the path, the decreased energy of the recoil atom has a higher
cross section for elastic scattering. Therefore a region with a high concentration of defects,
referred to as a cluster, is formed.

For the creation of point defects and cluster defects, energies larger than 25 eV and 5 keV,
respectively, have to be transferred to a silicon atom [Lin80]. The energy is transferred by
elastic scattering. The Coulomb force, which affects charged particles only, predominantly
leads to small energy transfers, which mostly result in point defects. On the contrary,
strong interactions mainly lead to collisions with large energy transfers, which mostly re-
sult in the creation of defect clusters. Therefore, charged hadrons (e.g. protons, pions)
produce both clusters and point defects, whereas neutrons primarily produce clusters. As
the energy which can be transferred to the recoil atom also depends on the energy of
the penetrating particle, high-energy charged hadrons produce more clusters than charged
hadrons of lower energy [Huh02]. This is illustrated in Fig. 4.1, which shows a simula-
tion of the initial distribution of vacancies after irradiation with 10MeV protons, 24GeV
protons and 1MeV neutrons. Energetic electrons and photons, through the creation of
free electrons via the Compton effect, can also lead to point defects. However, the bulk
radiation damage in hadron colliders is dominated by hadrons.

Lattice defects can create energy levels in the band gap, which affect the properties of
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Figure 4.1: Initial distribution of vacancies after a hadron fluence of 1014 particles/cm2

for 10MeV protons (left), 24GeV protons (middle) and 1MeV neutrons (right). The plot
shows a projection of 1µm of depth [Huh02].

silicon detectors. Figure 4.2 illustrates different defect types which can be created by dis-
placement damage and which affect different detector properties. The creation of donors
and acceptors (see Fig. 4.2, left) leads to changes of the effective doping concentration
and of the space charge density. Furthermore, doping atoms can form complexes with
radiation-induced defects or can be knocked out of their lattice places. As a result, dopants
can become electrically inactive.

EC

EV

Donors

Acceptors

Electrons

Holes

Figure 4.2: Defect levels located in the band gap can affect the properties of the silicon
detector. Left: donor- and acceptor-like states can affect the effective doping concentra-
tion. Middle: generation-recombination centres in the middle of the band gap contribute
to the leakage current. Right: deep defect levels can trap electrons and holes.

Defects having energy levels close to the middle of the band gap (see Fig. 4.2, middle) act
as efficient generation centres and contribute to the leakage current (see also Section 3.3.2).
Defects “deep” in the band gap can act as trapping centres for electrons and holes, see
Fig. 4.2, right. Charge carriers can be trapped at these trapping centres during the drift
towards the electrodes. If the detrapping times are longer than the integration time of
the amplifier, trapping reduces the measured signal. The detrapping times increase with
the energy difference between the defect level and the edge of the respective energy band.
Defect levels which have an appreciable energy difference to the closest band edge are
commonly referred to as deep defects.
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Annealing

After irradiation, many defects remain mobile and can migrate through the crystal. Some
defects are repaired, new defects are created and some defects change their configuration.
For example, the formation of complex structures including several defects or impurities
is possible. These processes are referred to as annealing. It is strongly temperature
dependent: higher thermal energy increases the probability for a certain defect to migrate
or to change its configuration. It can be assumed that the number of defects N changes
with time proportionally to the number of defects present,

dN

dt
= kN. (4.1)

As the defects have to cross a potential barrier for the annealing processes, an Arrhenius
relation can be assumed for the rate constant k [Mol99]:

k(T ) = k0 exp

(

− Ea

kBT

)

, (4.2)

where kB is the Boltzmann constant, T is the absolute temperature and Ea is the activation
energy for the annealing processes under consideration. Equation (4.2) allows to scale the
effects of annealing performed at a certain temperature to the annealing effects expected
at a reference temperature. Annealing at a temperature Tann leads to the same effects
as annealing at a temperature Tref , if the annealing times t at the two temperatures
correspond to

t(Tref) = t(Tann) exp

(
Ea

kB

(
1

Tref
− 1

Tann

))

. (4.3)

The effects of annealing can be investigated by performing accelerated annealing mea-
surements, that is studying the annealing effects at elevated temperatures. Within this
thesis, annealing measurements were performed at T = 60 ◦C. For the long term an-
nealing of the effective doping concentration (see Section 4.3.1), an activation energy of
Ea = (1.33±0.03) eV has been measured [Mol99]. Therefore, annealing at T = 60 ◦C leads
to an acceleration of approximately 560 compared to room temperature (T = 20 ◦C).

To reduce unwanted annealing effects, for example the increase of the effective doping
concentration and hence the depletion voltage (see Section 4.3.1), irradiated silicon de-
tectors are usually kept at cold temperatures even if they are not operated. Whereas the
microscopic description of the annealing mechanisms is beyond the scope of this thesis,
the effects of annealing on different detector properties will be discussed in Section 4.3.

4.2 The NIEL Scaling Hypothesis

The NIEL (non ionising energy loss) scaling hypothesis provides a method to scale the
macroscopic radiation damage caused by particles of a given energy spectrum to the dam-
age caused by reference particles. With this method, irradiation fluences Φ can be scaled
to the equivalent fluence Φeq, denoting the fluence of 1MeV neutrons leading to the same
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macroscopic damage.

The effect of displacement damage for penetrating particles of the energy E is quantified
by the damage function (see e.g. [Mol99, Ler09])

D(E) =
∑

i

σi(E)

∫

fi(E,ER)Pi(ER) dER, (4.4)

where the sum extends over all relevant reactions leading to displacement damage with
the cross section σi(E). The integral extends over all energies ER of the recoil atoms and
fi(E,ER) dER is the probability that an energy between ER and ER + dER is transferred
to a recoil atom by the i-th reaction. The Lindhard partition function Pi(ER) [Lin80]
gives the fraction of the recoil energy used for displacement damage. Thus, the damage
function D(E) takes into account the cross section for scattering with atoms in the sili-
con lattice and the energy effectively going into displacement damage. Figure 4.3 shows
calculations of the damage function for different particles as a function of the energy. For
1MeV neutrons, which is used as a reference for the NIEL scaling of irradiation fluences,
the calculations yield D(E) = 95MeVmb, therefore D(E) in Fig. 4.3 is normalised to this
value.
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Displacement damage in Silicon
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A. Vasilescu & G. Lindstroem

Figure 4.3: Calculated damage functions D(E) for protons, pions, electrons and neutrons
as a function of the particle energy. The values of D(E) are scaled to 95MeVmb, which
is the value of D(E) for 1MeV neutrons [Vas11].

The displacement function can be used to define the hardness factor k, which relates the
bulk damage of penetrating particles with energy spectrum φ(E) to the bulk damage of
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1MeV neutrons:

k =

∫
D(E)φ(E)dE

Dn(1MeV)
∫
φ(E)dE

(4.5)

with Dn(1MeV) = 95MeVmb. If the penetrating particles can be regarded as monoener-
getic, the above equation reduces to k = D(E)/95MeVmb. An irradiation fluence Φ can
then be scaled to the equivalent fluence of 1MeV neutrons :

Φeq = kΦ. (4.6)

The unit of Φeq is usually denoted as neq/cm
2, standing for the number of 1MeV neu-

trons per cm2. In this thesis, silicon detectors are investigated which were irradiated with
25MeV protons. All irradiation fluences given in this thesis are scaled to 1MeV neutrons
using Eq. (4.6), where a hardness factor k = 1.85 was used (see Section 5.1.3).

While the scaling of irradiation fluences using the NIEL scaling hypothesis works very well
for various properties, as the radiation-induced leakage current after hadron irradiations,
it is violated for other radiation effects. For example, it has been found that enrichment
of silicon with oxygen reduces the radiation-induced change of the effective doping con-
centration when irradiated with protons, however, no beneficial effect of oxygen is seen in
neutron irradiations [Lin01].

4.3 Effects of Radiation Damage on Detector Properties

In this section the main effects of radiation-induced bulk damage on measurable properties
of silicon detectors are summarised. In general, the signal-to-noise ratio is considered as
a figure of merit of a detector. Therefore, radiation effects are particularly detrimental if
they lead to a decrease of the signal and to an increase of the noise.

4.3.1 Effective Doping Concentration and Depletion Voltage

In a silicon pad detector with a geometry of a simple diode (cf. Fig. 3.5, Section 3.3.1),
the depletion voltage Vdep is proportional to the effective doping concentration Neff and
the square of the detector thickness (see Eq. (3.9)). In silicon strip detectors, the deple-
tion voltage is actually higher than predicted by this simple equation due to the finite
pitch and the width of the strip implants [Bar94]. However, the depletion voltage is still
proportional to Neff and Eq. (3.9) is often used as an estimation. In 3D detectors, see
Section 4.4.5, the depletion voltage cannot be calculated according to Eq. (3.9), however,
also in this case the effective doping concentration determines the depletion voltage.

In a simplified view, the signal measured with a pad detector is proportional to the width
of the deletion zone. Therefore, it is desirable to keep the depletion voltage below the
maximum operating voltage of the detector. This can be regarded as valid for unirradi-
ated and lightly irradiated detectors, as long as charge carrier trapping (see Section 4.3.3),
impact ionisation (see Section 3.3.7) and effects like non-negligible resistance of the un-
depleted bulk and a double junction (see Section 4.3.4) can be neglected. The effect of
under-depletion can be different in segmented detectors due to the characteristic distribu-
tion of the weighting field. In strip detectors the weighting field is maximal close to the
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strips (see Section 3.3.6) and therefore the signal will be formed predominantly by charge
carriers drifting through this region.

In conventional float-zone (FZ) silicon, radiation-induced bulk damage leads to creation of
acceptor-like states and to removal of existing donors, thus creating negative space charge.
Therefore, after irradiation the silicon behaves more like a p-type material. However, it
has to be noted that these acceptor-like states can behave differently than conventional
shallow acceptors introduced by dopants. For example, deep electron traps can capture
free electrons from the conduction band and therefore generate negative space charge with-
out creating free holes.

An important contribution to acceptor creation is the generation of di-vacancy oxygen
complexes [Lin01, Pin09]. Donor removal is caused by formation of complexes consisting
of vacancies and phosphorus atoms. The energy level of phosphorus is changed and it does
not act as a donor any more. It is worth mentioning that the modification of the doping
concentration in the highly doped n+ and p+ implantations, which form the contacts at
the front and back surface of the detector, can be neglected.

The effective doping concentration and the depletion voltage in p+-n-n+ pad detectors as
a function of the equivalent fluence is shown in Fig. 4.4. Initially, the effective doping
concentration decreases and finally the material becomes effectively p-type. The region
with the maximum of the electric field moves to the back contact of the detector. This
observation is often referred to as type inversion or space charge sign inversion (SCSI).
P-doped FZ silicon does not undergo type inversion, the space charge remains negative.
For high irradiation fluences, the effective doping concentration and the depletion voltage
increase linearly with the fluence for both initially n-type and p-type materials. Ulti-
mately, the depletion voltage might increase beyond the breakdown voltage or beyond the
voltage which can be supplied to the silicon sensor.

A high concentration of oxygen and oxygen dimers in silicon can influence the modifica-
tion of the effective doping concentration after irradiation. When irradiated with protons,
the effective doping concentration in oxygen enriched FZ silicon increases less strongly as
a function of irradiation fluence compared to standard FZ silicon [Lin01]. However, no
beneficial effect of the oxygen concentration has been found if the detectors are irradiated
with neutrons. Detectors with an n-type substrate made of oxygen enriched epitaxial sili-
con or magnetic Czochralski silicon (MCz) even show an increase of positive space charge
when irradiated with charged hadrons [Pin09, Kra10a]. Therefore, these detectors do
not exhibit space charge sign inversion and remain n-type like, while the effective doping
concentration increases. Irradiation with neutrons, however, leads to the introduction of
negative space charge and hence also to space charge sign inversion. MCz detectors with
p-type substrate do not exhibit this extreme dependence on the type of irradiation, both
charged and neutral hadrons lead to generation of negative space charge [Kra10a]. These
observations show that the NIEL hypothesis is violated for the effective doping concen-
tration. The different effects can be related to the different amount of point defects and
defect clusters created by charged and neutral hadrons.

After irradiation, annealing effects lead to a further modification of the effective doping
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Figure 4.4: Depletion voltage Udep and absolute value of the effective doping concentration
|Neff | of 300µm thick silicon pad detectors with n-type float-zone substrate as a function of
irradiation fluence Φeq. The data were corrected for self-annealing during the irradiation,
which explains why the values are considerably higher compared to results reported else-
where and reflecting the measured values after irradiation. Plot taken from Ref. [Mol99],
with data from Ref. [Wun92].

concentration [Mol99, Kra10a]. Results of annealing measurements for FZ and MCz sil-
icon pad detectors, both with n-type and p-type substrate and irradiated with different
fluences of pions, are shown in Fig. 4.5. The detectors have been stored at 60 ◦C for in-
creasing periods of time and after each of these annealing steps the depletion voltage was
measured with C−V measurements. Initially, up to approximately 80min at 60 ◦C, short
term annealing leads to the creation of positive space charge. For p-type silicon and type
inverted n-type silicon, this leads to a reduction of the depletion voltage, therefore this
component is often called beneficial annealing. In n-type MCz silicon however, which does
not type invert when irradiated with charged hadrons, the short term annealing can even
lead to a slight increase of the depletion voltage.

Long term annealing, which is often referred to as reverse annealing, leads to the creation of
negative space charge. As can be seen in Fig. 4.5, the depletion voltages increase strongly
for FZ and p-MCz silicon. Therefore, irradiated silicon detectors are usually stored at
cold temperatures, even when they are not operated. Investigations of the reverse an-
nealing at different temperatures have revealed an activation energy (see Eq. (4.2)) of
Ea = (1.33± 0.03) eV for n-type FZ silicon [Mol99], which can be used to scale annealing
measurements performed at a certain temperature to a reference temperature (see Sec-
tion 4.1.2).

After annealing of approximately 80 min at 60 ◦C, the effects of short term annealing
are fading and the long term annealing starts. After beneficial annealing, the radiation-
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Figure 4.5: Depletion voltage Vfd of 300µm thick silicon pad detectors irradiated with
pions as a function of the annealing time at 60 ◦C [Kra10a]. The legend indicates the
different substrate types and the equivalent fluences in neq/cm

2. The data of the FZ
detectors are fitted with a model according to [Mol99], the MCz data are connected to
guide the eye.

induced increase of the effective doping concentration ∆Neff is approximately proportional
to the equivalent fluence [Mol99]:

∆Neff ≈ gcΦeq, (4.7)

with the so-called introduction rate of stable acceptors gc. For proton irradiated FZ silicon,
which is investigated within this thesis, an introduction rate of

gc = (0.012 ± 0.001) cm−1 (4.8)

was measured [Cin09]. Typical values for Neff are of the order of 1011 − 1013 cm−3

before irradiation. Therefore, the effective doping concentration is practically deter-
mined by radiation-induced defects after irradiation with fluences above approximately
1015 neq/cm

2. The investigation of the effective doping concentration and the depletion
voltage is in most publications limited to fluences below approximately Φeq = 1015 neq/cm

2.
At higher fluences, it is difficult to determine the depletion voltage since it exceeds values
of about 1000V for standard 300µm thick detectors. Recent investigations indicate a
deviation of Eq. (4.7) in highly irradiated detectors and point to a lower value of gc above
Φeq ≈ 1015 neq/cm

2 [Cas11b].

Due to the increase of the effective doping concentration after irradiation and during sub-
sequent long term annealing, the maximum of the electric field in the sensor increases
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as well. In highly irradiated sensors the electric field strengths can exceed values where
charge multiplication due to impact ionisation (see Section 3.3.7) is possible. The in-
vestigation of charge multiplication in 3D and planar strip sensors is part of this thesis.
Furthermore, even the undepleted silicon bulk becomes more resistive after irradiation
and exhibits a non-negligible electric field (see Section 4.3.4). Hence charge carriers gen-
erated in this part may contribute to the signal as well and the concept of distinguishing
between depleted and undepleted bulk becomes questionable when considering highly irra-
diated detectors. These reasons can lead to a much lower decrease of the measured signal
after intense irradiation than expected from considerations based on the depletion voltage.

4.3.2 Leakage Current

The radiation-induced creation of generation centres close to the middle of the band gap
leads to higher leakage current. The increase of the current ∆I is proportional to the
irradiation fluence [Mol99]:

∆I = αΦeq V, (4.9)

with the current related damage rate α and the depleted volume V . Values for α are
usually specified for the leakage current measured at 20 ◦C, which can be scaled to any
reference temperature using Eq. (3.14). Annealing of irradiated detectors leads to a de-
crease of the leakage current. This can be expressed by considering the current related
damage rate α to be dependent on the annealing state. Figure 4.6 illustrates α as a func-
tion of the annealing time at 60 ◦C.

Figure 4.6: Current related damage rate α as a function of the annealing time at 60 ◦C. The
legend indicates the serial numbers of different detector test structures and the equivalent
fluence in neq/cm

2. The line is a parameterisation according to Eq. (4.10) [Mol99].
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The dependence of α on the annealing time t for an annealing temperature of 60 ◦C can
be parameterised [Mol99]

α(t)[10−17 A

cm
] = 1.26 · exp

(

− t

94min

)

+ 4.87 − 0.316 · ln
(

t

1min

)

. (4.10)

A dependence of α on the impurity concentration or the particles used for the irradiation
has not been found, if the particles are hadrons. Therefore, the NIEL hypothesis holds
extremely well for the radiation-induced leakage current. This allows to determine the
hardness factor k (see Eq. (4.6)) experimentally for an irradiation facility [Mol99]. Since
the leakage current of unirradiated detectors is usually very low, the total current is given
by Eq. (4.9) already after a detector has received low irradiation fluences.

The increased leakage current of irradiated detectors leads to higher shot noise and to an
increased danger of thermal runaway. These effects demand a strong cooling of irradiated
detectors.

4.3.3 Trapping

Defects having energy levels in the band gap can capture electrons and holes and release
them after some time. This process, called trapping, can decrease the measured signal if
the detrapping times are larger than the integration time of the amplifier system. Since
the detrapping time depends on the energy difference between the defect level and the
respective edge of the energy band, only defects with energy levels deep enough in the
band gap are relevant. After a time t, the number of initially created charge carriers N0

decreases according to

N(t) = N0 e
−t
τe,h (4.11)

with the effective life time τe,h of electrons and holes, respectively. The radiation-induced
increase of trapping centres leads to a higher trapping probability and therefore to shorter
effective life times of free charge carriers. The inverse of the trapping time increases
proportionally to the equivalent irradiation fluence [Kra02]:

1

τe,h
= βe,h(t, T )Φeq. (4.12)

The dependence of the trapping probability on the annealing time t after irradiation and
on the temperature T is absorbed in the trapping constant βe,h(t, T ). Measurements of
the trapping constants for electrons and holes after irradiation with reactor neutrons and
fast charged hadrons (protons and pions) are listed in Table 4.1. The values correspond
to a state after completed beneficial annealing of the effective doping concentration and
are scaled to a temperature of −10 ◦C [Kra07]. It appears that neutron irradiation leads
to a higher trapping probability and the trapping constants are larger for holes than for
electrons. However, the values given in Table 4.1 partly agree within the error margins,
so these trends cannot be clearly proven.

Figure 4.7 shows the effective life times τ and drift lengths ldr = vdr τ as a function of
the equivalent fluence after proton irradiation. The effective drift lengths are calculated
in the limit of high electric fields, assuming a saturated drift velocity of vdr = 105 m/s.
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Table 4.1: Trapping constants βe,h after completion of beneficial annealing of the effective
doping concentration. The values are scaled to a temperature of −10 ◦C [Kra07].

reactor neutrons fast charged hadrons
electrons holes electrons holes

βe,h[10
−16 cm2

ns ] 3.7± 0.6 5.7± 1.0 5.4± 0.4 6.6 ± 0.9

Therefore, the values of the effective drift length given in Fig. 4.7 have to be regarded
as an upper limit. In reality, especially in a sensor which is not fully depleted, the drift
velocity and hence the effective drift length can be significantly smaller. In the presence
of low electric fields, the effective drift length of electrons is longer than for holes due to
the three times higher mobility of electrons (see Section 3.3.5).
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Figure 4.7: Effective life times τ according to Eq. (4.12) and drift lengths ldr = vdr τ for
electrons and holes as a function of the equivalent fluence. The calculation was made
using the trapping constants βe,h listed in Table 4.1 for charged hadrons and assumes a
saturated drift velocity vdr = 105 m/s.

After irradiation fluences above 1015 neq/cm
2 the effective drift length decreases below

200µm and is therefore shorter than the typical detector thickness of 300µm. At a flu-
ence of 2 × 1016 neq/cm

2, which is expected for the inner pixel detector layers at the
HL-LHC, the drift length is even shorter than 10µm. Thus, trapping can be considered
as the dominant effect leading to a decreased signal in highly irradiated silicon detectors.
However, it has to be mentioned that the trapping constants summarised in Table 4.1
were measured at fluences below 1015 neq/cm

2. The calculation used for the effective life
times and drift lengths shown in Fig. 4.7 assumes linearity of Eq. 4.12 up to the highest
fluences, which is so far not verified experimentally.

Figure 4.8 shows the inverse of the effective trapping times of holes and electrons as a func-
tion of the annealing time at 60 ◦C. After long annealing times, the trapping probability
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of electrons decreases and the trapping probability of holes increases by approximately
30%. The dependence of the trapping constants on the temperature can be parameterised
as [Kra02]

βe,h(T ) = βe,h(T0)

(
T

T0

)κe,h

, (4.13)

where T0 is a reference temperature given in Kelvin. For electrons, κe = −0.86± 0.06 and
for holes, κh = −1.52 ± 0.07 has been measured [Kra02]. Therefore, the trapping prob-
ability increases with decreasing temperature. As an example, the trapping probability
for electrons increases by 10% when lowering the temperature from −20 ◦C to −50 ◦C.
Given the large errors of the trapping constants, the temperature dependence is of minor
relevance.

Figure 4.8: Trapping probability of electrons and holes as a function of the annealing time
(at 60 ◦C) for an irradiation fluence of 7.5 × 1013 neq/cm

2. The different diodes indicated
in the legend (W339 and W317) differ in the oxygen concentration. The lines are fits
assuming a decay of the dominant trap into another stable one [Kra02].

The influence of trapping on the measured signal can be estimated by calculating the
induced charge according to Ramo’s theorem (see Section 3.3.6). In the following, the
signal in a pad detector is calculated. In absence of trapping, the induced charge Q for
one charge carrier moving in a sensor is

Q =

∫

q ~v · ~Ew dt, (4.14)

where q is the charge of the charge carrier, ~v is the drift velocity and ~Ew is the weighting
field. In a pad detector, see Fig. 4.9, the drift velocity is always parallel to the weighting
field and Ew = 1/d, where d is the thickness of the depleted layer. After high irradiation
fluences, the weighting field also extends throughout the undepleted region of the detector
due to the high resistivity even of the undepleted bulk [Kra10b].
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Figure 4.9: Layout of a pad detector. A free electron is created at x = x0 and moves
towards the electrode at x = 0.

The signal for one charge carrier moving from x = x0 to x = 0 becomes

Q = q
1

d

∫ t(x=0)

t(x=x0)

dx

dt
dt = q

1

d

∫ 0

x0

dx. (4.15)

A charged particle traversing a 300µm thick silicon sensor creates (as the most probable
value) approximately 77 electron-hole pairs per micrometer path length (see Eq. 3.17,
Section 3.3.4). The electrons and holes drift into opposite directions. In the presence of
trapping, this leads to a signal
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dx0. (4.16)

The charge of one electron is −e, ldr,e and ldr,h specify the effective drift lengths of electrons
and holes, respectively. Integration leads to

Q = 77
−e
µm

1

d

[

ldr,e(d− ldr,e + ldr,e e
−d/ldr,e) + ldr,h(d− ldr,h + ldr,h e

−d/ldr,h)
]

. (4.17)

For high irradiation fluences, if the effective drift length is small compared to the detector
thickness d, Eq. 4.17 reduces to

Q ≈ 77
−e
µm

(ldr,e + ldr,h). (4.18)

For an equivalent fluence of 2 × 1016 neq/cm
2, this approximation leads to a signal of

about 1500 electrons, which is less than 10% of the signal in an unirradiated detector of
300µm thickness. However, the weighting field in segmented detectors, like strip or pixel
detectors, is different from pad detectors and has a pronounced maximum close to the
readout electrodes. Therefore, the signal is dominated by the charge carriers accelerated
to the readout electrode and the above calculation can only serve as an estimation. As
will be shown in Section 4.3.5, Chapter 6 and Chapter 7, the signals measured with
highly irradiated detectors are substantially higher than expected from Eq. 4.18. Possible
reasons are a non-linearity of Eq. 4.12, charge multiplication effects (see Section 3.3.7) and
possibly trap-to-band tunnelling of trapped charge carriers [Ben10, Hur92] in regions with
high electric fields.
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4.3.4 Double Junction

The existence of peaks of the electric field at both contacts of a detector is called double
junction effect. It is more pronounced in irradiated silicon detectors [Li92, Kra10b], but
can also be observed in unirradiated detectors. Trapping of free charge carriers at deep
defects created by radiation damage leads to an accumulation of space charge and hence
generates an electric field. Large amounts of free charge carriers are always present in
irradiated silicon due to the radiation-induced increase of the leakage current. Since the
leakage current is generated uniformly in the silicon bulk, the concentration of holes is
maximal at the p+ contact, while the concentration of electrons reaches a maximum at
the n+ contact in a reverse biased detector. Therefore, regions with high electric field
develop at both contacts of the detector [Ere02, Ver07]. The temperature dependence
of the leakage current and of the occupation probability of the deep defects leads to a
dependence of the electric field strength on the operating temperature.

The base region in between the regions with high electric field exhibits a significant resis-
tivity and hence also an electric field in irradiated silicon detectors, even if the detector
is only partially depleted [Li94]. Therefore, also charge carriers generated in these regions
can drift towards the electrodes and contribute to the measured signal [Ver07, Kra10b].

In a partially depleted unirradiated detector, a double junction can be observed as well,
however it has a different origin than in an irradiated detector. In a detector with p+-n-n+

layout, the region with the highest electric field and therefore the main junction is located
at the front side, at the p+-n contact. However, there is also a small space charge region
at the n-n+ contact at the back of the detector. As the effective doping concentration
is much higher in the n+-region, electrons diffuse into the n-region. This creates a space
charge region and leads to an electric field analogue to a p-n junction, however to a much
lesser extent due to the smaller difference of the Fermi levels in the n+-region and the
n-region. The existence of the two junctions can be observed experimentally [Kra10b].

4.3.5 Charge Collection

The measured signal, or the charge collection, is often investigated when evaluating a
sensor technology in terms of radiation hardness. Although the signal-to-noise ratio is
more meaningful as a figure of merit for silicon detectors, an investigation of the signal
itself constitutes a more convenient comparison of measurements obtained under different
conditions. The noise depends strongly on external parameters like the applied readout
electronics, the operating temperature and the size of the detector segmentation (for ex-
ample the strip length), see Section 3.3.8. Signal values commonly quoted are usually
measured with minimum ionising particles and reflect the most probable values of Landau
distributions. These are obtained by fitting a convolution of a Landau distribution and a
Gaussian to the signal spectrum.

The signal measured with p-in-n and n-in-p detectors produced on float-zone substrate is
shown as a function of the irradiation fluence in Fig. 4.10. The signal of p-in-n detectors
operated at 500V decreases rapidly with increasing irradiation fluence and is less than
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5000 electrons at a fluence of 1015 neq/cm
2. Detectors with p-in-n layout are frequently

applied in current high-energy physics tracking detectors, as the ATLAS SCT. The SCT
uses binary readout with a threshold of about 1 fC (corresponding to 6200 electrons) and
bias voltages up to 500V. Therefore, these detectors would not function at fluences above
1015 neq/cm

2, which are expected for the inner detector layers of the HL-LHC experiments
(see Section 2.2.2).

Figure 4.10: Signal in 300µm thick p-in-n and n-in-p FZ silicon strip detectors operated
at different bias voltages as a function of the irradiation fluence. The devices under test
were irradiated with reactor neutrons and protons of different energies. Lines are shown
to guide the eye and do not reflect any modelling [Mol10].

As can be seen in Fig. 4.10, higher signals can be measured with n-in-p detectors. This
will be discussed in more detail in Section 4.4, which also summarises further approaches
to increase the radiation hardness of silicon detectors. Higher bias voltages can be very
advantageous for the measured signal in highly irradiated sensors. Thus, high voltage
stability is essential for detectors designed for harsh radiation environments. At a bias
voltage of 1700V, the signal of irradiated n-in-p detectors can even exceed the signal of
unirradiated detectors. Up to fluences of about 3 × 1015 neq/cm

2 the signal of unirradi-
ated detectors can be reached with irradiated detectors. Higher bias voltages increase the
electric field in the sensor and lead to higher drift velocities of the free charge carriers,
therefore reducing the susceptibility to trapping. Furthermore, charge multiplication due
to impact ionisation can be possible when the electric field is sufficiently high. It is as-
sumed that trap-to-band tunnelling [Ben10, Hur92] of trapped charge carriers at high bias
voltages can further enhance the signal, but this effect is less investigated.

Charge multiplication in highly irradiated silicon particle detectors was initially an unex-
pected effect. Recent measurements with silicon strip detectors [Man10, Cas11b, Cas10,
Kra10b] and pad detectors [Lan10], however, established the effect. Within this thesis,
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charge multiplication in 3D detectors and planar detectors is investigated (see Chapter 6
and Chapter 7). Impact ionisation in irradiated silicon detectors becomes possible due
to the irradiation-induced increase of the effective doping concentration leading to higher
electric field strengths. Furthermore, the space charge and hence the electric field can be
increased by trapped charge carriers.

4.4 Approaches for Radiation Hard Silicon Detectors

In the framework of the CERN RD50 collaboration [RD], options for silicon detectors
being able to operate in very intense radiation environments as expected at the inner
radii of the HL-LHC experiments are investigated. Promising results are summarised
in this section. Also, enhanced radiation hardness can be obtained by operating silicon
detectors at cryogenic temperatures, which is studied by the RD39 collaboration [Tuo09].
In the framework of the RD42 collaboration diamond detectors are developed as a possible
radiation tolerant alternative to silicon [Ada06].

4.4.1 Material Engineering

As described in Section 4.3.1, a high impurity concentration of oxygen and oxygen dimers
leads to a reduced increase of the effective doping concentration in charged hadron ir-
radiations. A possible explanation is that oxygen acts as a sink for vacancies and thus
reduces the probability for the formation of di-vacancy oxygen complexes (V2O). These
defects are expected to be the dominant source of the buildup of negative space charge
during irradiation [Lin01]. Oxygen dimers (O2) can form shallow donors after irradiation,
therefore creating positive space charge and counteracting the increase of negative space
charge [Pin06].

The beneficial effects of oxygen are exploited for the pixel detectors of the ATLAS [Aad08c]
and CMS [Cha08] experiments at the LHC. The oxygen concentration of the silicon sub-
strate is increased by means of diffusion, the resulting material is called diffusion oxy-
genated float-zone (DOFZ) silicon. Beneficial effects are expected since the radiation flu-
ence present in the pixel layers is dominated by charged hadrons. Measurements showed
that the introduction rate of stable acceptors (see Eq. 4.7) in DOFZ silicon is approx-
imately a factor of three lower than in standard silicon [Lin01]. However, neither the
radiation-induced increase of the leakage current nor the increase of trapping is affected
by the oxygen concentration. Since trapping can be regarded as the most severe prob-
lem at radiation fluences expected at the HL-LHC, oxygen enrichment alone will not be
enough to achieve sufficient radiation hardness for the inner tracking layers at the HL-LHC.

In recent years, silicon produced by magnetic Czochralski (MCz) or epitaxial growth tech-
niques (see Section 3.1) became interesting due to the intrinsically high concentration of
oxygen and oxygen dimers. As in DOFZ silicon, the introduction rate of stable acceptors
is lower than in standard silicon. Furthermore, irradiation with charged hadrons intro-
duce positive space charge, whereas neutrons introduce negative space charge in n-type
epitaxial and MCz silicon [Pin09]. Therefore, these materials do not exhibit space charge
sign inversion. In standard silicon, only negative space charge is created by irradiation.
The compensating effects of charged hadrons and neutrons in n-type MCz silicon could
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be demonstrated by applying an irradiation with charged hadrons followed by a neutron
irradiation [Kra09]. The depletion voltage after the second irradiation was lower than
after the first irradiation. This reveals the superior radiation hardness of n-type epitaxial
and MCz silicon in terms of the depletion voltage, since both charged hadrons and neu-
trons contribute to the radiation damage in hadron collider detectors. As a drawback,
epitaxially grown silicon and high resistivity MCz silicon is more expensive than standard
FZ silicon and only a limited number of suppliers are available.

4.4.2 Planar Detectors with n-Side Readout

An alternative approach to using different detector materials is the application of modified
detector structures as n+-p-p+ (n-in-p) or n+-n-p+ (n-in-n) detectors. Planar detectors
with segmented n-type readout electrodes yield a substantially higher signal after receiv-
ing high irradiation fluences compared to planar detectors with p-side readout [Aff10] (see
also Section 4.3.5). In harsh radiation environments with fluences above 1015 neq/cm

2,
planar detectors with p-side readout practically do not come into consideration. The ba-
sic advantage of detectors with n-side readout is the fact that the maximum of the electric
field is present at the structured side after irradiation and the collection of electrons at
the readout segments.

Most conventional silicon detectors are made of p+-n-n+ structures, as only n-type sub-
strate was available in detector grade quality for long times. Only the front surface, where
the p-implantations are located, has to be patterned. After radiation-induced space charge
sign inversion (or type inversion), the depletion zone starts to grow from the n+ contact
at the back. When operated partially depleted, the readout segments are connected via
the undepleted bulk, but some degree of isolation is still maintained due to the resistivity
of the radiation-damaged undepleted bulk [Li94]. Therefore, the signal is distributed over
more channels below full depletion, however it is not spread over all channels [And98].
When charge carriers drift through the region with a low electric field close to the read-
out electrodes, their drift velocity decreases and hence the trapping probability increases.
This becomes especially harmful in highly irradiated detectors, as most charge carriers get
trapped before reaching the region with a high weighting field. Since the signal is predom-
inantly formed in this region (see Section 3.3.6), a significant signal loss can be observed.
However, it has to be noted that due to the double junction effect and the resistive bulk
an electric field is also present in the region which is, in a simplified view, considered as
undepleted.

The above mentioned drawbacks can be avoided by applying detectors with n-side readout.
The depletion zone in n-in-p detectors grows from the structured side before and after ir-
radiation. In n-in-n detectors this is the case after space charge sign inversion. As a result,
the weighting field and the electric field have their maxima in the same region and a larger
fraction of charge carriers can drift through the region where the main contribution to the
signal is generated. Therefore, the effect of under-depletion is much less severe than in
detectors with p-side readout. Operation is possible even after strong irradiation, when
the depletion voltage has increased beyond the voltage which can be supplied to the sensor.
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The signal in detectors with n-side readout is dominated by electrons, since electrons are
drifting towards the readout electrodes. Since electrons have a three times higher mobility
than holes, they are less prone to trapping when the drift velocity is below the saturation
velocity. Furthermore, irradiation leads to a weaker increase of electron trapping than
hole trapping. Another advantage is that annealing decreases the trapping of electrons,
while it leads to an increase of the trapping of holes (see Section 4.3.3).

Charge multiplication has a higher influence on the signal in detectors with n-side read-
out. Since significant multiplication of holes requires much higher electric fields than
multiplication of electrons (see Section 3.3.7), only electron multiplication is expected to
be relevant. In detectors with n-side readout, electrons can create additional electron-hole
pairs close to the front electrode. Both the created electron and the hole can give high
contributions to the signal, as they are experiencing a large weighting field. Conversely,
electrons can multiply close to the back electrode in p-in-n detectors. As the weighting
field is low in that region, the created hole would have to drift until the vicinity of the
readout electrodes to contribute to the signal significantly. In highly irradiated detectors,
this is hardly possible due to the high trapping probability.

The pixel detectors of ATLAS [Aad08c] and CMS [Cha08] and the detectors of theLHCb
vertex locator [Alv08], which are designed for radiation fluences up to approximately
1015 neq/cm

2, employ n-in-n sensors. Before irradiation, they have to be operated over-
depleted, as the undepleted bulk of unirradiated silicon is highly conductive and would
shorten the readout segments when operated partially depleted. To prevent the depletion
zone from reaching the damaged and highly conductive cutting edge of the sensor, a guard
ring structure is necessary on the back side of the sensor. This leads to higher costs, as
double-sided processing has to be applied in contrast to single-sided processing as in p-in-n
or n-in-p detectors.

Since detector grade p-type substrate became available in recent years, n-in-p detectors
have been produced and were extensively studied [Cas00, Aff10]. After irradiation with an
equivalent fluence of 2× 1016 neq/cm

2, which is the design fluence for the inner pixel layer
of ATLAS at the HL-LHC, a signal of about 7000 electrons was measured with 300µm
thick n-in-p sensors at a bias voltage of 1400 V [Cas11b]. Measurements with planar n-in-p
detectors are also discussed in Chapter 7, the specific design of the sensors is described in
Section 5.1.2. It has been shown that the signal measured with highly irradiated n-in-p
and n-in-n detectors is similar [Aff10]. The production of n-in-p detectors is cheaper than
for n-in-n detectors, as the maximum of the electric field is located at the front side and
hence no guard ring structure is required on the back of the sensor. However, the po-
tential applied to the back contact is also present at the front side close to the detector
edges due to the high conductivity of the cutting edge. This can be problematic for pixel
detectors, where the readout chip is bump-bonded onto the sensor [Ros06], and requires
additional isolation schemes [Mue10]. The potential difference between the chip, which is
held on ground, and the high potential present at the sensor edges can lead to discharges.
This problem does not occur for strip detectors. It is foreseen to employ n-in-p FZ strip
detectors for the HL-LHC upgrade of ATLAS. At very high irradiation fluences, the ap-
plication of p-type MCz substrate does not give any advantage compared to p-type FZ
substrate [Aff10].
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Detectors with n-type readout electrodes require additional isolation of the readout seg-
ments, which increases the production costs. Due to ionising radiation, the accumulation
of positive charge in the oxide covering the sensor leads to accumulation of negative charge
at the silicon surface (see Section 4.1.1). The isolation can be achieved by applying addi-
tional p-type doping, either as a uniform layer (p-spray) or as narrow lines (p-stop) or a
combination of both [Ric96, Pel07].

4.4.3 Thin Detectors

Reducing the thickness of the detector leads to a lower depletion voltage and to higher
electric fields in the sensor at a given voltage (see Section 3.3.1). According to the sim-
plified trapping model presented in Section 4.3.3, the total signal measured after very
high irradiation fluences does not depend on the sensor thickness, but only on the effec-
tive drift lengths of the charge carriers. An increased electric field can increase the drift
velocity of the charge carriers and can enhance the charge multiplication probability in
highly irradiated detectors. While the signal of thin detectors is lower than for standard
detectors before irradiation, it can be higher after irradiation. After irradiation fluences
above 1015 neq/cm

2, measurements of thin detectors with a thickness of 140µm partly
yield higher signals than standard 300µm thick detectors [Cas11b]. Very encouraging re-
sults have also been obtained with detectors thinned down to 75µm [Mac10].

A further advantage is the low mass of thin detectors compared to detectors of stan-
dard thickness. Thus, the probabilities of multiple scattering, photon conversion and
bremsstrahlung emission of electrons are reduced. As thin detectors can be operated with
lower voltages, less power is dissipated and hence less cooling is required. However, the
reduced thickness increases the capacitance and therefore leads to higher noise.

4.4.4 Operation with Forward Bias

Heavily irradiated detectors exhibit a resistive bulk and application of forward bias is pos-
sible [Chi97, Ere07]. The resistivity of the bulk leads to an electric field, which facilitates
a drift of charge carriers generated by traversing particles. The leakage current in forward
bias mode is higher, which requires stronger cooling of the detector. On the other hand,
traps can be filled by the high amount of charge carriers present in the detector due to the
high leakage current. This can increase the trapping times of electrons and holes generated
by traversing particles. Furthermore, the electric field distribution can be modified by the
trapped charge. A model described in Ref. [Ere07] assumes that holes are injected into
the detector via the n+-contact, which can be captured by traps and therefore neutralise
the radiation-induced negative space charge. At a certain current density, the trapped
charge generates an electric field, which extends through the entire detector. Therefore,
high electric fields can be obtained at any fluence.

At a given voltage, the signal measured under forward bias is considerably higher than in
reverse bias mode [Chi97, Cas11b]. Despite a higher current, this can lead to lower power
dissipation than operation in reverse bias with a higher operation voltage. However, due
to the required temperatures of about −50 ◦C or lower it appears questionable whether
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forward bias operation is of practical use in particle detectors at hadron collider experi-
ments. Forward bias operation of heavily irradiated 3D detectors is investigated within in
this thesis in Section 6.2.

4.4.5 3D Detectors

To increase the radiation hardness by a modified detector geometry, 3D detectors have
been proposed [Par97]. Columnar electrodes are etched into the silicon substrate perpen-
dicularly to the surface, see Fig. 4.11. The term “3D” indicates that the electrodes extend
into the depth of the sensor and are not limited to the surface as in planar detectors. The
columns typically have a diameter of approximately 10µm and are doped to form junc-
tion electrodes and ohmic electrodes. In strip or pixel detectors, the readout electrodes are
connected to larger segments. This can be achieved by joining sets of columns by means
of a metallisation layer on the detector surface. These segments are then connected to
amplifier channels as in planar pixel or strip detectors. All columns of the opposite doping
type are connected together to form a common ohmic contact.

n
+

p
+

Figure 4.11: Schematic of a 3D detector with fully penetrating columnar electrodes. The
columns are arranged periodically so that each p+-doped column is in the middle between
four n+-doped columns and vice versa. The substrate can be either p-type or n-type, and
sets of columns can be connected to strips or pixels. The bias voltage is applied between
the n+- and p+- columns.

The distance for the drift of generated charge carriers and for the depletion is given by the
spacing between columnar electrodes of opposite doping types rather than by the detector
thickness as in planar detectors, see Fig. 4.12(a) and 4.12(b). In 3D strip detectors with
a pitch of 80µm and equal spacing between the columns, the distance between columns
of opposite doping types is about 50µm. This is considerably less than the thickness of
common planar sensors. The specific geometry of 3D detectors can lead to higher electric
field strengths compared to standard planar detectors, which is beneficial in irradiated
detectors. Due to the high electric fields and the short charge collection distances, the
signal pulses measured with 3D detectors can be much shorter than in planar detectors.
Therefore, enhanced radiation hardness is expected due to reduced trapping and a re-
duced depletion voltage, while the total ionised charge is still determined by the substrate
thickness. The thickness can be the same as in typical planar detectors. Furthermore,
the higher electric field strengths can enhance the charge multiplication probability. 3D
silicon detectors are candidates for the ATLAS insertable B-Layer (IBL) and the inner
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pixel layers of ATLAS at the HL-LHC [Mue10].
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Figure 4.12: Simplified cross section of a planar sensor and different types of 3D sensors
with p-in-n layout.

Strip or pixel sensors in 3D layout exhibit a lower charge sharing probability, as the main
component of the electric field is directed parallel to the surface. Therefore, charge carri-
ers are drawn away from the boundary between adjacent segments and have less chance
for diffusion. The intrinsically reduced charge sharing has the potential to improve X-ray
diffraction measurements at synchrotron experiments. The fast charge collection due to
the short drift distance makes 3D detectors interesting for experiments where fast timing
is required [Par11].

The original approach of 3D sensors [Par97] features columnar electrodes passing through
the entire substrate, therefore these are often referred to as full 3D detectors. Alternative
designs are mentioned further below. Full 3D sensors were so far produced by the Stanford
Nanofabrication Facility [Sta] and by SINTEF [SIN]. As the production [Ken99, Kok10]
is considerably more complex than for sensors produced in the planar technology, 3D
sensors are more expensive and they were so far mainly produced on small production
scales. The holes for the columnar electrodes are etched into the wafer by means of the
deep reactive ion etching (DRIE) technique. After the etch process, the holes are filled
with polycrystalline silicon to reduce the stress in the wafer. Then, gas phase doping
is applied. The holes for the p+-doped columns are made after the creation of the n+-
doped electrodes. To protect the sensor from damages, the sensor wafer is bonded to a
support wafer. Therefore, all processing steps for production of the columns have to be
performed from the front side, which requires a high number of steps. For example, the
n+-doped columns have to be protected during the production of the p+-doped columns.
Sets of columns can be connected to segments (strips or pixels) and all columns of the
other doping type are connected together to form the bias contacts. The support wafer is
removed from the sensor after the processing. Full 3D detectors were successfully tested
with laboratory measurements and beam tests [Par01, Mat08, Gre11], measurements with
highly irradiated pixel sensors are ongoing.

The production yield, which is reduced by the low stability of 3D sensors, and the complex
processing technology of 3D sensors are critical aspects. To develop a simplified produc-
tion technique, modified 3D designs were proposed. The research institute FBK [FBK] in
collaboration with IMB-CNM [IC] has developed 3D single type column (STC) detectors,
which consist of columns of one doping type only [Pie05, Pie07], see Fig. 4.12(c). The
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columns, which are n+-doped if the substrate is p-doped, extend into the wafer from one
side only and do not penetrate the entire wafer. This limits the number of processing
steps and leads to a higher stability of the sensors. The production does not require a
support wafer and the columns are not filled with polycrystalline silicon. At the back
of the sensor, a layer of uniform doping, which is covered by a metallisation layer, pro-
vides the ohmic contact. STC detectors were produced in strip configurations, where the
columns are connected by a doping trace covered with a metallisation. Measurements of
3D STC detectors show reduced charge collection efficiencies, especially close to the mid-
dle between the columns [Ehr07, Kü08, Pah09]. As the columns are of the same doping
type and are kept on the same potential, a low-field region develops in the middle between
them. This leads to slow drift of the generated charge carriers and reduces the signal when
fast shaping is applied. The work on 3D STC was meanwhile concluded.

As a next step, detectors with columns of both doping types, but not penetrating the wafer
completely (see Fig. 4.12(d)), were developed by FBK [Zob08a] and IMB-CNM [Pel08].
The processing is still less complex than for full 3D sensors, no support wafer is required
and the sensors are less fragile than 3D sensors with fully penetrating columns. The sensor
layouts of the two manufacturers differ slightly, the IMB-CNM design is often referred to
as double-sided 3D, the FBK layout is commonly called double-sided, double type column
(DDTC) 3D sensors. Double-sided and 3D DDTC sensor are investigated within this the-
sis. The detailed design is described in Section 5.1.1, results of the performance before
and after irradiation are described in Chapter 6.

The specific configuration of the electric field and the weighting field in 3D sensors leads
to a different signal formation compared to planar sensors. Field simulations and con-
sequences will be discussed in Section 5.1.1. A drawback of 3D detectors, besides the
complex processing, is the enlarged capacitance due to the small spacing of the electrodes.
This leads to higher noise, especially in detectors with large segments as strip detectors.



Chapter 5

Devices Under Test and

Experimental Methods

5.1 Devices Under Test

Two different detector structures are investigated within this thesis: double-sided 3D strip
detectors and planar strip detectors. The detectors were partly irradiated with fluences
expected for the pixel detector layers at the HL-LHC upgrade of ATLAS. The 3D detec-
tors can be regarded as an option for the inner pixel layers, where an extreme radiation
hardness is required.

The measurements presented in this thesis were made with detectors in strip layout. Mea-
surements with pixel detectors imply a significantly larger effort, since the sensors and
the readout chips have to be connected by means of bump bonding techniques. Conse-
quently, one readout chip has to be used for each sensor. Furthermore, commonly applied
bump bonding procedures involve high-temperature steps, which would lead to extreme
annealing and can destroy irradiated sensors. As a result, sensor and readout chip have
to be bump bonded before irradiation, which in turn requires very radiation hard readout
chips. Since pixel detector readout chips currently available suffer from ionising radiation,
irradiations with high particle fluences are not easily possible. A further complication is
the activation of the bump bond solder during the irradiation. Measurements with strip
detectors require less effort, irradiated sensors can be connected to the electronics with
wire bonds and the readout chips can be reused for various measurements.

5.1.1 Double-Sided 3D Detectors

The double-sided 3D detectors were fabricated by the research institutes IMB-CNM (Bar-
celona, Spain) [IC] and FBK-irst (Trento, Italy) [FBK]. This detector type is also referred
to as double-sided, double type column (DDTC) 3D sensor. This term is mainly used for
the detectors produced by FBK. The sensor designs of both manufacturers are similar,
however, some differences exist.

Figure 5.1 illustrates the design principle of double-sided 3D detectors. Columns are
etched into the substrate from the front and the back. However, the columns do not pass
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(a)

junction column

ohmic column
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Figure 5.1: Principle of double-sided 3D strip detectors: (a) three-dimensional view, (b)
horizontal projection (not to scale). The junction columns (light grey) extend into the
substrate from the front side and are connected to readout strips. The ohmic columns
(dark grey) extend into the substrate from the backplane and are all connected together.

through the entire sensor substrate. On the front surface of the sensor, the columns are
connected to strips which serve as readout segments. These columns are doped with the
opposite doping type than the substrate and are referred to as junction columns or readout
columns. The other set of columns, which extend into the bulk from the sensor back, are
all connected together on the sensor backplane. They are doped with the same doping
type as the sensor substrate, therefore they provide the ohmic contact. Each column is
centred between four columns of the opposite doping type. The doping concentration of
both sets of columns is several orders of magnitude higher than the doping concentration
of the substrate.

Detectors with both n-type and p-type substrate are investigated. High resistivity float-
zone (FZ) silicon was used as detector material for all sensors. In the case of n-type sub-
strate, the junction columns are p+-doped and the ohmic columns are n+-doped, hence
the detectors have a p-in-n structure. It is the other way around in detectors with p-type
substrate. Columns of the same doping type are arranged every 80 or 100µm, with a col-
umn diameter of approximately 10µm. Therefore, the distance between junction columns
and ohmic columns is approximately 50µm or 60µm, respectively.

The performance of double-sided 3D detectors with only partially penetrating columns is
expected to be similar to full 3D detectors, if the column depths approach the detector
thickness. According to simulations [Zob08a, Pen07], the charge collection of double-sided
3D detectors is somewhat slower than for full 3D detectors. This deficit is reduced with
increasing column depth. In the regions where the columns do not overlap, especially
between the tips of the ohmic columns and the detector front surface, the electric field is
lower. The mechanism of depletion can be divided in different stages: at low voltages, the
depletion zone grows laterally in the region where the columns overlap. At higher voltages,
once lateral depletion is reached, the volume above the column tips gets depleted.

CNM Design

Double-Sided 3D strip detectors produced by CNM are investigated before and after ir-
radiation with 25MeV protons (see Section 5.1.3). The maximum irradiation fluence is
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2× 1016 neq/cm
2, which is the expected fluence for the inner pixel layer of the ATLAS

detector at the HL-LHC. The radiation hardness of detectors in p-in-n and n-in-p layout
is compared directly. Measurements were conducted with beam tests, a radioactive source
and an infrared laser.

(a) (b)

Figure 5.2: Photograph of the surface of a CNM n-in-p detector. The picture in (b) is a
magnification of the image shown in (a).

A photograph of a 3D detector fabricated by CNM is shown in Fig. 5.2. The details of the
sensor design are described in Refs. [Pel08, Pen09]. The detectors have been produced on
(285± 15)µm thick float-zone silicon wafers with a resistivity of approximately 13 kΩ cm.
The columns are designed to have a depth of 250µm, a diameter of 10µm and a distance
from centre to centre of 80µm to each other. However, the columns are considerably
shorter in the detectors produced in the very first production run. Implications on the
detector performance will be further discussed in Chapter 6. Furthermore, some detectors
produced in later production runs have column diameters of about 14µm. On the detector
surface, 50 columns are connected to form readout strips, and 50 strips are present per
sensor. The active sensor area is therefore 4mm × 4mm.

The columns are partially filled with doped polysilicon and passivated with a layer of
silicon-dioxide. A rectangle with polysilicon is also present around the holes on the sur-
face, as can be seen in Fig. 5.2(b). The junction columns in a row are tied together by
means of a metallisation trace. The detectors do not have embedded structures providing
AC coupling. Capacitive coupling between the detector readout strips and the front-end
electronics was provided by fanins having integrated capacitors and bias resistors. The
AC-coupled fanins were produced by HIP (Helsinki, Finland). These were employed for
all measurements with CNM 3D detectors, except for the detector measured in the 2008
beam test. As this detector was measured unirradiated, the leakage current was low and
it could be directly connected to the front-end chip.

The bottom of the detector substrate is coated with an oxide layer. The oxide is covered
by doped polysilicon, which has the same doping type as the ohmic column extending
into the substrate from the backplane. This polysilicon layer connects all ohmic columns
through openings of the oxide layer at the column positions. The polysilicon is further
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covered by a uniform metallisation layer. A guard ring, consisting of n+- and p+-doped
columns, surrounds the sensor strips, see Fig. 5.2. In the n-in-p detectors, each junction
column is surrounded by a p-stop implant to achieve electrical isolation of the readout
strips after accumulation of radiation-induced oxide charge (see Section 4.1.1). These
implantations are covered by polysilicon and the strip metallisation and hence are not
visible in Fig. 5.2(b). Furthermore, a p-stop implantation surrounds the entire active area
of the sensor. This structure can be seen in Fig. 5.2(b).

FBK Design

DDTC 3D strip detectors made by FBK were measured before and after irradiation.
However, only the results of the unirradiated detectors could be analysed. The irradiated
detectors could not be biased properly due to failures of the punch-through biasing struc-
tures. An investigation of this problem will be discussed in Section 6.2.1. Consequently,
the performance of FBK detectors could only be studied in an unirradiated state. Detec-
tors in n-in-p and p-in-n layout were measured in beam tests, an n-in-p detector was also
measured with an infrared laser setup.

(a) (b)

Figure 5.3: Photograph of the surface of an FBK 3D n-in-p detector. The picture in (b)
is a magnification of the image shown in (a).

Figure 5.3 shows a photograph of the front surface of a 3D DDTC strip detector made
by FBK. A description of the sensor design can be found in Ref. [Zob08a]. The specific
layout is slightly different from that of the CNM detectors described above. In the 2008
beam test, a p-in-n sensor produced on (300 ± 15)µm thick float-zone silicon was mea-
sured. This sensor originates from the very first batch of DDTC detectors ever produced
by FBK. The specified resistivity of the substrate is larger than 6 kΩ cm. The junction
columns are 190µm deep, while the ohmic columns have a depth of only 160µm. The
spacing between the columns of the same doping type is 100µm. In the 2009 beam test,
an n-in-p sensor with somewhat different characteristics was measured: the thickness is
only (200 ± 10)µm, the resistivity is approximately 18 kΩ cm. The junction columns are
160µm deep, while the ohmic columns have a depth of 180µm. Together with the reduced
thickness, this results in a larger column overlap compared to the sensors produced in the
first batch. The spacing of equally doped columns is 80µm. The columns in all FBK
detectors are 10µm broad.
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Contrary to the CNM detectors, the columns of the FBK sensors are unfilled. Polysilicon
is not used in the entire production. On the surface, a highly doped implantation, of
the same doping type as the junction columns, connects the columns in a readout strip.
A metal trace, electrically isolated from the implantation by means of an oxide layer,
provides capacitive coupling of the strips. Each strip has two AC-coupled pads and one
DC-coupled pad, as can be seen in Fig. 5.3. On the sensor backplane, a uniform layer with
a high doping concentration connects all ohmic columns. The doping type is the same as
for the ohmic columns. Another important difference with respect to the CNM detectors
concerns the biasing scheme of the readout strips. A bias ring surrounds the strips and
provides the bias potential to the strips via punch-through structures. The bias ring is
surrounded by a 3D guard ring, which consists of n+- and p+-doped columns. Further
outwards, planar guard rings are located (see Fig. 5.3). In the n-in-p detector investigated,
isolation of the readout strips is achieved by means of uniform p-spray.

Electric Field and Weighting Field Distributions

The electric field and the weighting field of 3D detectors were simulated using the soft-
ware MATLAB [Mat10]. An adaptive mesh generation and a finite element method are
performed to solve Poisson’s equation ∇ · ~E = −q

0
Neff/(ε0εr) for the electric field E and

Laplace’s equation ∇ · ~Ew = 0 for the weighting field Ew (see Section 3.3.1 and Section
3.3.6). The simulations are restricted on a two-dimensional approximation of the detec-
tor geometry and do not include any modelling of radiation damage. The devices were
modelled in a plane parallel to the surface, where the ohmic columns and the junction
columns overlap. Since the columns in double-sided 3D detectors penetrate the substrate
only partially, this model can only serve as an estimation. It is assumed to approximate
the real field distributions in the middle of the detector depth, however, the field will be
considerably different close to the detector surfaces and around the column tips.

Figure 5.4: Simulation of the electric field for a bias voltage of 50V and an effective doping
concentration of 3× 1011cm−3. Junction columns are located at (0;-80), (0;0) and (0;80),
ohmic columns are located at (-40;-40), (-40;40), (40;-40) and (40;40). The field inside the
columns was not simulated.
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A calculation of the electric field in a plane parallel to the detector surface is shown in
Fig. 5.4. The calculation was made for a bias voltage of 50V and an effective doping
concentration of 3× 1011cm−3. The effective doping concentration corresponds to the one
of the CNM p-in-n detectors before irradiation, which has a resistivity of 13 kΩ cm. The
effective doping concentration Neff and the resistivity ρ are related via the equation

ρ =
1

eµNeff
, (5.1)

where e is the elementary charge and µ is the mobility of electrons (in n-type silicon) or
holes (in p-type silicon). Regions with high electric field strengths are located around the
columnar electrodes, while low-field regions are present in the middle between columns
of the same doping type. An important aim of the analyses presented in Chapter 6 is to
investigate whether lower signals are measured for tracks traversing these low-field regions.
In the configuration illustrated in Fig. 5.4, the electric field around the junction columns
and around the ohmic columns has approximately the same magnitude. This effect results
from the low substrate resistivity. The electric field close to the ohmic columns decreases
with the substrate resistivity, as the gradient of the electric field is proportional to the
inverse of the resistivity.

In planar pixel or strip detectors, the signal is dominated by the type of charge carriers
drifting towards the readout electrodes (see Section 3.3.6). At the back electrode of pla-
nar detectors, the weighting field approaches zero, hence charge carriers moving to this
electrode contribute less to the signal. This is one reason why planar p-in-n detectors are
less radiation hard than planar n-in-p detectors. In planar p-in-n detectors, the signal is
dominated by holes, which have a lower mobility and are therefore more prone to trapping
than electrons.

Figure 5.5: Equipotential lines of the weighting potential concerning the readout strip
running vertically around x = 0µm. Junction columns are positioned at (0;-80), (0;0) and
(0;80), ohmic columns are located at (-40;-40), (-40;40), (40;-40) and (40;40).

The situation is fundamentally different for 3D detectors. Figure 5.5 shows the weighting
potential in a 3D detector. The weighting potential of the electrodes forming the readout
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strip, which runs vertically, is set to unity. The weighting potential of the ohmic electrodes
is set to zero. Agglomerations of equipotential lines are visible close to the junction
electrodes and close to the ohmic electrodes. The weighting field on the direct line between
the central junction column of Fig. 5.5 and a neighbouring ohmic column is shown in
Fig. 5.6. In contrast to planar detectors, the weighting field exhibits peaks close to both
types of electrodes. Hence, both electrons and holes contribute to the signal significantly.
This situation contributes to the expectation that 3D n-in-p and p-in-n detectors should
exhibit a similar radiation hardness.
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Figure 5.6: Weighting field on the line connecting a junction column and an ohmic column.
The abscissa indicates the distance to the centre of the junction column.

5.1.2 Planar Detectors

Results of planar n-in-p strip detectors are presented in Chapter 7. Measurements were
pereformed with a radioactive source and an infrared laser. The detectors were produced
by Hamamatsu Photonics K.K. [Ham] (HPK). The development was performed in the
framework of a prototyping project for the HL-LHC upgrade of the ATLAS strip tracker.
The production series is referred to as ATLAS07. Within this thesis, measurements before
irradiation and after irradiation with 25MeV protons (see Section 5.1.3) are presented.
The highest irradiation fluence is 5× 1015 neq/cm

2 and corresponds to the fluence ex-
pected for the outer pixel detector layers at the HL-LHC ATLAS upgrade. Measurements
reported in Chapter 7 were performed with a radioactive source and an infrared laser setup.

A detailed description of the sensor design is provided in Ref. [Unn11]. The sensors consist
of n+-doped readout strips in (320 ± 15)µm thick p-type float-zone substrate. The resis-
tivity of the substrate is approximately 6.7 kΩ cm. A photograph of the sensor surface
is shown in Fig. 5.7. Each sensor has 104 strips with a length of 8mm and a pitch of
74.5µm, thus the active area is 8mm × 8mm. These miniature sensors were produced
on wafers together with larger sensors (10 cm × 10 cm), which have the dimensions of the
sensors foreseen to be installed in the barrel part of the ATLAS tracker upgrade. Isolation
of the readout strips is provided by p-stop implantations between the strip metallisations,
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(a) (b)

Figure 5.7: Photograph of the surface of a planar n-in-p detector produced by Hamamatsu.
The picture in (b) is a magnification of the image shown in (a). Two individual p-stop
implantations are visible between the readout strips.

see Fig. 5.7(b). The displayed sensor has two p-stop traces between the strips. However,
also sensors with only one p-stop implantation were used for the measurements.

On the strip ends, DC and AC coupled readout pads are present. Capacitive coupling is
achieved by an insulating layer in between the strip metallisation and the strip implant.
For the measurements, the AC pads were connected to the front-end electronics. The
readout strips are biased by means of polysilicon bias resistors. A bias ring and a guard
ring surround the active area.

5.1.3 Proton Irradiations

Irradiations of the devices under test were performed with 25MeV protons at the Karls-
ruhe Compact Cyclotron [Die10]. The irradiation fluences are scaled to 1MeV equivalent
neutrons per square centimetre (neq/cm

2) using the NIEL hypothesis with a hardness fac-
tor of 1.85. For each fluence, a relative error of ±20% is assumed. During the irradiations
the devices were kept unbiased. Annealing is suppressed by cooling the samples with cold
gaseous nitrogen. Due to heating by the proton beam, the samples reach temperatures of
approximately 10 ◦C during the irradiation. After the irradiation, the devices are stored in
a freezer to prevent further annealing. However, the devices under test had to be stored at
room temperature during some time for the preparation of the measurements. Typically,
the sum of these periods was well below three days.

Usually, silicon sensors are kept unbiased when performing irradiation tests. Supplying
a bias voltage to the devices under test requires a considerable effort and is not possible
at all irradiation sources. However, silicon detectors in high-energy physics experiments
are kept under bias during most of the time when radiation damage is accumulated.
Recent studies [Vä11] indicate that the radiation-induced alteration of the effective doping
concentration is somewhat reduced when a bias voltage is supplied to the detectors.
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5.2 Alibava Readout System

The laboratory measurements described in this thesis were performed using a radioactive
beta source (see Section 5.3) and an infrared laser (see Section 5.4). In both setups, the
sensor is read out using the Alibava readout system. The Alibava system [MH09, MH08]
was produced in the framework of the RD50 collaboration by institutes in Liverpool,
Barcelona and Valencia. Alibava stands for Analogue Liverpool Barcelona Valencia read-
out system. It was designed to provide a system which utilises similar readout electronics
as the LHC silicon tracking detectors. It is a compact and portable system and facilitates
analogue readout of silicon microstrip sensors. The Alibava system is widely used within
the RD50 collaboration and beyond to investigate silicon detectors before and after irra-
diation, mainly for possible HL-LHC applications.

PCmotherboard

daughterboard

USB

sensor Beetle ASIC

ribbon cable

Figure 5.8: Schematic design of the Alibava system.

Figure 5.8 shows a sketch of the Alibava system. On the left hand side, the board carrying
the silicon sensors (the devices under test) and the daughterboard are shown. The daugh-
terboard is the first stage of the readout system and carries two analogue front-end chips,
which perform amplification and shaping of the sensor signals. The analogue sensor signals
are serialised and sent to the motherboard, which is the main control unit of the system,
by means of a 1-2 m long ribbon cable. The sensor board and the daughterboard can
be housed within a cooled environment for measurements, whereas the motherboard can
be located outside and operated at room temperature. The motherboard communicates
with a computer over a USB connection. The raw data are transferred to the computer
and stored in binary format. The system can be operated and controlled by means of
a graphical user interface. To analyse the data, custom software based on the ROOT
framework [Bru97, ROO] was developed.

The silicon sensors are mounted on an aluminium nitride (AlN) board. Aluminium nitride
was chosen for the base board due to its high thermal conductivity, which is necessary to
remove the heat generated by the leakage current of the silicon sensor. The bias voltage
for the silicon sensors is provided by an external power supply. A low pass filter circuit
is interconnected to avoid voltage spikes and to reduce the pickup of external noise. The
sensor base board is mounted on a support structure together with the Alibava daughter-
board. The main units of the daughterboard are two Beetle ASICs (application specific
integrated circuit) [Lö06], originally developed for the LHCb experiment [Alv08] at CERN.
A Beetle chip consists of 128 channels, each channel performing amplification and shaping
of the signals coming from the sensor. Each individual readout channel of the sensor is
connected to an input channel of the Beetle chip via wire bonds and rebondable pitch
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adapters.

Figure 5.9: Schematic block diagram of one channel of the Beetle front-end chip [Lö06].

A schematic block diagram of a single channel of the Beetle chip is shown in Fig. 5.9 [Lö06].
The sensor signal is fed into a charge-sensitive preamplifier, followed by a CR-RC pulse
shaper. Sensor pulses of both polarities can be handled, therefore detectors with p- and
n-side readout can be used. A simulation of the semi-Gaussian output pulse of the shaper
is shown in Fig. 5.10. The characteristics of the pulse shape, e.g. rise time tr and peak
voltage Vp, depend on the settings of configuration parameters and the detector load
capacitance. A considerable influence is exercised by the front-end shaper voltage Vfs (see
Fig. 5.9), which controls the feedback resistance of the shaper. For the laser measurements
(see Section 5.4), Vfs = 0V was chosen. For noise measurements and measurements
with the beta source setup (see Section 5.3), a value of Vfs = 1V was chosen. It is
important to use the same configuration as in charge calibration measurements, in order
to convert the measurements into charge properly. This was done for the beta source
measurements and noise measurements, while only relative signals can be measured with
the laser. A larger value of Vfs increases the rise time and reduces the noise. The rise
time is below 30ns if the detector capacitance is below 15pF, which is the case for the
detectors investigated in this thesis. The noise (see Section 3.3.8) of the Beetle front-end is
ENCload = 465 e−+45 e−·Cd[pF] for Vfs = 1V, where Cd is the detector capacitance [Lö06].

A comparator circuit (see Fig. 5.9) enables to operate the Beetle in binary mode, however,
this is not applied in the Alibava system. The pulse of the shaper is sampled with a fre-
quency of 40MHz and the output is stored in an analogue pipeline. When a trigger signal
is sent to the Beetle chip, the data are retrieved from the pipeline with a fixed latency,
serialised and transferred to a buffer on the Alibava daughterboard. From there, the data
are routed to the motherboard.

The motherboard is controlled by an FPGA (field programmable gate array). The ana-
logue data, which are received from the daughterboard, are converted into digital counts
using a 10-bit ADC (analogue to digital converter). A further important task of the
motherboard is the handling and distribution of trigger signals. The system has inputs for
external trigger signals, which can be used for example in conjunction with a beta source
setup. After receiving a trigger signal, the readout of the Beetle chips is initiated. Consid-
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Figure 5.10: Output pulse of the shaper of the Beetle chip [Lö06].

ering the Beetle pulse is sampled every 25 ns, the value for the latency has to be adjusted
in order to retrieve the data from the correct time bin. A TDC (time to digital converter)
measures the phase of the trigger signals, which can occur randomly, with respect to a
10MHz clock. The signal of the device under test can be investigated as a function of the
time measured by the TDC. This facilitates a reconstruction of the shape of the analogue
Beetle pulse in a 100 ns wide time window. For the subsequent data analysis, only events
are used for which the Beetle pulse is sampled close to its maximum. An example will be
discussed in Section 5.3.1.

For application in conjunction with a laser setup, the Alibava motherboard can generate
a trigger to initiate the creation of a laser pulse. A fixed time interval after the trigger
generation, the readout of the Beetle chips is initiated. The delay between the trigger for
the laser and the Beetle readout can be adjusted in steps of 1 ns to ensure that the Beetle
pulse is always sampled close to its maximum. By varying this delay, the Beetle pulse
shape can be reconstructed and the optimum delay can be determined (see Section 5.4.1).

5.3 Beta Source Measurements

The beta setup allows to perform charge collection measurements with minimum ionising
particles in a laboratory environment. The principle of the setup is shown in Fig. 5.11.
Detailed descriptions of the design can be found in Refs. [Kü06, Pre10, Wal10]. Electrons
are emitted by the beta decay of 90Sr and its daughter nuclei. The radioactive source is
housed in a plexiglas cylinder, which collimates the electrons towards the silicon sensor and
provides shielding. Two plastic scintillator-photomultiplier combinations, located behind
the silicon sensor, serve as a trigger for the readout of the sensor. The photomultiplier
pulses are fed into the Alibava system, which initiates a readout of the sensor if two
photomultiplier pulses are registered in coincidence. The scintillators have a thickness
of 4mm. The first one has an area of 4mm × 4mm, the second one has an area of
45mm × 45mm.
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Figure 5.11: Schematic view of the beta source setup.

The radioactive isotope 90Sr decays via the processes [B0́6]

90Sr → e− + ν̄e +
90Y (T1/2 = 28.8 a, Emax = 0.546MeV)

90Y → e− + ν̄e +
90Zr (T1/2 = 2.67 d, Emax = 2.280MeV).

T1/2 is the half life time of the nuclei and Emax is the maximum kinetic energy of the
emitted electron, if the neutrino mass is neglected. The end-product 90Zr is stable. Only
beta decays are relevant for the decay chain, generation of photons can be neglected. Elec-
trons from the beta decay from 90Sr to 90Y are practically completely absorbed in the first
scintillator. Considering the maximum kinetic energy of 0.546MeV, the average range in a
plastic scintillator with a density ρ = 1.032 g/cm3 is approximately 2mm [Ber10]. As the
scintillators are 4mm thick, most of these electrons do not reach the second scintillator.
Since a coincidence of both scintillators is required for a trigger, only events induced by
electrons originating from the decay of 90Y to 90Zr are selected. Electrons with a kinetic
energy of 2MeV have a range of 10mm in the scintillator material [Ber10], therefore these
can reach the second scintillator. As discussed in Section 3.3.4, electrons with a kinetic
energy of 2MeV can be regarded as minimum ionising particles (MIPs). Thus, the de-
posited energy is approximately equal to the energy deposited by high-energy particles
usually considered for tracking and reconstruction in particle physics detectors.

The setup is housed in a commercial freezer, so that sensor temperatures between −16 ◦C
and −19 ◦C can be achieved. The freezer is flushed with nitrogen to avoid condensation.
Lower temperatures can be achieved by an additional cooling system based on liquid
nitrogen. Nitrogen is evaporated and blown onto the backplane of the device under test.
Sensor temperatures down to −60 ◦C can be achieved. Cooling of irradiated sensors is
essential, since the leakage current increases strongly as a function of the irradiation fluence
(see Section 4.3.2). A temperature sensor is glued on the aluminium nitride board next
to the sensor and monitors the temperature with a precision of ±0.5 ◦C. The stability of
the sensor temperature during a measurement is approximately ±1 ◦C.
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5.3.1 Measurements and Analysis Procedure

Initially, the signal distribution in absence of traversing particles is measured. These mea-
surements are referred to as pedestal runs and are performed using a random trigger. The
pedestal for each readout channel is calculated as the mean signal of the spectrum. For
the analysis of signal measurements, the pedestal is subtracted from the data. The noise
is given by the width of the spectrum measured in a pedestal run. It is calculated either
as the root mean squared (RMS) deviation or the width of a Gaussian which is fitted
to the spectrum. Ideally, the noise follows a Gaussian distribution, therefore the RMS
noise and the noise calculated by the Gaussian width should coincide. However, as will
be discussed in Section 6.2.4, the noise distribution sometimes has non-Gaussian tails. In
these cases, the RMS value of the noise distribution is larger than the Gaussian width.
Channels exhibiting extraordinarily high noise are excluded from the analysis. Excessive
noise can have its origin in the readout strip of the sensor, in a faulty wirebond or fanin
connection or in the channel of the readout chip. Typically, of the order of 10% of all
sensor channels were excluded.

Pickup of external noise can lead to a common shift of the signals of groups of chan-
nels or of all channels from event to event. These common mode fluctuations broaden
the signal distributions and can be regarded as a contribution to the noise. Since these
fluctuations are common to various channels, they can be reduced. A common mode
correction is applied for the analysis of the pedestal measurements and the radioactive
source measurements. After subtracting the pedestal values, the common mode for each
event is calculated as the mean signal over a range of channels. If the sensor has fewer
channels than the readout chip, the calculation of the common mode is done separately
for the channels of the chip which are connected to the sensor and those which are not.
Furthermore, the group of connected channels is sub-divided into two groups. Channels
having extraordinary high signals are neglected for the calculation of the common mode.
This assures that signals induced by traversing electrons do not influence the calculation
of the common mode. For the subsequent data analysis, the common mode is subtracted
from the data event by event.

Figure 5.12 shows a reconstruction of the pulse shape delivered by the Beetle chip. It was
measured using particles emitted by the beta source. The time between a trigger signal
and an edge of a 10MHz clock is measured by the Alibava TDC. For each event, the
channel having the highest signal-to-noise ratio is determined. Then, the mean of these
signals is calculated for each 1 ns wide time bin. Only events within a 10 ns wide time
window around the maximum of the pulse are accepted for the subsequent data analysis.
The starting point of this interval is varied manually to maximise the most probable value
of a Landau distribution, reconstructed from a fit to the resulting spectrum (see below).

A signal spectrum is shown in Fig. 5.13. It was generated using a clustering algorithm to
account for charge sharing between neighbouring readout strips. First, the channel having
the highest signal-to-noise ratio in each event is determined. This channel is accepted if
the signal-to-noise ratio is higher than a seed cut, which is usually varied between three
and four. The signals of neighbouring channels are added as long as the ratio between
their signal and their noise exceeds a threshold. This threshold is typically varied between
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Figure 5.12: Signal as a function of the time measured by the TDC, which is the phase
between a trigger signal and an edge of a 10MHz clock. The measurement was made using
an unirradiated n-in-p 3D detector with a bias voltage of 60V.

two and three of the signal-to-noise ratio. The resulting spectrum is fitted by a convolu-
tion of a Landau function and a Gaussian. The Gaussian takes into account the noise.
Signal values quoted as results from beta source measurements reflect the most probable
value (MPV) of the Landau function which was extracted from the fit. The most prob-
able value of the extracted Landau function does not necessarily coincide with the most
probable value of the convoluted function. Especially if the spectrum is very broad, the
most probable value of the Landau function can be considerably lower. Since the Landau
function is asymmetric, a Gaussian broadening of the spectrum does shift the location of
the most probable value.
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Figure 5.13: Signal spectrum of an unirradiated n-in-p 3D detector with a bias voltage of
60V. A fit of a convolution of a Landau function and a Gaussian is superimposed. The
remainder of the noise distribution can be seen at the left margin.



78 CHAPTER 5. DEVICES UNDER TEST AND EXPERIMENTAL METHODS

5.3.2 Calibration

The system was calibrated using a planar reference detector to obtain a conversion between
ADC counts and charge. An unirradiated n-in-p strip detector as described in Section 5.1.2
was used. It is assumed that this sensor yields the full signal according to Eq. (3.17). The
gain of the system, which relates the signal measured in ADC counts to the signal in units
of charge, was calculated as a function of the operation temperature. Figure 5.14 shows
the signal of the reference sensor, measured in ADC counts, as a function of the sensor
temperature. The measurements were performed at bias voltages significantly higher than
the full depletion voltage of the sensor, which is approximately 100V.
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Figure 5.14: Signal, measured in ADC counts, of a planar reference detector as a function
of the sensor temperature. Statistical errors are not visible as they are smaller than the
markers. A fit of a straight line is superimposed.

A linear function A + B · T is fitted to the data shown in Fig. 5.14. The gain G as a
function of the temperature T (measured in ◦C) is

G(T ) =
Q

A+B · T
f(Cload,dut)

f(Cload, cal)
(5.2)

with the error

σG = G

√
(
σQ
Q

)2

+
σ2A + (T · σB)2 + (B · σT )2

(A+B · T )2 +

(
σf(Cload, dut)

f(Cload,dut)

)2

+

(
σf(Cload, cal)

f(Cload, cal)

)2

.

(5.3)
Therein,

Q = (24.7 ± 1.2) ke−

A = (123.10 ± 0.06)ADC

B = (0.669 ± 0.002)ADC/◦C

f(Cload) = 0.999 + 0.018 pF−1 · Cload (5.4)

σf =
√

0.0062 + (0.001 pF−1 · Cload)2 + (0.018 pF−1 · σCload
)2
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Q is the signal expected for the (320 ± 15)µm thick reference detector according to
Eq. (3.17). The dependence of the Beetle chip amplification on the detector load ca-
pacitance Cload is corrected for by the function f(Cload). The derivation of this function is
described in Ref. [Wal10]. In Eq. (5.2), f(Cload,dut) is the capacitance correction function
for the device under test and f(Cload, cal) is the correction function for the sensor which
is used for the calibration. For the measurement of the sensor temperature, an error of
σT = 1 ◦C is estimated.

The detector load capacitance Cload is given by the sum of the body capacitance between
a readout strip and the backplane (Cb) and the interstrip capacitance between the strip
and its neighbours (Cis). In this thesis, three different sensor types were measured with
the beta source setup: 3D strip detectors produced by CNM in n-in-p and in p-in-n layout
(see Section 5.1.1) and planar n-in-p strip detectors produced by HPK (see Section 5.1.2).
The body capacitance Cb, the interstrip capacitance Cis, the load capacitance Cload and
the correction function f(Cload) for these detectors are summarised in Table 5.1.

Table 5.1: Capacitances and correction functions for the gain (see Eq. 5.4) for different
detectors. As an estimate, a relative error of ±10% is assumed for Cb and Cis.

Sensor Cb (pF) Cis (pF) Cload (pF) f(Cload)

Planar n-in-p (HPK) [Unn11] 0.22 ± 0.02 0.64± 0.06 0.86 ± 0.06 1.01 ± 0.01
3D n-in-p (CNM) [Fle10] 2.8± 0.3 1.2± 0.1 4.0 ± 0.3 1.07 ± 0.01
3D p-in-n (CNM) [Fle10] 3.8± 0.4 0.80± 0.08 4.6 ± 0.4 1.08 ± 0.01

The signal measured in ADC counts, S(ADC), is converted into units of ke− according to

S(ke−) = S(ADC) ·G(T ) (5.5)

with the total error

σS(ke−) =

√
(
G(T ) · σS(ADC)

)2
+

(
S(ADC) · σG(T )

)2
+ (0.02 · S(ke−))2. (5.6)

Usually, S(ADC) is given by the MPV of a Landau function and is calculated as described
above. Then, σS(ADC) is the statistical error of the fit. The last term in Eq. 5.6 is a
systematic uncertainty originating from the variation of the fit range and the variation
of the neighbour cut. A relative error of ±2% was estimated. The uncertainty of the
thickness of the detector used for the calibration dominates the error given by Eq. (5.6).
The total relative error is approximately ±6%. Equation (5.5) is also used to convert noise
into units of ke−. In this case, σS(ADC) is replaced by the error of the noise and the last
term in Eq. (5.6) is ignored.

5.4 Laser Measurements

The laser setup can be used for space-resolved signal measurements. The principle of the
setup is sketched in Fig. 5.15, a detailed description can be found in Ref. [Bre10]. The
infrared laser is fed through an optical microscope and illuminates the silicon sensor from
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the front side. The sensor is mounted on a cooling structure and can be moved in two
dimensions. Thus, the laser point of incidence on the sensor surface can be varied and the
signal can be measured as a function of the position.

sensor

laser diode

light guide

microscope

Figure 5.15: Schematic layout of the laser setup.

The laser pulses are generated by a laser diode1, the power of which can be adjusted by
an external controller2. The infrared laser has a peak wave length of 974 nm, the laser
pulses are shorter than 1 ns. The trigger for generation of the laser pulses is provided by
the Alibava system. An optical fibre connects the laser diode and the optical microscope3,
which provides focusing of the laser beam. The laser beam is focused on the sensor surface,
where it has a Gaussian width of approximately 3µm [Bre10].

The silicon sensor is mounted on the same carrier structure as used for the measurements
with the beta source setup. The aluminium nitride board, which carries the sensor, is
placed on a cooling block. Liquid nitrogen is evaporated and cold gaseous nitrogen flows
through the cooling block. As for the beta setup, sensor temperatures down to −60 ◦C
are possible and the temperature can be measured with a precision of ±0.5 ◦C. Within a
measurement, the temperature typically varies by ±1 ◦C. The cooling block, the sensor
board and the Alibava daughterboard are housed in an enclosure, which is flushed with
nitrogen to avoid condensation.

The enclosure is mounted on motorised x-y stages4. These are operated by an external
controller5 that communicates with a computer. The control of the motion stages is em-
bedded in the Alibava data acquisition software. The stages can be moved in steps of
0.5µm. The measurements reported in Chapters 6 and 7 were performed by scanning the
sensor surface with a step size of 2µm.

The wavelength of 974 nm leads to an absorption length of approximately 100µm in silicon
at a temperature of −30 ◦C (see Section 3.3.4). Therefore, the creation of electron-hole

1PicoQuant GmbH, model LDH-P-C-980
2PicoQuant GmbH, model PDL 800
3Leica Microsystems GmbH, model Ployvar SC
4Newport Corporation, model M-UTM150CC.5HA
5Newport Corporation, model MM4005
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pairs predominantly takes place close to the sensor surface. Surface effects can have a
strong influence on the measured signal, whereas the collection of charge carriers created
deep in the silicon bulk cannot be investigated. On the other hand, the relatively short
absorption length prevents the laser from being reflected at the metallisation of the sensor
backplane. Since the absorption length strongly depends on the sensor temperature, the
relative contribution of the surface region to the total signal also depends on the temper-
ature.

Different reflectivities of the sensor surface affect the measured signal. The region of the
strip metallisations cannot be investigated by laser measurements, since the metal reflects
the laser beam. The reflectivity of the sensor surface depends on the thickness of the oxide,
which covers the silicon sensor [Ren09]. Hence, the oxide thickness affects the magnitude
of the signal. As will be shown in Chapter 7, the signal is higher if the laser impinges
on the region of the p-stop implants, where the reflectivity is lower. Furthermore, the
measured signal depends on the adjustable laser power.

Due to these reasons, only relative measurements can be performed with the laser setup.
It is hardly possible to compare the absolute signals measured with different detectors. A
calibration, as it was done for the beta source setup, was not performed for the laser mea-
surements. However, laser measurements can be used to investigate the relative variation
of the signal as a function of the laser point of incidence.

5.4.1 Measurements and Analysis Procedure

As a preparation of the laser measurements, the sensor position and the laser focus have
to be adjusted. An image of the sensor can be viewed via a camera. The camera uses the
same microscope which is used for focusing the laser. The position of the sensor is levelled
so that the optical focus coincides with the sensor surface across the entire sensor. The
rotation of the sensor is adjusted in order to align the direction of the readout strips with
the direction of one of the motion stages. Finally, the sensor is moved into the laser focus
by lifting it by 10µm [Bre10]. This offset is assumed to result from a dependence of the
optical properties of the microscope on the photon wave length.

The calculation of pedestal and common mode is done in the same way as explained in
Section 5.3.1 for the beta source measurements. In the final laser measurements, 500 laser
pulses are generated for each laser point of incidence. The resulting signal spectrum of the
channel that is illuminated by the laser approximately follows a Gaussian distribution, as
shown in Fig. 5.16. The mean of this distribution is calculated and serves as the resulting
signal for the respective laser position. Since the photons are completely absorbed in the
silicon sensor, the distribution of the deposited energy does not follow a Landau distribu-
tion, as it is the case for traversing charged particles.

To sample the Beetle output pulse always at its maximum, the timing has to be adjusted.
This is done in a different way than for the beta source measurements, since the triggers,
which initiate the creation of laser pulses, are generated by the Alibava system. The delay
between the generation of a laser pulse and the data acquisition can be varied in steps of
1 ns. As a preparation for the final laser measurements, a delay scan is executed. At a
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Figure 5.16: Signal spectrum of a laser measurement, measured with an unirradiated
n-in-p 3D detector at a bias voltage of 50V. The sensor temperature was −20 ◦C.

fixed laser position, measurements are performed for a range of delay settings. Figure 5.17
shows the mean signal of the illuminated channel as a function of the delay, in Fig. 5.17(a)
with a step size of 5 ns and in Fig. 5.17(b) with 1 ns steps. A Gaussian is fitted to the
results of the scan performed with 1 ns steps. The optimal delay is determined by the
mean of the Gaussian.
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Figure 5.17: Results of a laser delay scan, measured with an unirradiated n-in-p 3D
detector at a bias voltage of 50V. The bias voltage is above the full depletion voltage.
Displayed is the mean signal as a function of the delay. Top: delay scan with a step size
of 5 ns, bottom: delay scan with 1 ns steps around the maximum. The optimal delay is
determined by the mean of a Gaussian fitted to the data, as shown in the lower plot. In
this case, the optimal delay is 47 ns.
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5.5 Beam Test Measurements

The beam test measurements reported in this thesis were performed in the H2 beamline
of the CERN SPS (Super Proton Synchrotron) in 2008 and 2009. The beam was com-
posed of pions with a momentum of 225GeV/c, which were created by sending protons
that were extracted from the SPS on a beryllium target. Beam test measurements with
high-energy particles are very well suited to study the performance of detectors in a real-
istic environment. The particles used for the measurements deposit the same amount of
energy as particles usually considered for reconstruction in high-energy physics detectors.
Furthermore, a beam telescope can be used to measure the tracks of traversing particles.
Therefore, the signal can be studied as a function of the track point of impact. Thus, a
beam test combines the advantages of a beta source setup and a laser setup. A telescope
to measure the particle tracks could not be used together with a beta source. Electrons
with a kinetic energy of approximately 2MeV would not be able to traverse two sintillators
and several telescope detector planes. Furthermore, electrons exhibit a high probability
of multiple scattering, hence straight tracks would be unlikely.

&

scintillator

pion beam

scintillator

telescope box

Figure 5.18: Sketch of the beam test setup. The telescope box houses eight reference
detectors and two devices under test. The latter ones, shown in dark grey, are positioned
in the centre of the reference detectors.

A simplified diagram of the beam test setup is shown in Fig. 5.18. The particle tracks were
measured by the Silicon Beam Telescope (SiBT) [Mä08], which consists of eight planes
equipped with silicon microstrip detectors. The devices under test and the reference de-
tectors were positioned perpendicularly to the beam. The telescope sensors have a readout
pitch of 60µm and an electrically floating strip between two readout strips, resulting in
an effective pitch of 30µm. Pairs of two detectors are oriented with an angle of 90◦ to
each other, thus the SiBT delivers four reference space points. The active area of the
telescope is approximately 3.8 cm × 3.8 cm. In the middle of the telescope, two slots are
available for modules with devices under test. The resolution of the reference tracks at the
location of the devices under test in the beam tests was approximately 3µm. The trigger
is provided by the coincidence of two scintillators, which are placed in front and behind
the telescope. The reference tracks were reconstructed according to the method described
in Ref. [Kor09]6. The box housing the telescope detectors and the devices under test can

6The reconstruction of the reference tracks was performed by the University of Helsinki.
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be cooled using Peltier elements to achieve temperatures as low as −25 ◦C.

The readout and the data acquisition electronics of the SiBT are based on hardware used
in the current CMS tracker [Cha08]. Some of the components are prototype versions. The
reference detectors as well as the detectors under test are connected to CMS Tracker Outer
Barrel hybrids. The CMS APV25 front-end chip [Jon99, Fre01] forms the first stage of
the readout chain. The function of the APV25 can be compared to the Beetle ASIC as
described in Section 5.2. A charge sensitive preamplifier and a CR-RC shaper transfer the
detector signal pulse into a semi-Gaussian pulse. The APV25 has a shaping time of 50 ns,
hence the pulses are broader than those of the Beetle, which applies a 25 ns shaping. The
analogue pulses are sampled with a frequency of 40MHz and stored in an analogue pipeline.

Upon registration of a trigger signal, the analogue value of the corresponding pipeline cells
is retrieved. In peak mode, which is applied in the case of the SiBT, one pipeline cell is
retrieved for each channel. The signals are further amplified and transmitted to Front-
End Driver cards [Lea05], where the signals are digitised by means of ADCs. The ADC
counts are stored for the subsequent data analysis. All data acquisition components are
synchronised to the 40 MHz system clock. The equivalent noise charge due to the load ca-
pacitance is ENCload = 246 e−+36 e− ·Cd[pF], where Cd is the detector capacitance [Fre01].

An alternative mode of operation of the APV25, which is advantageous in presence of
high track rates, is the deconvolution mode [Bin93, Jon99]. In this mode, three subse-
quent pipeline cells are read out and the final pulse height is reconstructed from these
samples. The peaking time of the reconstructed pulse is reduced to about 25 ns and pile-
up can be suppressed. This mode was not applied in the beam tests reported in this thesis.
The deconvolution mode leads to higher noise than the peak mode.

The particle beam and the 40 MHz system clock were not synchronised, thus the analogue
pulse of the APV25 was not always sampled at its maximum. In principle, it would be
possible to measure the phase between the trigger signal and the edge of the system clock.
Then, it would be possible to accept only events for which the trigger falls into a certain
time window and the analogue pulse is sampled close to the maximum. This approach is
realised for the beta source measurements, see Section 5.3.1. However, the trigger phase
was not measured during the beam tests and therefore, the sampling point was randomly
distributed within a 25 ns long time window. Prior to data taking, timing scans were con-
ducted to find the correct trigger delay for which the resulting signal is maximised. This
assures that the peak of the analogue pulse occurs in the middle of the 25 ns long time
window. According to estimations based on the APV25 pulse shape [Mä08], the average
signal is approximately 10% lower than it would have been if the pulse had been sampled
at its maximum. Since the APV25 has a relatively long shaping time of approximately
50 ns, the signal loss is limited.

5.5.1 Alignment

The track parameters of the reconstructed tracks are provided in a global reference frame.
To make use of the tracking information, the impact points of the reference tracks on the
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surfaces of the devices under test have to be calculated. Therefore, the alignments of the
sensors within the global reference frame must be determined. The alignment procedure
is explained in detail in Ref. [Pah08]. A local coordinate system S′ is defined for each sen-
sor and the transformation of this reference frame with respect to the global coordinate
system S is computed (see Fig. 5.19). In the local system S′, the sensor is positioned in
the x′-z′ plane and the readout strips are running parallel to the z′ axis.
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Figure 5.19: Global coordinate system S and local coordinate system S′. The system S′ is
fixed to the sensor, the readout strips are parallel to the z′ axis. The translation ~t connects
the origins of the two reference frames.

The position vector ~r and the direction vector ~dr of a reference track are given for a fixed
y in the reference frame S. This y-value corresponds to the approximate position of the
devices under test and is known from the construction of the telescope box. The aim of
the alignment procedure is to find the track point of impact ~p (as defined below) on the
sensor surface, given in the local frame S′. The translation from the origin of S to S′ is
given by ~t. The rotation R between the two coordinate systems is composed of the three
rotations around the axes of S,

R = Rz(ψ) Ry(φ) Rx(θ). (5.7)

Rx(θ) etc. are rotation matrices. Then, the vectors ~r and ~dr given in S are transformed
into S′ according to

~r′ = R−1 (~r − ~t) (5.8)

~dr′ = R−1 ~dr. (5.9)

For the transformation of ~dr, only the rotation is relevant. The vectors ~r′ and ~dr′ give the
position vector and the direction vector of the reference track in the local coordinate system
S′, which is fixed to the sensor under test. The position vectors of all tracks are given in
an x-z plane of the global coordinate system S. This plane is chosen to approximately
coincide with the sensor plane, however, the sensor can be somewhat tilted or shifted from
this plane. The point ~p, where the track intersects the sensor (see Fig. 5.20), is given by

~p = ~r′ −
r′y
dr′y

~dr′. (5.10)
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Figure 5.20: Position vector ~r′, direction vector ~dr′ of the track and the track point of
impact ~p, given in the local coordinate system S′, which is fixed to the sensor.

The rotation angles θ, φ, ψ and the components of the translation vector ~t are calculated
by minimising the residuals between the predicted and the measured track positions. The
predicted position is given by the beam telescope and the measured value is given by the
device under test. A χ2 is defined as

χ2 =
∑

(
(px − xdut)

2

σ2x
+

(pz − zdut)
2

σ2z

)

(5.11)

and minimised using ROOT [ROO] fitting routines. The sum extends over all events. In
the direction perpendicularly to the readout strips, the device under test measures the
position xdut. It is the x′-coordinate of the centre of the readout strip which measures
the highest signal in the respective event. Events are disregarded if the signal-to-noise
ratio is below a threshold, to exclude tracks which did not traverse the sensor. Only strip
detectors were investigated, therefore the coordinate parallel to the readout strips, zdut, is
set to be the middle of the strips in the z′-direction for all hits. The coordinates px and pz
are measured by the beam telescope and calculated according to Eq. 5.10. The errors are
composed of the track extrapolation uncertainties of the telescope, σtel, and the binary
resolution of the strip detectors to be aligned:

σx =

√

σ2tel +

(
pitch√

12

)2

≈ pitch√
12

(5.12)

σz =

√

σ2tel +

(
strip length√

12

)2

≈ strip length√
12

(5.13)

For readout pitches of 80 or 100µm and strip lengths of several millimetres, the telescope
resolution of approximately 3µm can be neglected.

During the beam tests, measurement runs with typically about 100000 triggers were ex-
ecuted. Since the areas of the devices under test are much smaller than the active area
of the telescope, only a limited fraction of the total number of tracks are of interest. For
the analysis, several runs performed with the same bias voltage are combined. Depend-
ing on the size and the position of the beam spot and the beam intensity, the period of
these measurements could extend over several hours. Sometimes, the measurements were
interrupted by necessary maintenance work or adjustments of the beam telescope. These
interventions had an influence on the alignment. Furthermore, it could be observed that
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the alignment slightly changed with time, especially if the temperature of the beam tele-
scope was not fully stabilised. For these reasons, the alignment was calculated for groups
of a few runs. After each intervention, a new alignment was calculated.

The total track extrapolation uncertainty, composed of the telescope resolution and the
alignment uncertainty, can be estimated from the residual distribution. Distributions of
residuals, defined as the difference between the track position measured by the device
under test and the track position predicted by the beam telescope, are shown in Fig. 5.21.
Only hits with negligible charge sharing between neighbouring readout strips were con-
sidered. First, the strip having the highest signal was determined. To limit the number
of noise hits, the search window included only the predicted strip and its two nearest
neighbours. Events were included if the predicted track point of impact was well within
the active region of the device under test. Then, the signal-to-noise ratios of the nearest
neighbours of the strip having the highest signal were calculated. If one of the signal-to-
noise ratios was larger than three, which is a sign for considerable charge sharing, the hit
was disregarded. The track position measured by the device under test, in the direction
perpendicularly to the strips, is given by the centre of the strip having the highest signal.

m)µResidual (
-80 -60 -40 -20 0 20 40 60 80

E
nt

rie
s

0

50

100

150

200

(a)

m)µResidual (
-80 -60 -40 -20 0 20 40 60 80

E
nt

rie
s

0

20

40

60

80

100

120

140

(b)

Figure 5.21: Residuals of single hits in the direction perpendicular to the readout strips.
(a) For an unirradiated 3D detector (70V bias) and (b) for a 3D detector irradiated with
2× 1015 neq/cm

2 (230V bias). The fit superimposed is composed of an increasing and a
decreasing error function.

Ideally, a distribution with steep edges would be expected. The smearing of the edges is
a measure of the track extrapolation uncertainty. The distributions shown in Fig. 5.21
are fitted with a function composed of an increasing and a decreasing error function. The
Gaussian width of the error function is considered as the track extrapolation error. In
Fig. 5.21(a), the residual distribution of an unirradiated 3D sensor, measured with a bias
voltage of 70V, is shown. An extrapolation error of σ = (3.4 ± 0.2)µm was determined
by the fit. Figure 5.21(b) shows the residual distribution of a 3D detector irradiated
with an equivalent fluence of 2× 1015 neq/cm

2, measured at a bias voltage of 230V. A
track extrapolation error of σ = (5.5 ± 0.3)µm is obtained, which is significantly larger
than the one obtained for the unirradiated detector. This highlights the variations of the
alignment uncertainties of the different groups of measurement runs. The alignment of the
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group of runs considered for Fig. 5.21(b) represents the worst case. Typically, the track
extrapolation uncertainties are well below σ = 5.5µm. High noise and low statistics can
lead to a reduced precision of the alignment. In the case of Fig. 5.21(b), the data taking
extended over a long period with relatively low beam intensity. The measurements were
interrupted by several interventions, therefore the number of tracks which could be used
for each alignment was relatively low.

5.5.2 Analysis Procedure

Contrary to the beta and laser measurements described in Sections 5.3 and 5.4, separate
pedestal measurements were not performed. In a first step, noise and pedestals are di-
rectly calculated from the measurements with traversing tracks. These data are used for
the alignment procedure. After calculating the alignment, pedestal and noise data are
recalculated for the subsequent data analysis. The data of strips which were predicted
to be hit by a track and two neighbouring strips on either side are excluded from the
calculation. This procedure assures that signals induced by traversing particles do not
influence the final noise and pedestal calculation.

For the data analysis of the beam test performed in 2008, the common mode was calcu-
lated as the average over a group of channels as described in Section 5.3.1 for the beta
source measurements. The tracking information is used to exclude the hit strips and
two neighbours per side. The data acquired during the beam test in 2009 were subject
to more pronounced common mode fluctuations and an advanced procedure is applied.
Figure 5.22(a) shows the raw data of ten events as a function of the channel number,
measured with an unirradiated 3D detector in the 2009 beam test. Strong common mode
fluctuations are apparent. Signals induced by traversing particles can be seen as peaks
directed downward. After subtracting the pedestal values for each channel, second order
polynomials are fitted to the data for each event. The application of a second order com-
mon mode correction led to improved results compared to a calculation of the common
mode as a simple average. The channels are subdivided into two groups, a separate fit is
performed for each of the groups. The result of the final data, which are corrected for the
common mode and the pedestal values, are shown in Fig. 5.22(b). The data have been
inverted in order to show physical signals as positive values.

Presumably, the pronounced common mode fluctuations originated to a large extent from
pickup of noise in the cables used for biasing the detectors. The cables had a length of ap-
proximately 20m and were possibly not shielded sufficiently. The application of low-pass
filters close to the sensors potentially could have reduced the fluctuations, however, filter
circuits were not installed. A further problem encountered during the analysis of the 2009
beam test data is a high number of dead or very noisy channels. These have been masked
and are excluded from the data analysis. In one sensor, even somewhat more than 50% of
the total strips have been masked. Faults leading to dead channels can occur in the sensor
itself, the fanins which connect sensors and readout chips, the wirebond connections or
the readout chips. Since the beam time was very limited, the aforementioned problems
could not be solved during the measurements. It can be assumed that the final noise
distributions are still broadened by common mode effects.
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Figure 5.22: Signal as a function of the channel number, measured in the 2009 beam
test with an unirradiated 3D detector. Each line represents an individual event. Dead or
extremely noisy channels are excluded. Top: raw signals, bottom: signals after subtracting
the pedestal values and correcting for the common mode. The signals shown in the lower
plot are inverted to show hits as positive signals.

The data analysis includes calculation of the signal and the detection efficiency, partially
as a function of the track point of incidence. The detection efficiency is defined as the
ratio of the number of the tracks predicted by the telescope and the hits measured by the
devices under test. In most cases, the signal is determined as the most probable value
of a Landau function. It is extracted from a fit of a convolution of a Landau function
and a Gaussian to the signal spectrum, as discussed for the analysis of the beta source
measurements (see Section 5.3.1). Another approach is the investigation of the mean sig-
nal. It is applied for the investigation of the space-resolved signal when the amount of
tracks is not sufficient to reliably extract the most probable value of a Landau distribution.
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5.5.3 Calibration

The calibration, needed for the conversion of the detector signals from ADC counts into
charge, is performed using the signal yield of the telescope’s planar reference detectors.
The planar detectors are expected to yield the full signal which is expected for the given
thickness. Figure 5.23 shows the signal for seven telescope detectors as a function of the
number of strips included for the generation of the signal spectra. The detectors were
operated with a bias voltage of 150V, while full depletion is reached around 110V [Mä08].
Due to the intermediate strips between the readout strips and the relatively small readout
strip pitch of 60µm, the signals are distributed over broad clusters. The signal spectra
are generated by summing up the signals of the strips around the track point of incidence.
A convolution of a Landau function and a Gaussian is fitted to the spectra, the signals
shown in Fig. 5.23 reflect the most probable value of the deconvoluted Landau function.
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Figure 5.23: Signals of the telescope detectors as a function of the number of strips for
which the signal has been summed to generate the signal spectra. The lines connect the
data points of the different telescope detectors. Seven detectors are considered, as one
detector was not functioning.

The maximum signal is obtained when including nine strips. Including more strips leads
to a decrease of the resulting signal. Probably, this decrease results from negative signals
induced on strips far away from the hit strip. This behaviour is not fully understood,
however, the investigation of the telescope reference detectors is beyond the scope of this
thesis. When summing the signals of nine strips, the mean signal of all reference detectors
is

S(ADC) = (37.8 ± 1.1) ADC. (5.14)

The error is the standard deviation and indicates the variation of the signals measured
by the different reference detectors. The signal variations can originate from variations
of the sensor thicknesses, the timing adjustments or the gains of the APV25 chips. The
reference detectors have a specified thickness of (320 ± 20)µm [Mä08, Dem03], therefore
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a signal of
Q = (24.7 ± 1.6) ke− (5.15)

is expected according to Eq. (3.17). As discussed above, the analogue pulses of the APV25
front-end chips are not always sampled at the maximum. Therefore, an average signal
degradation of approximately 10% is expected for the signals of both the reference detec-
tors and the detectors under test. However, as long as one detector is calibrated against
the other one with the same signal shape, this charge loss is not relevant. The gain,
converting the signal measured in ADC counts into ke−, becomes

G =
Q

S(ADC)
= (0.65 ± 0.05)

ke−

ADC
, (5.16)

where the error has been calculated according to

σG = G

√
(
σQ
Q

)2

+

(
σS(ADC)

S(ADC)

)2

. (5.17)

Contrary to the gain calibration of the beta source measurements (see Section 5.3.2), a
dependence of the gain on the sensor capacitance and on the measurement temperature is
not taken into account here. The beam test measurements were not performed as a func-
tion of the operation temperature. The dependence of the gain on the load capacitance
is much lower for the APV25 front-end chip than for the Beetle front-end chip. The load
capacitance of the reference detectors was approximately 10 pF per readout strip [Dem03],
while it was 3−7 pF for the 3D detectors under test. In this range, the gain of the APV25
varies only slightly [Fre01].

As for the beta source measurements, signal or noise values measured in ADC counts are
converted into units of ke− according to

S(ke−) = S(ADC) ·G (5.18)

with the total error

σS(ke−) =

√
(
G · σS(ADC)

)2
+ (S(ADC) · σG)2 + (0.03 · S(ke−))2. (5.19)

The last term in Eq. 5.19 is a systematic error due to variations of the different methods
applied to generate the signal spectra. A relative error of 3% has been conservatively
estimated. For the conversion of noise values into ke−, this term is ignored. As mentioned
above, the signal spectra can be generated using a standard clustering algorithm or by
summing up the signals of the channels around the channel where the track is pointing
to. The results obtained with the different methods are compared in Chapter 6. In total,
a relative error of about ±8% results from Eq. 5.19. The error is somewhat larger than
that for the calibration of the beta source measurements, which is approximately ±6%.
The difference is mainly due to the larger uncertainty of the thickness of the reference
detectors used for the beam test calibration.



Chapter 6

Measurements of 3D Detectors

In this chapter, measurements of double-sided 3D silicon strip detectors are presented.
Although the key advantage of the detectors is the advanced radiation hardness, the
performance of unirradiated detectors was investigated before proceeding to measure ir-
radiated detectors. As double-sided 3D detectors are a new detector technology, it was
considered necessary to gain a detailed understanding of the detector behaviour prior to
any radiation-induced modification of the detector.

6.1 Measurements before Irradiation

In this section, investigations of charge collection and detection efficiency of unirradiated
detectors are presented. These quantities are studied as a function of the point of incidence
of a particle track or a laser beam. Due to the specific structure of the devices under test,
with columns only partially etched into the substrate, the electric field distribution is
inhomogeneous (see Section 5.1.1). In regions with lower electric field strength, the charge
collection could be slower, resulting in a ballistic deficit when fast shaping electronics is
employed. This observation was made for 3D Single Type Column (STC) detectors, where
columnar electrodes of only one doping type are etched into the sensor from one side.
Measurements of 3D-STC detectors with electronics using 25 ns shaping proved reduced
charge collection [Ehr07, Kü08, Eck08, Pah09], especially in regions with low electric fields.
In double-sided 3D detectors this deficit is expected to be overcome due to the presence
of columnar electrodes of both doping types.

6.1.1 Beam Test Measurements

Beam test measurements with high-energy pions were performed in 2008 and 2009. In
2008, two unirradiated double-sided 3D strip detectors were investigated: FBK08 and
CNM08, see Tab. 6.1. In 2009, the unirradiated detectors FBK09 and CNM09 were
tested in addition to several irradiated detectors, the results of which will be described in
Section 6.2.2. The amount of data collected with the unirradiated detectors was larger in
the 2008 beam test, therefore the investigations of space-resolved properties primarily use
these measurements. The results of the 2008 beam test measurements are published in
Refs. [Kö09, Kö10b, Kö10a], those of the 2009 beam test are published in Ref. [Kö11a].
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Table 6.1: Properties of the unirradiated detectors investigated in the beam tests. The
expected signal was calculated according to Eq. (3.17).

Property FBK08 CNM08 FBK09 CNM09
Structure p-in-n p-in-n n-in-p n-in-p
Thickness (300± 15)µm (285± 15)µm (200± 10)µm (285± 15)µm

Expected signal (23.1± 1.2) ke− (21.9± 1.2) ke− (15.0± 0.8) ke− (21.9± 1.2) ke−

Junction column depth 190µm ∼ 100µma 160µm 250µm
Ohmic column depth 160µm 250µm 180µm 250µm

Column spacing 100µm 80µm 80µm 80µm

aThe junction columns were designed to have a depth of 250µm, however, it was later found that they
were in fact much shallower (see description in the text).
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Figure 6.1: Spectra of measured signals for (a) the sensor FBK08 (40 V bias) and (b)
the sensor CNM08 (9 V bias). Tracks impinging all over the sensor are included. The fit
superimposed is a convolution of a Landau function and a Gaussian.

The measured signal distributions of both sensors for selected voltages are displayed in
Fig. 6.1. The signals are shown in ADC counts and are not converted into units of charge.
Runs with bias voltages of 40 V (FBK08) and 9 V (CNM08) have been chosen since for
these runs the highest statistics is available. A convolution of a Landau function and a
Gaussian is fitted to the data.

To correct for charge sharing, the signals of the two channels closest to the track impact
position have been summed. This approach facilitates a detailed investigation of the signal
spectra. It does not require any signal cuts as in clustering algorithms, which are usually
applied if the track impact position is not precisely known. Track impact positions across
the entire sensor surface are included in the plot. The bump at low charges is caused by
particles which penetrate the sensor at the positions of the columns. Since the columns
are either empty (FBK) or partially filled with polysilicon (CNM), they constitute inactive
volume. To illustrate this effect, the signal spectra measured for tracks penetrating at the
positions of the columns and far away from the columns are shown in Fig. 6.2.
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Figure 6.2: Normalised signal spectra measured in different regions relative to the column
centres for (a) the detector FBK08 (40V bias) and (b) the detector CNM08 (9V bias): in
junction columns (distance to junction column centre < 4µm), in ohmic columns (distance
to ohmic column centre < 4µm) and far away from the columns (distance to any column
centre larger than 25µm).

Again, the signals of two strips adjacent to the track impact position are summed. It
can be seen that the spectra of tracks impinging in the column regions exhibit two peaks.
The peak at lower signal values is attributed to particles which travel directly through a
column. Only the charge deposited below or above the inactive column volume can be
measured. Due to the finite track extrapolation uncertainty of about 4µm, some tracks
are mis-assigned to the “in column” spectra and cause the peak at higher signals. The
spectrum generated from tracks impinging far away from the columns does not contain
the peak at lower signals.

Figure 6.3 summarises the signal height of the unirradiated detectors as a function of the



96 CHAPTER 6. MEASUREMENTS OF 3D DETECTORS

Bias Voltage (V)
0 20 40 60 80 100

 )-
S

ig
na

l (
ke

0

5

10

15

20

25

FBK08 FBK09

CNM08 CNM09

Figure 6.3: Signal of the unirradiated 3D detectors as a function of the applied bias voltage.
The data points are connected to guide the eye. The errors are dominated by a systematic
contribution due to the calibration uncertainty.

applied bias voltage. The range of applied bias voltages was chosen in order to comply
with a safe current limit. The signal reflects the most probable value of a Landau function,
extracted from a fit of a convolution of a Landau function and a Gaussian to the signal
spectra, as shown in Fig. 6.1. As above, signals of the two strips closest to the extrapolated
track point of incidence are summed to correct for charge sharing. The maximum signal
of the detector FBK08, (22.1±1.7) ke− , and that of the detector CNM09, (21.7±1.7) ke− ,
are in agreement with the expected values (see Table 6.1). The curves indicate that full
depletion of the devices is achieved well below 40V.

The highest signal of the detector CNM08, measured at a bias voltage of 24V, is only
(15.4 ± 1.2) ke−. This is approximately 30% less than expected for the given detector
thickness. Considering the shape of the curve, it can be assumed that a saturation is not
yet reached at 24V. However, a flattening of the signal curve can be observed and there-
fore it is not expected that the signal would reach the expected value of approximately
22 ke− at higher voltages. The signal loss is attributed to processing imperfections in this
production run. It has to be noted that both detectors FBK08 and CNM08 originate from
the first batch of double-sided 3D detectors ever produced by the respective manufacturers.
The reason for the charge loss in the detector CNM08 is not fully understood, however,
it has been discovered that the depth of the junction columns was much shorter than the
design depth of 250µm. Scanning electron microscopy investigations of this sensor were
performed after the beam test and showed that the depth of the junction columns was only
approximately 100µm [Pel10]. The depth of the ohmic columns was close to the target
depth of 250µm. The reduced depth of the junction columns might have led to low electric
field strengths in certain regions, comparable to the low-field regions present in 3D STC
detectors with only one type of columns. Microscopic investigations of sensors produced
on other wafers showed that the processing fault was limited to one wafer from the first
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production run. The observed charge loss is not a principle problem of the detector design,
since the full signal was measured with the detector CNM09. Furthermore, the full signal
was measured with beta source measurements of unirradiated 3D detectors produced by
CNM (see Section 6.1.2). These detectors originate from later production runs than the
sensor CNM08.

The sensor FBK09 yields a maximum signal of (13.4 ± 1.0) ke−, measured at a bias volt-
age of 90V. Taking into account the uncertainty of the detector thickness, this value is
still in agreement with the expected signal of (15.0 ± 0.8) ke−. However, the difference
between the measured value and the expected value is larger than for the detectors FBK08
and CNM09. A possible signal deficit could be explained by a lower value of the capaci-
tance of the AC-coupling structure of the sensor. The production technique of the sensor
FBK09 was optimised for pixel detectors, which usually do not require AC coupling. A
relatively thick oxide layer provides the insulating layer for the AC-coupling structure and
hence the coupling capacitance is comparatively low. However, lossless signal transmission
requires that the coupling capacitance is sufficiently large compared to the detector capac-
itance. The reduced coupling capacitance can account for a signal loss of approximately
10% [DB10].

In the above discussion, the signals of the two strips adjacent to the extrapolated track
point of incidence were combined for each event. Alternatively, other clustering strategies
could be applied. This can influence the shape of the signal spectra and hence the most
probable value of the fitted Landau function. Figure 6.4 shows the Landau most probable
signals of the detectors FBK09 and CNM09 calculated using eight different clustering
strategies:

1. Only the signal of the strip where the track is pointing to is considered.

2. The highest signal of the three strips around the track impact point is used.

3. The signals of the two strips around the extrapolated track point of incidence are
summed.

4. The sum of the highest and the second highest signal of the three strips around the
track impact positions.

5. The signals of three strips around the track point of incidence are summed.

6. The signals of five strips around the track point of incidence are summed.

7. The signals of seven strips around the track point of incidence are summed.

8. A traditional clustering algorithm is used: The channel having the highest signal-to-
noise ratio is determined, where the search window is limited to five strips around
the track impact point. The signal is accepted if the signal-to-noise ratio is larger
than five (seed cut) and discarded otherwise. The signals of neighbouring channels
are added as long as the signal-to-noise ratio is larger than three (neighbour cut).

Events with tracks impinging on or close to dead or noisy channels are discarded. For the
strategies 1 and 2, charge sharing between neighbouring readout strips is not corrected
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Figure 6.4: Landau most probable signal (a) of the detector FBK09 (90 V bias) and (b)
of the detector CNM09 (70 V bias), calculated using different clustering strategies (see
text). Only statistical errors are shown.

for since only the signals of one strip are used. Strategy 3 is used for the investigations
presented in this chapter. Strategy 8 can be applied if the track point of incidence is not
precisely known. It is typically applied for analyses of beta source measurements, how-
ever, in that case the search window for the highest channel extends over the entire sensor.
This strategy was not chosen for the studies presented in this section. It requires appli-
cation of a threshold, therefore an investigation of events where a low amount of energy
is deposited, for example by tracks traversing the columns (see Fig. 6.2), is not possible.
The full difference of the results obtained with the various clustering strategies is 0.6 ke−

for the detector FBK09 and 1.4 ke− for the detector CNM09. Due to these differences, a
systematic error of 3% has been added for signals calculated as the Landau most probable
value as explained in Section 5.5.3. The different results of the clustering strategies will
become clearer when the signals induced on the neighbours of a hit channel are discussed.
An investigation of the induced signals is presented below together with the investigation
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of the space-resolved signal.

Signal-to-Noise Ratio

The data acquired during the 2009 beam test were affected by strong common mode noise
(see Section 5.5.2). Although a common mode correction was applied for all measurements,
it can be assumed that the common mode contributions could not be fully eliminated from
the data of the 2009 beam test. Hence the remaining noise is larger than the random noise
originating from fluctuations in the sensor and in the readout electronics. Therefore, the
discussion of noise and signal-to-noise ratio is limited to the data of the 2008 beam test,
which are less affected by common mode noise.

The noise of the sensor FBK08 measured at a bias voltage of 40V is (710±60) e−, leading
to a signal-to-noise ratio of 31. The sensor CNM08 exhibits a noise of (520 ± 40) e− at a
bias voltage of 24V, which results in a signal-to-noise ratio of 30. Therefore the signal-to-
noise ratio of both sensors is approximately equal, despite the different signal levels. Using
the relationship between load capacitance and the noise of the APV25 front-end chip (see
Section 5.5), the detector capacitance can be calculated. To this end, the average noise of
the APV25 channels connected to detector strips and that of the channels not connected
to detector strips are compared. In the sensor FBK08, the noise of the two groups of
channels differs by (250 ± 20) e−, which corresponds to a detector strip capacitance of
(8.7 ± 0.7) pF/cm. In the case of the sensor CNM08, the noise difference is (91 ± 7) e−,
thus the strip capacitance is (6.3 ± 0.5) pF/cm. Due to a lower depth of the junction
columns, the detector CNM08 is expected to show a lower capacitance per strip length
than the detector FBK08.

Space-Resolved Signal

Figure 6.5 shows the mean signal as a function of the distance between the track point
of impact and the centre of the readout strip. The mean value has been favoured over
the Landau most probable value since the signal spectra of the channels adjacent to a hit
channel exhibit a Gaussian distribution rather than a Landau distribution.

Due to the presence of the hollow junction columns, the mean signal is lower for tracks
impinging on the centre of the readout strip. At low voltages (here 5V, see Fig. 6.5(a)),
a readout strip of the sensor FBK09 measures weak negative signals if the track impinges
on the near half of the neighbouring strip. Distinct positive signals are measured if the
track impinges on the far half of the neighbour. At a bias voltage of 90V (see Fig. 6.5(b)),
the average signals of tracks impinging on the near half of the neighbours are not negative
any more. However, positive signals are still measured for tracks at the far half of the
neighbours. The occurrence of negative signals measured on neighbours of hit strips is
further investigated with laser measurements, which are presented in Section 6.1.4. Due
to pronounced positive signals on one of the neighbours of the hit channel, clustering
strategy 4, see Section 6.1.1, leads to the highest most probable signal. This effect can
be seen in Fig. 6.4(a). For clustering strategy 4, the strips having the highest and the
second highest signal are combined. The strip having the second highest signal is usually
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Figure 6.5: Mean signal as a function of the distance to the readout strip centre for the
detectors FBK09 (5V, 90V) and CNM09 (5V, 70V). Only statistical errors are shown.

the second neighbour. First and second neighbours are defined in Fig. 6.6.

The detector CNM09 behaves differently. At low voltages (here 5V, see Fig. 6.5(c)), the
neighbours do not exhibit significant signals, apart from charge sharing for tracks imping-
ing close to the border between two strips. However, at high voltages (here 70V, see
Fig. 6.5(d)), pronounced negative signals are measured for tracks impinging on the near
half of neighbouring readout strips. Due to these distinct negative signals on the neigh-
bours of hit strips, the signals calculated with clustering strategies 3, 5, 6 and 7 are lower
than those calculated with the other strategies (see Fig. 6.4(b)). In the strategies 3, 5, 6
and 7 the signals of several neighbouring strips are summed.

An asymmetry between the left and right neighbours can be seen in Fig. 6.5. This is at-
tributed to a displacement of the ohmic columns from the nominal position in the middle
between the readout strips. The column displacements can also clearly be seen in laser
measurements, see Section 6.1.4.

Given the periodic structure of the sensor, the sensor area can be divided into quadratic
unit cells with the junction column in the centre and one quarter of the ohmic column in
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Figure 6.7: Sketch of the unit cell of a 3D detector with the readout strip, represented
as the hatched region, running vertically. The signals measured for tracks impinging on
region 1 (grey) and region 2 (black) are investigated separately and compared to each
other (see text).

each of its corners, see Fig. 6.7. A two-dimensional visualisation of the charge collection in
a unit cell of the sensor FBK08 is given in Fig. 6.8. For this sensor, the highest statistics
are available. The sensor surface is divided within a unit cell into bins of 4µm × 4µm.
For each bin the means of the measured signals are presented as a surface plot. As the
signal distribution is not Landau-like in all bins (especially close to the column centres, see
Fig. 6.2) the mean value has been favoured over the most probable value for the illustration.

At 5 V bias voltage (Fig. 6.8, top) a ring-shaped region around the junction column with
relative high signal is visible, but the signal is not yet uniform across the unit cell. In
Fig. 6.8(a) only the signal of the channel that the track is pointing to is considered, corre-
sponding to clustering strategy 1. At the left and right margins, where the border between
neighbouring readout strips is located, the signal drops strongly due to charge sharing.
Summing the signals of the two strips around the track point of incidence (correspond-
ing to clustering strategy 3) recovers this signal drop to some extent. As can be seen in
Fig. 6.8(c), the charge collection is more uniform at 40V bias voltage. The signal drop at
the left and right margins vanishes when summing the signals of the two strips adjacent
to the track impact position (see Fig. 6.8(d)). This demonstrates that the signal drop is
caused by charge sharing and not by a low-field region with insufficient charge collection.
Significantly lower signals are only measured at the column positions.
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Figure 6.8: Representation of the signal measured with the sensor FBK08, superimposed
onto one unit cell. The junction column is centred at (x,y)=(0,50). In each corner, one
quarter of the ohmic column is visible. The readout strip is running parallel to the z-
coordinate at x = 0µm.

However, it can be seen in Fig. 6.8(d) that slightly higher signals are measured at the
centre of the readout strip (at x = 0µm) compared to the rest of the detector. To in-
vestigate this effect in more detail, the Landau most probable signals induced by tracks
impinging on different regions of the sensor are compared. The comparison is made for
tracks impinging on two different regions: on the readout strips (region 1, see Fig. 6.7) and
perpendicularly to the strips (region 2, see Fig. 6.7). The most probable signals extracted
from a Landau distribution are somewhat higher in region 1 than in region 2. The signal
difference depends on the applied clustering strategy. Negative signals on the first neigh-
bour of a hit strip cause the difference to be largest for strategy 3. Using this approach,
the signals measured with the detectors FBK08 and FBK09 are approximately 1.3 ke−

larger for tracks impinging on region 1 than for tracks impinging on region 2. In the case
of the detectors CNM08 and CNM09, this difference is only approximately 0.6 ke−. The
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signals measured for tracks impinging on the two distinct regions are more similar when
the negative signals of neighbouring strips are not taken into account. Using clustering
strategies 1 or 8, the difference is about 0.5 ke− for the FBK detectors and about 0.4 ke−

for the detector CNM09. In the case of the sensor CNM08, the difference vanishes.

The observed signal asymmetry is somewhat more pronounced in the FBK detectors than
in the CNM detectors. The length of the column overlap does not seem to play a major
role, since the overlap is very different in the detectors FBK08 and FBK09, however, the
observed signal asymmetry is similar. Therefore, the asymmetry possibly originates from
the differences in the connection of the junction columns on the front surface and the con-
nection of the ohmic columns on the sensor backplane (see Section 5.1.1). The different
layouts influence the distributions of the weighting field and the electric field close to the
surface. Altogether the signal is to a large extent uniform across the sensor area. Apart
from the column positions, regions exhibiting distinct lower signals are not present.

Efficiency

The detection efficiency is of particular importance. In 3D-detectors with a passive volume
in the columns and a non-uniform electric field configuration, the efficiency as a function
of the track impact positions is a matter of special concern. The efficiency ε is defined as
the fraction of events where the signal is higher than a chosen threshold:

ε =
k

n
, (6.1)

where k is the number of hits above the threshold and n is the total number of tracks.
The error of the efficiency was calculated according to a Bayesian approach [Ull07]:

σε =
(k + 1) (k + 2)

(n + 2) (n + 3)
− (k + 1)2

(n+ 2)2
. (6.2)

This approach has been favoured over a Poissonian or Binomial error calculation, as those
methods lead to unphysical results in the limits of 0% or 100% efficiency [Ull07]. The
investigations of space-resolved efficiency are limited to the data of the 2008 beam test.
If not mentioned otherwise, the signals of the two strips closest to the track position were
summed to eliminate charge sharing effects (corresponding to clustering strategy 3, see
Section 6.1.1). Only tracks within a fiducial area well away from the sensor edges are
included.

A two-dimensional illustration of the efficiency for a threshold of 2 fC (12.5 ke−) is shown
in Fig. 6.9, measured with the highest bias voltages applied to the detectors. The unit cell
is shown six times next to each other. The relatively high threshold of 2 fC has been chosen
to make the column positions visible. A threshold of 1 fC (6.2 ke−) is typically applied for
the binary readout of the ATLAS semiconductor tracker (SCT), while the ATLAS pixel
detector is designed for thresholds of 3− 4 ke− [Aad08c].

Since the amount of data collected with the CNM detector is considerably lower, the plot
in Fig. 6.9(b) shows more fluctuations and the positions of the columns do not appear as
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Figure 6.9: Two-dimensional representation of the efficiency measured with a threshold
of 2 fC, (a) for the detector FBK08 (40V bias) and (b) for the detector CNM08 (24V
bias). A superposition of all events onto one unit cell is displayed 6 times side by side.
The readout strips are running parallel to the z-axis at x = 50µm and x = 150µm for the
FBK device and at x = 40µm and x = 120µm for the CNM device. Due to the different
pitches, the scales of the horizontal and vertical axes on the two figures are different.

well defined as in Fig. 6.9(a). However, the efficiency outside the columns appears uni-
form in both sensors. At a bias voltage of 40 V, the total efficiency of the FBK detector
is (99.80 ± 0.01)% at a threshold of 1 fC and (98.53 ± 0.03)% at a threshold of 2 fC. The
efficiency of the CNM detector at 24V bias is (97.9 ± 0.2)% at a threshold of 1 fC and
(92.1± 0.3)% at a threshold of 2 fC. It should be noted that the lower charge yield (as ex-
plained in Section 6.1.1) causes a lower efficiency of the CNM detector at a given threshold.

To get a more quantitative view, a one-dimensional illustration of the efficiency for dif-
ferent thresholds is presented in Fig. 6.10. A projection of the efficiency is shown along
the coordinate perpendicular to the strips. The column positions are visible as drops of
the efficiency. In addition to the position of the front columns at x = 0µm, a decrease
of the efficiency is observed at the left and right margins, where the border between two
neighbouring readout strips is located. With Fig. 6.11 it can be seen that this decrease in
efficiency is caused by lower charge collection in the back columns and not by a general
low-field region between the strips. In Fig. 6.11 the efficiency versus distance to the strip
centre is shown for tracks impinging in the fiducial region marked in Fig. 6.12, thus con-
tributions from lower deposited charge in the ohmic columns are excluded.

Due to charge sharing effects the efficiencies at the left and right margins decrease when
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Figure 6.10: Efficiency as a function of the distance to the centre of the readout strip.
The efficiency is shown for three different threshold cuts in (a) for the detector FBK08 at
40V bias and in (b) for the detector CNM08 at 24V bias. The position of the junction
columns appears around x = 0µm and the position of the ohmic columns appears at the
left and right edges.

signals of single strips are used, but no decrease is visible when the signals of two strips
adjacent to the track position are summed. When restricting to signals of single strips,
the highest signal of the strips in the vicinity of the track impact position was used (cor-
responding to clustering strategy 2). The left and right margins correspond to the region
with minimum electric field, which is located in the middle of the square spanned by two
junction columns and two ohmic columns (see Section 5.1.1). Thus, apart from at the
column positions, the efficiency is uniform across the entire surface of both sensors, even
in the low electric field region.

The uniform charge collection (see Section 6.1.1) and efficiency are improvements com-
pared to 3D single type column (3D-STC) detectors with columns of only one doping
type. In 3D-STC detectors, a lower signal yield in the region with low electric field was
measured (see Section 4.4.5). The efficiency drops in the column regions do not lead to
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Figure 6.11: Efficiency for a threshold of 2 fC versus distance to the strip centre, including
only tracks in the fiducial region marked in Fig. 6.12. The efficiency is shown using signals
of single strips and the sum of the two strips closest to the track position, (a) for the FBK
detector at 40V bias and (b) for the CNM detector at 24V bias.

significant performance degradation as long as the sensors are tilted, so that the normal
of the sensor surface does not coincide with the direction of the impinging particle tracks.
This configuration, which is often applied in high energy physics tracking detectors as in
the ATLAS experiment [Aad08c], avoids that particles travel through the entire passive
volume of the columns.

Charge Sharing

An intrinsic property of 3D sensors is the reduced charge sharing compared to planar
sensors. Since the electric field inside the sensor is dominated by a component perpen-
dicular to the boundary between two readout strips, broadening of the charge cloud due
to diffusion over neighbouring strips is reduced. A comparison of charge sharing in 3D
and planar detectors using synchrotron measurements is reported in Ref. [Pen10]. While
charge sharing can be exploited to improve the spatial resolution (see Section 6.2.2), it can
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ohmic
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readout strip

Figure 6.12: Unit cell of a 3D detector. Tracks impinging on the grey region, which has a
width of 30µm in the direction of the readout strips, are used for the measurement of the
efficiency presented in Fig. 6.11.

also be disadvantageous when the signal-to-noise ratio is low and the broadening of the
charge cloud leads to further decrease of the signal measured per readout channel. This is
especially true for binary readout systems as envisaged for the upgrade of the ATLAS semi-
conductor tracker (SCT). Charge sharing reduces the detection efficiency if the liberated
charge is not much higher than the threshold value. The spatial resolution of the detec-
tor CNM09 is discussed in Section 6.2.2 together with the results of an irradiated detector.
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Figure 6.13: Fraction of clusters consisting of more than one readout strip as a function
of the distance to the readout strip centre: (a) for the detector CNM09 and (b) for a
planar n-in-p strip detector irradiated with a fluence of 5 × 1013 neq/cm

2 [Kö11a]. For
the calculation of the cluster width, a seed cut of 5 and a neighbour cut of 3 for the
signal-to-noie ratio was used.

The fraction of clusters consisting of more than one strip as a function of the distance to
the readout strip centre is shown in Fig. 6.13(a) for the detector CNM09. As a compari-
son, Fig. 6.13(b) shows the same measurement performed with a planar detector produced
by Hamamatsu (see Section 5.1.2). The planar sensor was irradiated with an irradiation
fluence of 5 × 1013 neq/cm

2. A significant radiation damage leading to a lower signal is
not expected for this comparatively low fluence. Planar sensors irradiated with different
fluences were measured in the 2009 beam test together with the 3D detectors, results are
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presented in Ref. [Kö11a, Wii].

The cluster width was calculated applying clustering strategy 8 (see Section 6.1.1), using
a seed cut of 5 and a neighbour cut of 3 for the signal-to-noie ratio. The data originate
from measurements with bias voltages well above the full depletion voltages, 70V for
the 3D detector and 500V for the planar detector. Due to comparable noise and signal
values in the two detectors investigated, the signal-to-noise cuts applied for the clustering
algorithm have essentially the same effects for both detectors. In both detectors, only
tracks impinging close to mid-pitch, shown at the left and right margins in Fig. 6.13,
exhibit a significant charge sharing probability. The width of the region with high charge
sharing is visibly lower in the 3D detector, where it is limited to a narrow band smaller
than 10µm at the left and right margins. In the planar detector this region extends up to
20µm. In total, only 11% of the hits in the 3D detector and 35% of the hits in the planar
detector are shared between neighbouring readout strips.

6.1.2 Beta Source Measurements

Beta source measurements were performed with two 3D detectors in an unirradiated state:
an n-in-p detector and a p-in-n detector produced by CNM. The detectors originate from
the second production run, the specifications are the same as those of the detector CNM09
summarised in Table 6.1. Since a readout system based on the Beetle chip (see Section 5.3)
is used for the beta source measurements, the integration time of the shaping amplifier
is below 30ns. In contrast to that, the APV25 readout chip (see Section 5.5) used for
the beam test measurements applies a 50 ns shaping. Therefore, it can be investigated
whether the shorter shaping time has any effect on the collected charge due to ballistic
deficit.
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Figure 6.14: Beta source measurements: signal of the unirradiated 3D detectors as a
function of the applied bias voltage.

Figure 6.14 shows the Landau most probable signal as a function of the applied bias voltage
for the n-in-p and the p-in-n sensor. The measurements were performed at a tempera-
ture of −16 ◦C. The signal of the n-in-p detector reaches a plateau at about 40V, which
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indicates full depletion of the sensor. The expected signal of approximately 22 ke−, corre-
sponding to the sensor thickness of 285µm (see Table 6.1), can be measured. An electrical
breakdown occurs at a voltage of approximately 80V, therefore higher voltages cannot
be applied. The results are in agreement with the beam test measurements described in
Section 6.1.1. Thus, it can be concluded that the shorter shaping time used in the beta
measurements does not lead to a lower signal.

The electrical breakdown of the p-in-n detector occurs at a bias voltage of about 230V,
hence it can be operated at considerably higher voltages than the n-in-p detector. Possi-
bly, higher electric field strengths around the p-stop implants cause an early breakdown
of the n-in-p detector.

The signal that is expected for the given detector thickness can also be measured with
the p-in-n detector. The signal in the plateau is somewhat higher than that of the n-in-p
detector. This difference can be attributed to calibration uncertainties or to slightly dif-
ferent thicknesses of the two sensors. After reaching a plateau at approximately 40V, the
signal of the p-in-n detector increases significantly at bias voltages above 200V. Between
205V and 227V, the signal increases by 2.6 ke−. It has to be mentioned that the errors in-
dicated in Fig. 6.14 are dominated by a correlated systematic uncertainty. The statistical
uncertainty, originating from the fit of a convolution of a Landau function and a Gaussian,
is below 0.2 ke− for these measurements. An overlay of the signal spectra measured at
bias voltages of 205V and 227V is shown in Fig. 6.15. It is apparent that higher signals
are measured at 227V. The average noise of all channels does not increase between 205V
and 227V, see Section 6.1.3.
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Figure 6.15: Signal spectra of the unirradiated p-in-n detector measured at bias voltages
of 205V and 227V.

The significant increase of the signal can be attributed to charge multiplication due to
impact ionisation (see Section 3.3.7). So far, charge multiplication in silicon tracking de-
tectors designed for high-energy physics purposes has only been reported after exposing
the detectors to high irradiation fluences (see Section 4.3.5). Charge multiplication in
irradiated double-sided 3D detectors is discussed in Section 6.2. The assumption that
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Figure 6.16: Simulated electric field strength in a 3D detector for a bias voltage of 227V
and an effective doping concentration of 3×1011 cm−3. (a) Two-dimensional representation
of the field strength, the junction column is located in the centre and an ohmic column is
located in each of the four corners. (b) Electric field on the direct line between a junction
column and an ohmic column, as a function of the distance to the junction column centre.
The field inside the columns was not simulated.

charge multiplication leads to the signal increase can be substantiated by calculations of
the electric field. Figure 6.16 shows the results of electric field simulations, which were
performed as described in Section 5.1.1. The electric field strength was calculated for a
detector with an effective doping concentration of 3×1011 cm−3 at a bias voltage of 227V.
The doping concentration corresponds to that of the p-in-n detector investigated here.
The electric field strength exceeds 12V/µm close to the junction columns and close to
the ohmic columns. These high values of the electric field strength are already reached
at relatively low bias voltages due to the short distance between the columnar electrodes
and due to the circular shape of the electrodes. As a consequence of the low doping con-
centration of the substrate, the field strengths around the junction columns and around
the ohmic columns are approximately equal. The field strength close to the ohmic column
decreases with increasing doping concentration.

To highlight the effect of the electrodes’ shape on the electric field, the maximum field
strength can be compared to the one in a planar detector. In a pad detector with a thick-
ness of 50µm, which corresponds to the spacing of the junction columns and the ohmic
columns, Eq. 3.11 (see Section 3.3.1) yields a maximum electric field of only 5V/µm for a
bias voltage of 227V. This is considerably lower than the maximum electric field for the
same bias voltage in a 3D detector.

As discussed in Section 3.3.7, impact ionisation of electrons is expected to come into ef-
fect at electric fields higher than approximately 10V/µm. Therefore, the increase of the
signal at voltages above 220V is attributed to multiplication of electrons in the vicinity
of the ohmic columns. It should be kept in mind that these simulations can only serve as
an approximation. While the simulations are assumed to well approximate the real field
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distribution close to the middle of the detector depth, deviations are expected in other
regions. Especially close to the detector surfaces and around the column tips, the field
distribution will be different. The highest fields are expected in the vicinity of the column
tips due to more pronounced focusing of the electric field lines.

6.1.3 Noise

This chapter reports noise measurements of the CNM n-in-p and p-in-n detectors. These
detectors were also measured with the beta source setup (see Section 6.1.2) and the laser
setup (see Section 6.1.4). The design of the detectors corresponds to that of the sensor
CNM08, see Table 6.1. As the noise depends on the detector capacitance, the noise is
expected to decrease as the depletion zone increases.
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Figure 6.17: Noise as a function of the applied voltage, measured with the CNM n-in-p
detector at a temperature of −16 ◦C. In (a), the noise is shown for all readout channels,
(b) shows the average noise of these channels. Only the errors of the mean are considered.

Figure 6.17 shows the noise of the CNM n-in-p detector as a function of the applied bias
voltage. The noise reaches a first plateau around a bias voltages of 10V. It is assumed
that this voltage corresponds to the lateral depletion voltage. A strong decrease of the
noise can be observed between 25V and 30V. Potentially, the regions around the p-stop
isolation structures deplete at these voltages, which could lead to a strong decrease of the
detector capacitance. Hence, the noise also decreases strongly. It is assumed that full
depletion of the sensor is reached at a bias voltage of 30V. Considerable variations of the
noise of the different channels can be seen in Fig. 6.17(a).

The noise of the CNM p-in-n detector is illustrated in Fig. 6.18. The noise of the different
channels is more uniform compared to the CNM n-in-p sensor. Furthermore, it decreases
more rapidly at low bias voltages and reaches a plateau already at a bias voltage of 10V.
At voltages higher than 220V, where onset of charge multiplication can be observed (see
Section 6.1.2), the noise does not increase considerably. At the highest voltages, the
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Figure 6.18: Noise of the CNM p-in-n detector, measured at a temperature of −16 ◦C. In
(b), the mean noise of the channels is shown. Only the errors of the mean are considered.

mean noise is approximately 0.9 ke−, whereas the noise of the CNM n-in-p detector is
about 0.1 ke− higher. Possibly, the difference is due to the p-stop implants in the n-in-p
detector.

6.1.4 Laser Measurements

The laser measurements were performed to investigate the detector’s response as a function
of the position of the energy deposition. Three double-sided 3D detectors were measured
in an unirradiated state: an n-in-p and a p-in-n detector produced by CNM, and an
n-in-p detector produced by FBK. The CNM sensors have the same design as the detector
CNM08, the FBK sensor is the sensor FBK09, see Table 6.1. The CNM sensors were also
measured with the beta source setup (see Section 6.1.2), the FBK sensor was measured in
the beam test 2009 (see Section 6.1.1).

Since the laser is reflected by the metal of the readout strips, only the region between the
strip metallisations can be investigated. Typically, the measurements are performed by
scanning the laser over a rectangular area around the position of an ohmic column, as illus-
trated in Fig. 6.19. All laser scans reported within this thesis were made using a step size
of 2µm in x- and y-direction. As explained in Section 5.4, the signals measured with the
laser setup are reported in units of ADC counts, a conversion into charge is not performed.

An example of the signals measured on the two strips adjacent to the area scanned by the
laser is shown in Fig. 6.20. These measurements were performed with the unirradiated
CNM n-in-p sensor at a bias voltage of 77V. When the laser illuminates the left part of
the region in between the strips, only the left channel measures high signals. As the laser
moves to the right part of this region, the signal of the left channel decreases and that of
the right channel increases. In the middle, charge sharing and the finite laser spot size
allow both channels to measure appreciable signals. The non-collecting strip can measure
negative signals for certain laser positions. This effect, which was already mentioned in
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Figure 6.19: Unit cell of a 3D strip detector. The region typically scanned with the infrared
laser is delimited by the dashed line. Signals induced by the laser shining on the high and
low-field regions are investigated in Fig. 6.23.

the discussion of the beam test results (see Section 6.1.1), is investigated in more detail
below. Negative signals on neighbours of the hit channel were also observed with 3D STC
detectors [Ehr07, Eck08, Pah09].
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Figure 6.20: Laser measurement of the CNM n-in-p detector at a bias voltage of 77V. The
signal of the left and the right channel, which border the scan area, are shown separately.

The transition between high and low signals of the two readout strips does not coincide
with the middle between these strips. This asymmetry is ascribed to a displacement of the
ohmic columns from the nominal position in the middle between four junction columns.
The junction columns are located in the middle of the strip metallisations, as can be seen
optically on the sensor surface (see Fig. 5.2). The displacement of the ohmic columns is
further discussed below.
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To investigate the uniformity of the signal across the sensor area, the signals of neighbour-
ing readout strips are summed. Figure 6.21 shows the resulting plot of laser measurements
performed with the CNM n-in-p detector at two different voltages. At a bias voltage of
4V, the volume between the columnar electrodes is already depleted. Hence the detector
is active all over the scanned region. At higher voltages, the electric field in the depleted
volume increases and the depletion zone expands further towards the detector front surface
and to the backplane. Therefore, higher signals are measured at a bias voltage of 77V.
The signal is uniform, apart from the position of the ohmic column.

It is apparent from Fig. 6.21 that the ohmic column is shifted by 5−10µm from its nominal
position in the middle between the strips. As the positions of the ohmic columns cannot
be seen optically, this displacement was initially unexpected. In principle, an observation
of such a shift could also be a measurement artefact, caused by a non-perpendicular inci-
dence of the laser on the sensor surface. However, in that case the column would appear
oval-shaped rather than circular. Furthermore, a systematic effect of the setup could be
excluded by performing a laser measurement with the sensor rotated about 180◦. The
result of that measurement was consistent with the measurements performed before the
rotation. Therefore, it is concluded that the ohmic columns are indeed displaced. The dis-
placement is assumed to result from a misalignment of the masks applied in the numerous
production steps. Displacements of the ohmic columns can be observed in all detectors
investigated within this thesis, however, the magnitudes are different.

Figure 6.22 shows the results of laser measurements performed with the CNM p-in-n sen-
sor and the FBK n-in-p sensor, in both cases with a bias voltage of 80V. A displacement
of the ohmic columns from the nominal positions is visible again. The signals are less
uniform than those measured with the CNM n-in-p detector discussed above. The CNM
p-in-n detector (Fig. 6.22(a)) yields slightly lower signals if the laser illuminates the region
around the ohmic column and the middle between the readout strips. Somewhat higher
signals are measured if the laser impinges close to the junction columns. In the case of the
FBK detector (Fig 6.22(b)), the signal non-uniformity is even more pronounced. Here,
higher signals are measured for laser impact positions around the ohmic column. Lower
signals are measured if the laser impinges very close to the strip metallisations. Potentially,
these lower signals could result from a higher reflectivity close to the metal traces due to
additional passivation layers. The absolute signals measured with the different detectors
cannot be compared directly since it is not guaranteed that the oxide layer on all sensors
has the same thickness and the same reflectivity. Furthermore, the temperature during
the measurement of the FBK detector was much higher than the temperature of the other
detectors1: the FBK detector was measured at a temperature of +30 ◦C, whereas the
other ones were operated at −20 ◦C. The temperature has a strong effect on the gain of
the Beetle chip and the absorption length of the laser photons decreases with increasing
temperature (see Section 3.3.4).

The different extent of the signal non-uniformity in the CNM detectors and the FBK

1The FBK sensor was physically the same as measured during the 2009 beam test and was still mounted
on the beam test module. Due to its large dimensions this module could not be installed in the cold box
of the laser setup, hence cooling was not possible.
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Figure 6.21: Signal as a function of the laser point of incidence measured with the CNM
n-in-p detector, (a) at a low bias voltage (4V) and (b) at a high bias voltage (77V).
The signals of two adjacent channels are summed. The sensor temperature during the
measurement was −20 ◦C.

detector is not fully understood. As discussed in Section 6.1.1, a slight non-uniformity
was also observed with the beam test measurements. However, this is of minor concern
since the full signal can be measured with all detectors. In the case of the beam test mea-
surements, the non-uniformity of the FBK detector was also more expressed than that
of the CNM detector. Possibly, the differences can be related to the different schemes
the two manufacturers apply for the connection of the columnar electrodes. Especially,
the additional doping layer below the strip metallisation in the FBK design can lead to
different weighting field distributions in the surface region. As the absorption probability
of the laser photons is higher in the surface region, these differences have a large effect
on the laser measurements. In the case of the FBK detector, p-spray implantations have
an additional effect on the electric field close to the surface. It is possible that not all
charge carriers, which are generated close to the surface, are collected within the amplifier
integration time of approximately 25 ns.

This interpretation is further substantiated by the observation of negative signals on elec-
trodes which do not collect any charge carriers (see below). Non-collecting electrodes
which do not collect any charge carriers can only measure nonzero signals in the case of
trapping or if the integration time is shorter than the length of the induced current pulse
(ballistic deficit). As these detectors are unirradiated, trapping can be neglected. The
induced current on non-collecting electrodes can change the sign if the scalar product of
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Figure 6.22: Signal as a function of the laser point of incidence measured with (a) the CNM
p-in-n detector and (b) the FBK n-in-p detector. Both measurements were performed at
a bias voltage of 80V. The signals of two adjacent channels are summed. The sensor
temperature during the measurement was −20 ◦C for the CNM detector and +30 ◦C for
the FBK detector.

the drift velocity and the weighting field changes its sign (see Section 3.3.6). If the induced
current pulse on non-collecting electrodes is composed of a fast negative component and
a slow positive one, ballistic deficit can lead to negative signals. It would be possible to
further investigate these effects with measurements using the transient current technique
TCT [Mur70]. In TCT measurements the induced current, generated by a laser pulse,
can be analysed directly for selected electrodes. Also, transient simulations of the signal
generation applying a three-dimensional model of the detectors could help to gain further
insight into the observed behaviour. However, those studies are beyond the scope of this
thesis.

Signal in Selected Regions

To get a more quantitative view, the signals are extracted for selected laser points of
incidence. Figure 6.23 summarises the signals extracted in four different regions as a
function of the applied bias voltage. The high and low-field regions correspond to the
regions marked in Fig. 6.19. The high-field region is located on the direct line between an
ohmic column and a junction column. The low-field region is located in the middle of the
rectangle bordered by two junction columns and two ohmic columns. These regions are
characterised by a very high and a very low electric field, respectively, as can be seen in
the field maps presented in Fig. 5.4, Section 5.1.1, and Fig. 6.16, Section 6.1.2. The signals
have been extracted from laser scan measurements, which are described in the preceding
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Figure 6.23: Signal for selected laser positions as a function of the applied bias voltage
for different detectors and different temperatures. The signal values are normalised to the
highest signal measured in a measurement series of one detector.

section. The data points reflect the mean signal, averaged over four neighbouring laser
positions (the scans were performed with a step size of 2µm). The “negative region”
corresponds to the position where the most pronounced negative signals are measured. In
this case the data of a single readout strip are considered. In the other regions the signals
of two adjacent strips were summed. The signals are normalised to the highest signal
obtained in the measurement series for one detector at a constant temperature.

The measurements of the CNM n-in-p detector are shown in Figs. 6.23(a) and 6.23(b).
The measurements were performed at −20 ◦C and +30 ◦C, respectively. In all regions,
the signal decreases for bias voltages between 20V and 30V. As can be deduced from
noise measurements (see Section 6.1.3), 30V is the full depletion voltage of the sensor.
More pronounced negative signals on one of the strips around the laser point of incidence
lead to a lower sum of the signal. It is remarkable that considerably more pronounced
negative signals are measured if the sensor is fully depleted. This observation gives rise
to the assumption that the negative signals are induced by charge carriers generated close
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to the detector surface. At voltages lower than the full depletion voltage, these charge
carriers quickly recombine and do not contribute to the measured signal. In the case of
full depletion, the electric field is particularly low close to the surface. Charge carriers
generated in these regions with low electric field are likely to suffer from ballistic deficit
that can cause negative signals on electrodes which do not collect any charge carriers.

At low temperature (−20 ◦C, Fig. 6.23(a)), negative signals are only measured for bias
voltages higher than 20V. In contrast to that, negative signals can be observed at all bias
voltages in the measurements performed at higher temperature (+30 ◦C, Fig. 6.23(b)).
This observation confirms the interpretation that the negative signals are induced by
charge carriers generated in the volume close to the detector surface. An increase of the
temperature leads to a shorter absorption length of the laser photons and more charge
carriers are liberated in the upper detector volume. The decreased absorption length also
causes the signals measured in the region of the ohmic column to be higher at higher
temperatures. Since the columns represent essentially passive volume, the signal is mainly
generated in the silicon above the column tips. The signals measured at +30 ◦C are less
uniform than those measured at −20 ◦C, where only a slight difference between the high-
field region and the low-field region exists.
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Figure 6.24: Time profile of the analogue output pulse of the Beetle front-end chip for the
hit strip, the first neighbour and the second neighbour. The measurement was performed
with the CNM n-in-p detector at a bias voltage of 50V, which is higher than the full
depletion voltage. The pulse shape was reconstructed by varying the delay between the
laser pulse and the data acquisition.

Figure 6.24 shows the time profile of the analogue output pulse of the Beetle front-end
chip for the hit strip, the first and the second neighbour. The measurement was per-
formed by varying the delay between the generation of the laser pulse and the trigger for
the data acquisition in steps of 5 ns (see Section 5.4.1). It was conducted with the CNM
n-in-p detector at a bias voltage of 50V, the laser was impinging on the high-field region.
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The first neighbour and the second neighbour are the strips which are second-closest and
third-closest to the laser point of incidence (see Fig. 6.6). It can be seen that in this case
the Beetle output pulses of the three channels have their maxima at different delays. The
pulse of the second neighbour reaches the maximum earlier, whereas the pulse of the first
neighbour reaches the maximum later than that of the hit strip. For delays higher than
70 ns, the tail of the Beetle pulse is visible, which has the opposite polarity than the first
part of the pulse.

For the final measurements, the timing has to be adjusted by fixing the delay between the
laser pulse and the trigger for the data acquisition. The delay is chosen to assure that the
analogue Beetle pulse of the hit strip is sampled at its maximum. The corresponding delay
for the measurement shown in Fig. 6.24 is 47 ns (see also the discussion in Section 5.4.1).
Therefore, it is possible that the analogue pulses of the neighbouring channels are not
sampled at their maxima, as this would require different delays. Hence, the signals of the
neighbouring channels investigated in this and the following subsection do not correspond
to the maxima of the pulses. It has to be emphasised that the pulses illustrated in Fig. 6.24
reflect the output pulses of the Beetle shaping amplifier and not the pulses of the currents
induced on the electrodes. The underlying induced current cannot be reproduced with the
experimental equipment used for the work described within this thesis.

The results of the CNM p-in-n detector are shown in (Fig. 6.23(c)). Negative signals are
measured as well, however, the magnitude is lower than in the case of the CNM n-in-p
detector. At voltages above 220V, the signals increase strongly. At these voltages, an in-
crease of the signal is also observed with the beta source measurements (see Section 6.1.2)
and is attributed to charge multiplication. However, the relative signal increase observed
with the laser measurements is larger than that of the beta source measurement. This
observation points to the fact that predominantly the charge carriers generated close to
the detector surface are multiplied. This would also explain why no negative signals are
measured once charge multiplication occurs: The extra generation of charge carriers coun-
terbalances the ballistic deficit. It can be assumed that most of the charge multiplication
takes place around the tip of the ohmic column, where particularly strong electric fields
are expected. Therefore, the signal induced by the laser shining onto the position of the
ohmic column also increases rapidly.

The FBK detector (Fig. 6.23(d)) was measured up to a bias voltage of 95V, an electrical
breakdown occurs at approximately 100V. Negative signals are measured at all bias
voltages applied. As in the beam test measurements, the signal saturates at approximately
20V and is relatively constant up to the highest bias voltage applied.

Signal Projections

Figure 6.25 shows the signals measured by single strips as a function of the distance to the
strip centre. The data are computed from laser scans with a step size of 2µm, spanning
a region which was approximately 80µm long in the direction of the readout strips. The
signals measured for the different laser impact positions along the strip direction are av-
eraged. The representations highlight the different responses of the detectors if the laser
shines on the left side or on the right side of the readout strip. In the CNM n-in-p and
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Figure 6.25: Single strip signals as a function of the distance between the laser point
of incidence and the readout strip centre. The signals are averaged over laser impact
positions along the direction of the readout strips. The hatched regions correspond to the
strip metallisations, these cannot be investigated with the laser measurements.

p-in-n detectors, it can be clearly seen that the transition between high and low signals
occurs further away from the strip if the laser impinges on the right hand side of the strip.
An asymmetry is also apparent for the negative signals, which are measured if the laser
impinges between approximately 40µm and 60µm away from the strip centre. These
asymmetries are ascribed to the displacements of the ohmic columns from the nominal
positions in the middle between the strips (see above).

The CNM n-in-p detector was measured at a temperature of −20 ◦C (Fig. 6.25(a)) and at
a temperature of +30 ◦C (Fig. 6.25(b)). Due to the temperature dependence of the Beetle
chip gain on the temperature, the absolute signals measured at a higher temperature are
lower. However, it is visible that the negative signals, compared to the positive signals in
the same measurement, are more pronounced at low temperatures (see also the discussion
of Fig. 6.23).

If the laser approaches the strip metallisations, the signal of the CNM detectors increases,
whereas the signal of the FBK detector decreases. As mentioned above, this can result
from a different reflectivity close to the metallisation edges, possibly due to different pas-
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sivation structures. The CNM n-in-p detector and the FBK n-in-p detector exhibit strong
positive signals if the laser impinges far away (more than 100µm) from the readout strip
centre. These signals are more pronounced than those induced by high-energy particles
impinging on the same sensor regions, as visualised in Fig. 6.5. It is assumed that these
signals originate from charge carriers generated in the upper regions of the detector. The
charge carriers are not collected by the readout strip under consideration, however, a cur-
rent is induced due to a nonzero weighting field. High-energy particles cause ionisation
uniformly in the sensor, whereas the absorption of the laser photons takes place mainly in
the upper sensor regions. As it is the case for negative signals discussed in detail above,
these positive signals on far neighbours are believed to originate from ballistic deficit.
The fast positive component of the induced current is integrated by the shaping ampli-
fier, whereas the negative component of the pulse occurs too late and cannot be integrated.
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6.2 Measurements After Irradiation

6.2.1 Punch-Through Biasing Problems in FBK Detectors

In the 2009 beam test, FBK 3D n-in-p detectors irradiated to fluences of 1× 1015 neq/cm
2

and 3×1015 neq/cm
2 were measured. While an unirradiated detector of the same detector

design showed good performance (see Section 6.1.1), the data of the irradiated FBK de-
vices could not be analysed. The signal was not large enough to achieve a clear separation
from the detector noise, hence no alignment and no analysis could be performed. These
observations could be traced back to problems of the detectors’ biasing structures.

n
+

p

p
+

strip implant bias ring implant
Vext

Veff

Figure 6.26: Cross-sectional view of a strip detector parallel to the strip direction. A
punch-through channel evolves between the strip implant and the bias ring. Columnar
electrodes and AC-coupling structures are not shown. The external voltage Vext is applied
between the bias ring and the sensor backplane. Veff is the effective voltage between the
strip implant and the backplane.

The strip implants of the FBK detectors are biased by means of a punch-through struc-
ture [Lut99, Ros06], which is realised as a gap between the strip implant and the bias
ring, see Fig. 6.26. Punch-through biasing has the advantage of requiring less space on
the sensor and fewer processing steps than the implementation of bias resistors. In con-
trast to the FBK detectors, the 3D detectors produced by CNM do not have any biasing
structures. The strips are connected to an AC-coupled fanin, which connects the readout
strips to a common bias line by means of bias resistors (see Sec.5.1.1).

Commonly, the bias ring is kept on ground potential while a non-zero potential is applied
to the sensor backplane. With increasing external bias voltages, the depletion zone around
the bias ring grows and reaches the intrinsic depletion zone around the strip implants at
the punch-through voltage. From this voltage onwards, the strip potential follows the bias
ring potential with a certain offset. It is desired to keep the punch-through voltage small
so that the potential of the strip implant is close to ground potential. This assures that
the effective bias voltage Veff between the strip and the sensor backplane is close to the
external bias voltage Vext, which is applied between the bias ring and the sensor backplane
(see Fig. 6.26). It was found that this requirement was not fulfilled for the FBK 3D n-in-p
detectors tested in the 2009 beam test.
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Figure 6.27: Measurement of the effective voltage between the strip and the sensor back-
plane as a function of the external voltage. The dashed line shows the ideal behaviour,
for which the effective voltage is equal to the external voltage.

Figure 6.27 shows measurements of the effective bias voltage as a function of the external
bias voltage. The effective voltage could be measured by contacting the DC pads of the
strips and the detector back contact. Ideally, the effective voltage should coincide with
the external bias voltage. The ideal behaviour is illustrated by the dashed line. However,
the effective voltage stays well below this level for both the unirradiated detector and
the detector irradiated with a fluence of 1 × 1015 neq/cm

2. In both cases, the effective
voltage reaches only approximately 25% of the external voltage. The remainder, 75% of
the applied voltage, drops over the punch-through structure.

The maximum bias voltages applied to the detectors irradiated to 1 × 1015 neq/cm
2 and

3× 1015 neq/cm
2 were 110V and 130V, respectively. Higher voltages could not be applied

as they would lead to electrical breakdown of the devices. Due to the voltage drop over
the punch-through structure, the maximum effective bias voltages between the strips and
the sensor backplane were only 28V and 33V, respectively. These voltages were too low
to measure any appreciable signal. Therefore, the large voltage drop is assumed to be the
reason why the beam test measurements of the irradiated FBK detectors could not be
analysed. In an unirradiated state, sufficiently high effective voltages could be achieved,
despite the sizeable voltage drop over the punch-through structure.

The problem of the punch-through biasing structure could be understood and reproduced
using device simulations [Pov11]. A strong coupling between the p+-doped ohmic columns,
which extend into the substrate from the sensor backplane, and the p-spray implantation
cause the strip potential to follow the potential on the backplane more than the bias ring
potential. The presence of p-spray between the ends of the strips and the bias ring, where
the punch-through mechanism is expected to occur, further increases the potential drop
between the strips and the bias ring. The interpretation that the problem is related to the



124 CHAPTER 6. MEASUREMENTS OF 3D DETECTORS

presence of p-spray is substantiated by the fact that FBK 3D p-in-n detectors, which were
produced in a similar design, could be successfully measured after irradiation [Zob08b].
Those detectors do not have p-spray implantations, as additional strip isolation structures
are not required in detectors with p-side readout (see Section 4.1.1). The problems of
the punch-through biasing structures are expected to be overcome in a new design, which
features a reduced gap between the strip and the bias ring [Pov11].

6.2.2 Beam Test Measurements

Beam test measurements with high-energy pions passing through irradiated 3D detectors
were performed in 2009. Detectors produced by CNM and FBK were studied, however,
the FBK detectors were affected by a failure of the punch-through biasing structure (see
Section 6.2.1). Therefore, the discussion in this section is limited to the results obtained
with the CNM detectors. The devices under test are three identical CNM n-in-p detectors.
In addition to an unirradiated detector, two devices irradiated with different fluences (1×
1015 neq/cm

2 and 2×1015 neq/cm
2) were measured. The results of the unirradiated detector

(CNM09) are described in Section 6.1.1. The amount of data collected for each sensor was
considerably lower in the 2009 beam test than in the 2008 beam test. Therefore, high-
resolution investigations of the space-resolved charge collection and efficiency as performed
for the unirradiated detectors (see Section 6.1.1) are not possible. The results of the 2009
beam test measurements are published in [Kö11a].

Signal

The signal of the detectors is calculated by applying a traditional clustering algorithm as
explained in Section 6.1.1 (clustering strategy 8). In the following investigation, tracks
having impact positions across the entire sensor surfaces are considered.
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Figure 6.28: Normalised signal distributions for the unirradiated detector (measured at
a bias voltage of 70V) and the detector irradiated with a fluence of 1 × 1015 neq/cm

2

(measured at a bias voltage of 200V). The fit superimposed is a convolution of a Landau
function and a Gaussian. The signals are given in ADC counts.
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Figure 6.28 shows a comparison of the signal distributions measured with the unirradiated
detector and the detector irradiated with a fluence of 1×1015 neq/cm

2. A fit of a convolu-
tion of a Landau function and a Gaussian is superimposed and describes the spectra well.
The data of the unirradiated detector were measured at a bias voltage of 70V, which is the
highest voltage applied to this sensor. The most probable value of the Landau function
is (22.9 ± 1.8) ke−, which corresponds to the signal expected for the given thickness of
285µm (see also the discussion in Section 6.1.1). The spectrum of the detector irradiated
to 1×1015 neq/cm

2 has a higher most probable value and a larger width than the spectrum
of the unirradiated detector. The most probable signal, extracted from the fitted Landau
function, is (30.2 ± 2.3) ke−

In addition to higher noise, the broadening of the spectrum of the irradiated detector is
caused by a strong common mode contribution which could not be completely subtracted
and effectively increases the measured noise (see Section 5.5.2). A further broadening is
caused by the dependence of the signal on the track impact position, as will be discussed
below. The lower tail of the distribution, below approximately 25ADC, is caused by
tracks going directly through the passive columns and therefore leading to lower signal
(see Section 6.1.1).

The fact that more charge is measured than liberated by the penetrating particle can
be attributed to charge multiplication due to impact ionisation. Indications for charge
multiplication in irradiated 3D p-in-n silicon strip detectors produced by FBK were also
observed in measurements using a radioactive source and an infrared laser setup [Zob08b].
In Section 6.2.3 and Section 6.2.6, charge multiplication of irradiated double sided 3D
detectors produced by CNM is investigated with beta source and laser measurements.
An observation of charge multiplication in an unirradiated CNM p-in-n double-sided 3D
detector is discussed in Section 6.1.2.
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Figure 6.29: Signal as a function of the applied bias voltage for different detectors irradi-
ated with different fluences.

Figure 6.29 summarises the signal as a function of the applied bias voltage for the in-
vestigated detectors. All signals reflect the most probable value of a Landau function
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calculated by a fit as shown in Fig. 6.28. The signals measured with the irradiated 3D
detectors exceed the signal of the unirradiated detector and increase strongly for voltages
above approximately 150V. At the highest bias voltages applied, 220V for the sensor
irradiated to 1 × 1015 neq/cm

2 and 260V for the sensor irradiated to 2 × 1015 neq/cm
2,

the signal is approximately twice as high as the signal of the unirradiated sensor. Due
to an increased effective doping concentration and an increased trapping probability, the
detector irradiated to 2 × 1015 neq/cm

2 requires higher voltages to yield the same signal
magnitude as the detector irradiated to 1× 1015 neq/cm

2.

These measurements provide evidence that the radiation-induced increase of the effective
doping concentration leads to electric field strengths sufficiently high for strong charge
multiplication. This effect has also been observed with highly irradiated planar silicon
strip detectors [Man10], [Cas11b], [Kra10b] and epitaxial silicon pad detectors [Lan10]
(see also Section 4.3.5). In planar detectors, charge multiplication requires higher voltages
due to a larger spacing between the electrodes. The specific geometry and the short dis-
tance of about 50µm between junction columns and ohmic columns in the 3D detectors
investigated here leads to a high electric field and therefore to strong charge multiplication
already at comparatively low voltages.
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Figure 6.30: Overlay of the measured signal and the leakage current, (a) for the 3D detector
irradiated to 1× 1015 neq/cm

2 and (b) for the 3D detector irradiated to 2× 1015 neq/cm
2.

The leakage current was measured at −20 ◦C.

The measured signal and the leakage current of the irradiated 3D detectors are strongly
correlated, as shown in Fig. 6.30. The measurements of the leakage current were per-
formed at approximately −20 ◦C and reflect the current drawn by all strips, as the current
flowing through the guard ring has been subtracted. The guard ring current accounted for
10%-15% of the total current. After tending to saturate at about 50V, the leakage current
increases strongly above 150V, in agreement with the signal curves. Around 150V, where
the curve of the leakage current has the weakest slope, the current of the detector irradi-
ated with a fluence of 2×1015 neq/cm

2 is approximately twice as high as the current of the
detector irradiated to 1× 1015 neq/cm

2. This agrees with the expectation that the leakage
current in fully depleted irradiated detectors is proportional to the irradiation fluence (cf.
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Section 4.3.2).

The correlation between the leakage current and the signal shows that charge carriers
generated both by traversing particles and by thermal excitation are multiplied by the
same factor if the electric field is sufficiently high. This confirms that charge multiplica-
tion due to impact ionisation leads to the higher signal of irradiated detectors compared
to unirradiated ones. These studies are currently the only beam test measurements in
which charge multiplication in highly irradiated silicon tracking detectors could be con-
clusively observed. Other studies were made with radioactive sources and laser measure-
ments [Man10, Cas11b, Lan10, Kra10b]

Space-Resolved Signal

The path of liberated charge carriers drifting towards the electrodes depends strongly on
the impact position of the particle track. Both the drift length and the electric field along
the drift path are affected by the position where the charge carriers are created. The
electric field and the drift length can influence the probability of trapping and charge
multiplication. Therefore, it is interesting to investigate the dependence of the signal on
the track point of incidence.

m)µx (

-40
-20

0
20

40

m
)

µ
z 

(

-40

-20

0

20

40

 )-
M

ea
n 

S
ig

na
l (

ke

20

40

 )-
M

ea
n 

S
ig

na
l (

ke

20

40

Figure 6.31: Two-dimensional representation of the signal height as a function of the track
point of incidence, superimposed onto one unit cell. The measurement was performed with
the detector irradiated to 2×1015 neq/cm

2 at a bias voltage of 230V. The junction column
is centred at (0,0). In each corner, one quarter of the ohmic column is visible. The readout
strip is running parallel to the z-coordinate at x = 0µm.

As in Fig. 6.8, Section 6.1.1, the illustration in Fig. 6.31 shows the mean charge as a
function of the track point of incidence in a unit cell of the detector. A measurement
performed with the sensor irradiated to 2 × 1015 neq/cm

2 at a bias voltage of 230V was
selected, since for this measurement the highest statistics are available. In contrast to
the other considerations in this section, which apply the clustering strategy 8 (see Sec-
tion 6.1.1), the signal shown in Fig. 6.31 was calculated using the clustering strategy 3.
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Since the clustering algorithm of strategy 8 employs a seed cut, it is possible that tracks,
which pass directly through the columns and deposit less energy, would be disregarded for
the analysis. In order to include also these signals, strategy 3 was chosen, which does not
apply any signal cut.

It is apparent from Fig. 6.31 that tracks impinging close to the junction columns induce
higher signals than tracks impinging elsewhere. The measurement was performed at a
bias voltage of 230V, hence strong charge multiplication takes place, as discussed in Sec-
tion 6.2.2. The signal distribution is considerably less uniform than that of the unirradiated
detectors (see Section 6.1.1). However, the statistics acquired during the 2009 beam test
is not sufficient to perform a detailed two-dimensional investigation of the dependence of
the signal on the track impact point.

To get a more quantitative view, the Landau most probable signals induced by tracks
impinging on different regions of the sensor are investigated separately. As discussed in
Section 5.1.1, distinctly high electric fields are present close to the columns and on the
direct line between an ohmic column and a junction column. Minima of the electric fields
are present in the middle of the rectangle spanned by two junction columns and two ohmic
columns (see Fig. 5.4, Section 5.1.1, and Fig. 6.16, Section 6.1.2). Charge carriers liberated
in the regions shown in Fig. 6.32(a) experience relatively low electric fields during their
drift, whereas the field is considerably higher for charge carriers generated in the regions
illustrated in Fig. 6.32(b). Tracks impinging on the low-field regions located at the left
and right margins of the unit cell (see Fig. 6.32(a)) lead to higher charge sharing between
neighbouring readout strips. As the effects of charge sharing should be separated from the
following discussion, these tracks are not considered for the following investigation.

ohmic

column

junction

column

readout strip

(a)

ohmic

column

junction

column

readout strip

(b)

Figure 6.32: Sketch of the unit cell of a 3D detector with the readout strip, represented
as the hatched region, running vertically. In (a) regions with low electric field and in (b)
regions with high electric field are shown as grey shaded areas (see text).

While the signals for tracks impinging in the two distinct regions do not differ in the unir-
radiated 3D detector, substantial differences are measured for the irradiated sensors. The
Landau most probable signals of tracks impinging on the high-field region and the low-field
region are shown as a function of the applied bias voltage in Fig. 6.33 for the 3D detectors
irradiated to 1 × 1015 neq/cm

2 and 2 × 1015 neq/cm
2. Results from the measurements at

lower voltages are not included as the limited number of tracks does not allow a statisti-
cally significant investigation. A difference of the signals measured for tracks impinging
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in the distinct regions can be clearly identified. Charge carriers generated in both regions
evidently undergo charge multiplication. The results indicate that the multiplication takes
place only in a thin region around the junction column. Otherwise a higher multiplication
for charge carriers generated in the low-field region, which have a longer drift path, would
be expected.

Several effects lead to the observed signal non-uniformity. In the low-field region the
charge carriers have longer drift distances and lower drift velocities, which leads to a
higher trapping probability. Furthermore, as the charge multiplication coefficients exhibit
a strong dependence on the electric field (see Section 3.3.7), the charge carriers drifting
along a path with a higher electric field have a larger probability of being multiplied. The
difference between the signals in the distinct regions increases with increasing voltage.
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Figure 6.33: Signals for tracks impinging in the regions with low and high electric field as
a function of the applied bias voltage for the 3D detectors irradiated to 1× 1015 neq/cm

2

and 2× 1015 neq/cm
2. The lines connecting the data points are shown to guide the eye.

Spatial Resolution

To assess the tracking capabilities after irradiation, the spatial resolution is investigated.
The standard deviation of the residuals between the track location determined by the
devices under test and the beam telescope quantifies the spatial resolution. If the charge
deposited by impinging particles is not shared between adjacent strips, the spatial reso-
lution of a detector having a pitch p is expected to coincide with the binary resolution
σbin = p/

√
12. For the CNM 3D detectors investigated here, which have a pitch of 80µm,

the binary resolution is 23.1µm. When the liberated charge carriers are collected by more
than one readout strip, the resolution can be further improved. Charge sharing can be
used to interpolate the track impact position between two neighbouring strips.

For each event the seed strip is determined as the strip having the highest signal-to-noise
ratio among the strips which the track is pointing to and its direct neighbours on either side
of the track position. Accordingly, the highest neighbour of the seed strip is determined.
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If the signal-to-noise ratio of this strip exceeds 3, the event is regarded as a multiple-strip
event and charge sharing is exploited for the calculation of the track position. The track
position measured by the device under test is given by the charge weighted mean between
the seed strip and its highest neighbour. If both neighbours of a seed strip have signal-to-
noise ratios below 3, the event is regarded as a single-strip event. In this case, the track
position is given by the centre of the seed strip. Events are excluded if the strip which the
track is pointing to or one of its direct neighbours is dead or has extraordinarily high noise.
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Figure 6.34: Residuals between the track position measured by the device under test
and the track position determined by the beam telescope: (a) unirradiated detector (bias
voltage 70V), (b) detector irradiated to 2× 1015 neq/cm

2 (bias voltage 230V).

Figure 6.34 shows the residual distributions of the unirradiated sensor and the sensor irra-
diated to 2×1015 neq/cm

2. The measurements were performed with a bias voltages of 70V
and 230V, respectively. For these voltages the highest statistics are available. The spatial
resolution is given by the standard deviations of these distributions. Due to the limited
statistics remaining for the 3D sensor irradiated to 1×1015 neq/cm

2, after excluding noisy
or dead channels and their neighbours, the interpolation of the track position could not
be exploited. Hence this detector was excluded from the analysis of the spatial resolution.

The resolution as a function of applied bias voltage is shown in Fig. 6.35 for the unirradi-
ated detector and the detector irradiated to 2×1015 neq/cm

2. The track extrapolation un-
certainty, which is approximately 4µm and dominated by the telescope resolution (see Sec-
tion 5.5.1), was not subtracted. Statistical errors are indicated. The resolution measured
with the unirradiated 3D detector at a bias voltage of 70V is (22.2± 0.2)µm. Therefore,
the binary resolution of 23.1µm can be slightly improved using the information of charge
sharing. The detector irradiated to 2× 1015 neq/cm

2 yields a resolution of (23.4± 0.4)µm
at a bias voltage of 260V, which is somewhat worse than for the unirradiated sensor but
still in agreement with the binary resolution. The resolution degrades slightly after irradi-
ation. However, the increasing influence of charge multiplication for voltages higher than
approximately 150V does not negatively affect the resolution. Within the error margins,
the resolution determined for the 3D detector irradiated to 2 × 1015 neq/cm

2 does not
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Figure 6.35: Spatial resolution versus applied bias voltage of the unirradiated detector
and the detector irradiated with a fluence of 2× 1015 neq/cm

2.

depend on the bias voltage in the voltage range shown.

Due to more pronounced charge sharing, a better spatial resolution can be obtained with
planar detectors. This is expected from the charge sharing studies presented in Sec-
tion 6.1.1. With the method described above, a resolution of approximately (16.7±0.2)µm
has been calculated for planar detectors having a readout pitch of 74.5µm [Kö11a]. For
the given readout pitch, the binary resolution is 21.5µm. Hence, the improvement of the
resolution using the information of charge sharing is larger than for 3D detectors.

Efficiency

The detection efficiency for a threshold of 1 fC is shown in Fig. 6.36. The efficiency is
calculated for all tracks and for the tracks impinging at least 10µm away from a column
centre separately. The amount of data is not sufficient to perform a detailed space-resolved
investigation of the efficiency as it was done for the data of the 2008 beam test (see Sec-
tion 6.1.1). The calculation was made applying the clustering strategy 2 (see Section 6.1.1):
a hit is considered as detected if the signal of at least one of the three strips around the
track point of incidence is higher than the chosen threshold of 1 fC. A correction of charge
sharing by summing up the signals of neighbouring strips is not performed on purpose.
Hence, this approach is comparable to binary readout. The chosen threshold of 1 fC cor-
responds to the threshold which is typically applied for the binary readout of the ATLAS
semiconductor tracker (SCT) [Aad08c]. Tracks impinging close to dead or noisy channels
are excluded.

The total efficiency measured with the unirradiated detector at a bias voltage of 70V is
(98.87± 0.08)%. It can be seen in Fig. 6.36 that even higher efficiencies can be reached if
only the tracks impinging far away from the columns are considered. The efficiency of the
detector irradiated to a fluence of 2 × 1015 neq/cm

2 does not show a strong degradation.
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Figure 6.36: Efficiency for a threshold of 1 fC for the unirradiated detector and the detector
irradiated with a fluence of 2 × 1015 neq/cm

2. Open symbols represent the efficiency for
all tracks, filled symbols illustrate the efficiency for tracks impinging at least 10µm away
from a column centre.

At a bias voltage of 260V, a total efficiency of (98.7 ± 0.2)% can be measured. Tracks
impinging outside of the columns are detected with an efficiency of larger than 99%. The
presence of the inactive column volume is expected to not reduce the detection efficiency
significantly if the particle tracks do not impinge perpendicularly to the sensor surface.
Such a configuration is already realised for the current silicon tracking detectors of the
ATLAS experiment.

The onset of charge multiplication does not lead to a decrease of the efficiency. Charge
multiplication leads to a broadening of the signal spectra (see the discussion above), how-
ever, the efficiency does not degrade when applying a fixed threshold.

6.2.3 Beta Source Measurements

Beta source measurements were performed with 3D detectors produced by CNM, both
in n-in-p and p-in-n layouts. The detectors were irradiated with protons at the proton
cyclotron in Karlsruhe (see Section 5.1.3). The equivalent irradiation fluences of the de-
tectors are summarised in Table 6.2. The highest irradiation fluence, 2 × 1016 neq/cm

2,
corresponds to the fluence expected for the innermost pixel layer of the ATLAS detector
at the LHC upgrade. Part of the results of the measurements reported in this section are
published in Ref. [Kö11b].

Beta source measurements could be performed at lower temperatures than the beam test
measurements and the temperature could be controlled in a wide range (see Section 5.3).
Strong cooling of highly irradiated detectors is necessary due to the radiation-induced in-
crease of the leakage current. Therefore, it was possible to investigate detectors irradiated
with higher fluences than those studied in the beam test. Signal and noise measurements
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Table 6.2: Irradiation fluences of the CNM n-in-p and p-in-n 3D detectors for which beta
source measurements were performed.

n-in-p p-in-n

Fluence 1× 1015

(neq/cm
2) 2× 1015 2× 1015

5× 1015

2× 1016 2× 1016

were performed at different temperatures. One aim of the beta source measurements is to
provide a direct comparison of the radiation hardness of 3D n-in-p and p-in-n detectors.
In the case of planar detectors, p-in-n sensors are much less radiation-hard than sensors
with n-side readout (n-in-p or n-in-n sensors), see Sections 4.3.5 and 4.4.2.

n-in-p Detectors
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Figure 6.37: Beta source measurements: signal of the n-in-p detectors irradiated to differ-
ent fluences as a function of the applied bias voltage. The data points are connected to
guide the eye.

Figure 6.37 summarises the Landau most probable signals of the n-in-p detectors. The
figure shows measurements performed at selected temperatures. The dependence of the
measured signal on the operating temperature is discussed below. The measurement of
the unirradiated detector shown in the illustration is discussed in Section 6.1.2. In agree-
ment with the beam test measurements described in Section 6.2.2, the signal measured
with the sensors irradiated to fluences of 1× 1015 neq/cm

2 and 2× 1015 neq/cm
2 increases

strongly for bias voltages higher than 150V. Due to charge multiplication, the signal of the
unirradiated detector is exceeded at bias voltages between 175V and 200V. The signals
measured with the detector irradiated with a fluence of 2 × 1015 neq/cm

2 correspond to
those measured in the beam test with a detector of the same fluence. However, the signal
of the detector irradiated to 1 × 1015 neq/cm

2 is somewhat lower than that measured in



134 CHAPTER 6. MEASUREMENTS OF 3D DETECTORS

the beam test. Given the uncertainty of the irradiation fluence of 20%, it is possible that
the exact fluence was higher for the detector measured in the beta source setup. This
assumption is supported by a comparison of the leakage currents of the detectors irradi-
ated to fluences of 1×1015 neq/cm

2 and 2×1015 neq/cm
2 (see below). The leakage current

of the detector irradiated with a fluence of 2 × 1015 neq/cm
2 is less than a factor of two

larger than that of the detector irradiated to 1× 1015 neq/cm
2. A factor of two would be

expected for these fluences.

The signal of the detector irradiated with a fluence of 5 × 1015 neq/cm
2 also increases

beyond that of the unirradiated detector, however, the curve is flatter than those of the
detectors discussed above. The signal measured with the detector irradiated with the high-
est fluence, 2×1016 neq/cm

2, increases linearly with the applied bias voltage. At a voltage
of 425V, which was the maximum bias voltage applied, a signal of (15.3±0.9) ke− is mea-
sured, corresponding to almost 70% of the signal measured with the unirradiated detector.
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Figure 6.38: Leakage current of the irradiated n-in-p detectors, scaled to a temperature
of +20 ◦C. The values include the guard ring current. The data points are connected to
guide the eye.

The maximum bias voltages, for which the signal could be measured, were constrained by
a strong increase of the leakage current or by an excessive increase of the noise at high bias
voltages. The leakage current of all irradiated detectors increases strongly at high bias
voltage, see below. The n-in-p detectors irradiated to 1 × 1015 neq/cm

2, 5× 1015 neq/cm
2

and 2×1016 neq/cm
2 exhibited an electrical breakdown slightly above the highest voltages

included in Fig. 6.37. For the detector irradiated to 2 × 1015 neq/cm
2, a strong noise in-

crease rendered a separation of signal and noise impossible at higher bias voltages.

Figure 6.38 shows leakage current measurements of the irradiated n-in-p detectors. The
values are scaled to a temperature of +20 ◦C using Eq. (3.14). The measurements reflect
the total current drawn by all strips and the guard ring. As the guard ring current was
not measured separately, it could not be subtracted. Therefore, it is possible that a sig-
nificant amount of surface current contributes to the measured current. As mentioned
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above, the current of the detectors irradiated with a target fluence of 1 × 1015 neq/cm
2

and 2× 1015 neq/cm
2 differs less than expected. At high bias voltages, the current of the

detector irradiated with a target fluence of 1× 1015 neq/cm
2 is even higher. However, the

unknown contribution of the surface current does not allow to conclusively determine the
irradiation fluences from the leakage current measurement.

p-in-n Detectors
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Figure 6.39: Beta source measurements: signal of the p-in-n detectors as a function of the
applied bias voltage. The signals measured with forward bias (“FW”) are shown in red.
The error is dominated by a systematic error due to the calibration uncertainty. The data
points are connected to guide the eye.

The signal measurements of the irradiated p-in-n detectors are summarised in Fig. 6.39.
The signal of the detector irradiated to a fluence of 2 × 1015 neq/cm

2 increases strongly
with increasing bias voltage up to approximately 75V. At higher bias voltages, it increases
moderately and finally reaches the signal measured with the unirradiated detector before
the onset of charge multiplication. It can be assumed that charge multiplication con-
tributes to the signal increase at high bias voltages. An electrical breakdown of a voltage
of approximately 290V does not allow to apply higher bias voltages. Compared to the
n-in-p detector irradiated to the same fluence, the signal curve of the p-in-n detector is
visibly flatter and the effect of charge multiplication is less pronounced.

The signal measured with the p-in-n detector irradiated with a fluence of 2×1016 neq/cm
2

increases linearly as a function of the applied bias voltage. The shape of the signal curve
is similar to the n-in-p detector irradiated to the same fluence. At the maximum bias volt-
age, a signal of (15.6± 0.9) ke− is measured, which is in agreement with that of the n-in-p
detector. The p-in-n sensor irradiated to 2× 1016 neq/cm

2 could be measured up to a bias
voltage of 350V. At higher bias voltages, a strong increase of the noise renders a sepa-
ration of signal and noise impossible. The n-in-p detector irradiated to 2 × 1016 neq/cm

2

requires higher bias voltages to yield the same signal as the p-in-n detector irradiated to
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the same fluence.

The irradiated p-in-n detectors were also measured in forward bias mode. The concept of
silicon detector operation under forward bias is discussed in Section 4.4.4. The measured
signals are included in Fig. 6.39. The maximum signals measured in forward bias operation
are considerably lower than those measured in reverse bias. The maximum signal in for-
ward bias mode of the detector irradiated to 2× 1016 neq/cm

2 is (9.3± 0.6) ke−. However,
this signal is already measured at a bias voltage of 105V, whereas a bias voltage of 225V
is required to measure the same signal in reverse bias mode. Due to a strong increase of
the leakage current (see Fig. 6.40), the measurements in forward bias were not performed
at higher voltages. A strong cooling of the detectors was required to achieve acceptable
leakage current levels. The measurements were performed at −59 ◦C and −56 ◦C for the
detectors irradiated to 2× 1015 neq/cm

2 and 2× 1016 neq/cm
2, respectively.

Figure 6.40 shows the leakage current of the p-in-n sensors as a function of the applied
bias voltage. The values are scaled to a temperature of +20 ◦C and contain the current
drawn by the sensor strips and the guard ring. As for the n-in-p sensors, a saturation of
the currents is not observed. However, the leakage current of the p-in-n detector irradiated
to a fluence of 2 × 1015 neq/cm

2 is much flatter in a wide range than that of the n-in-p
detector irradiated to the same fluence. The leakage current increases only moderately
up to bias voltages of approximately 250V and exhibits a strong increase only at higher
voltages. This is in agreement with the signal curve, which is also much flatter than that
of the n-in-p detector irradiated to the same fluence. The strong increase of the leakage
current at voltages above 250V is assumed to be related to charge multiplication, which
also leads to an increase of the signal at these voltages.
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Conclusion

The results presented above prove a superior radiation hardness of 3D detectors compared
to planar detectors in terms of the most probable signal. After the highest irradiation
fluence studied (2 × 1016 neq/cm

2), a signal of approximately 15 ke− could be measured
with the 3D detectors. This is more than twice as high as the signal of approximately
7 ke− measured with planar n-in-p detectors [Cas11b] irradiated with the same fluence.
The voltages required to achieve these signals were much higher for the planar sensors,
which leads to higher power consumption. Due to the short distance between the columnar
electrodes, the drift distances are shorter and the electric fields are higher in 3D detectors.
These effects limit the trapping probability of drifting charge carriers and enhance the
charge multiplication probability.

Based on measurements of trapping of drifting charge carriers, the expected signal in
highly irradiated detectors can be estimated (see Eq. 4.18, Section 4.3.3). For an irradia-
tion fluence of 2× 1016 neq/cm

2, an expected signal of 1.5 ke− can be calculated. As this
model relies on a uniform weighting field distribution as in planar pad detectors, it can
only serve as an estimation. However, the observation that remarkably larger signals are
measured points to the fact that the signal is considerably enhanced by charge multiplica-
tion or by trap-to-band tunnelling [Ben10, Hur92] (see also Section 4.3.3) in regions with
high electric field strengths.

A further very important result is the observation that the maximum signals of the n-in-p
and p-in-n 3D detectors irradiated to 2 × 1016 neq/cm

2 are equal. For planar sensors
the situation is different: segmented planar sensors (strip or pixel detectors) with n-side
readout are much more radiation hard than planar detectors with p-side readout (see Sec-
tion 4.4.2). The production of p-in-n detectors requires less processing steps, as no p-spray
or p-stop isolation structures are required. Therefore, p-in-n detectors are cheaper than
n-in-p or n-in-n detectors.

In planar strip or pixel sensors, the signal is dominated by the type of charge carriers
which are accelerated towards the readout electrodes, as the weighting field exhibits a
strong peak close to these electrodes (see Section 3.3.6). In 3D detectors, however, the
weighting field has maxima close to both the junction columns and the ohmic columns,
see Fig. 5.6, Section 5.1.1. Therefore, both electrons and holes contribute to the signal
significantly in n-in-p and p-in-n 3D detectors. This property is assumed to be partly
responsible for the similar behaviour of n-in-p and p-in-n 3D detectors after very intense
irradiation.

Due to the high weighting field around the ohmic column, multiplication of charge car-
riers close to the ohmic columns can strongly increase the signal in 3D detectors, even
if none of the created charge carriers reach the junction electrode. In planar detectors,
charge multiplication close to the detector backplane, which is the ohmic electrode, can
only induce a strong signal if the created charge carriers reach the region close to the
junction electrode. In highly irradiated detectors, however, charge carriers liberated close
to the ohmic electrode are unlikely to reach the junction electrode due to a high trapping
probability. For these reasons, multiplication of electrons close to the ohmic electrode can
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increase the signal in highly irradiated p-in-n 3D detectors. The same effect in highly
irradiated planar p-in-n detectors has only a low influence on the signal.

Beta Source Measurements: Temperature Dependence

Beta source measurements were performed at different temperatures to investigate the
influence of the sensor temperature on the measured signal. A temperature-dependent
calibration of the setup was performed (see Section 5.3.2), hence the temperature depen-
dence of the gain of the Beetle chip is taken into account. The energy deposited in a silicon
sensor by penetrating particles does not depend on the temperature. As the width of the
silicon band gap does not vary considerably in the temperature range under consideration,
the amount of liberated charge carriers does not depend on the operating temperature ei-
ther. Hence, the signal of unirradiated detectors, where all liberated charge carriers are
collected, can be expected to be temperature-independent. This assumption is taken as a
basis for the calibration.

In highly irradiated detectors, several effects can lead to a temperature dependence of the
measured signal. As discussed in Section 4.3.3, the trapping probability increases with
decreasing temperature. In the temperature range between −20 ◦C and −50 ◦C, which is
considered for the studies presented in this section, the effective life times of electrons and
holes decrease by approximately 10% and 20%, respectively (see Eq. 4.13). This effect can
lead to lower signals at lower temperatures. On the other hand, the increased trapping
probability can be counterbalanced by an increase of the mobility and the saturation drift
velocity with decreasing temperature. At lower temperatures, reduced lattice vibrations
lead to increased mean free paths of the charge carriers and therefore to higher drift veloc-
ities. An increase of the drift velocity decreases the time required to reach an electrode,
therefore it limits the susceptibility for trapping. While the saturation velocity in high
purity silicon only increases very weakly with decreasing temperature in the temperature
range considered here [Sze81], the mobility increases more strongly. The mobilities of
electrons and holes are proportional to T−2.42 and T−2.20 in n- and p-type silicon, respec-
tively [Sze81], where T is the temperature in Kelvin. Therefore, the mobilities increase by
more than 30% between −20 ◦C and −50 ◦C.

As described in Section 3.3.7, the ionisation rates of impact ionisation increase with de-
creasing temperature. Figure 6.41 shows the electron ionisation rates for temperatures of
−20 ◦C and −50 ◦C, calculated using Eq. (3.22), Section 3.3.7. In the electric field range
shown in Fig 6.41, the electron ionisation rates at a temperature of −50 ◦C are between
20% and 40% larger than those at a temperature of −20 ◦C. The relative difference de-
creases from low electric fields to high electric fields. If charge multiplication contributes
to the measured signal strongly, it can be expected that the signal is considerably larger
at lower temperatures.

A further effect, which could lead to a temperature dependence of the measured signal, is
the temperature dependence of the leakage current. Increased leakage current at higher
temperatures can lead to an increased density of trapped charge. This can modify the
distribution of the electric field. However, the signal variation as a function of the tem-
perature cannot be easily estimated. Detailed simulations would be necessary to take into
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Figure 6.41: Ionisation rate αn of electrons as a function of the electric field for two
different temperatures (−50 ◦C and −20 ◦C).

account the different effects which could influence the measured signal.
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Figure 6.42: Signal as a function of the applied bias voltage for different sensor tempera-
tures, measured with the n-in-p and the p-in-n detectors irradiated to 2 × 1015 neq/cm

2.
The data points are connected to guide the eye.

Figure 6.42 shows signal measurements performed at different temperatures with the n-in-p
and the p-in-n detectors irradiated to a fluence of 2 × 1015 neq/cm

2. The measurements
were performed at temperatures between approximately −20 ◦C and −50 ◦C. For the in-
vestigation of the temperature dependence of the signal, only the statistical errors and
a systematic error of the gain originating from the uncertainty of the temperature are
considered. As different measurements performed with the same sensor are compared,
the systematic errors of the gain which originate from the thickness uncertainty of the
reference detectors and the error on the capacitance correction are neglected (see Sec-
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tion 5.3.2). A decrease of the signal with increasing temperature can be seen for the
n-in-p detector, whereas the signal of the p-in-n detector does not depend on the temper-
ature. The temperature dependence of the signals measured with the n-in-p detector is
particularly pronounced at high bias voltages, where strong charge multiplication occurs.
At a bias voltage of 225V, which is the highest voltage applied, the signal at a temper-
ature of −50 ◦C is approximately 50% higher than the signal measured at −19 ◦C. This
behaviour highlights the temperature dependence of impact ionisation.
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Figure 6.43: Signal as a function of the applied bias voltage for different sensor tempera-
tures, measured with the n-in-p detector irradiated to 5× 1015 neq/cm

2. The data points
are connected to guide the eye.

The signals measured at different temperatures with the n-in-p detector irradiated to
5×1015 neq/cm

2 are summarised in Fig. 6.43. It can be seen that decreasing temperatures
tend to result in higher signals, however, the effect is much less pronounced than for the
n-in-p detector irradiated to 2×1015 neq/cm

2. It can be seen that the signals measured at
some temperatures coincide. For example, the measurements performed at temperatures
of −30 ◦C and −25 ◦C almost fully agree with each other.

Figure 6.44 summarises the signals measured at different temperatures with the detectors
irradiated to 2×1016 neq/cm

2. The signals of the n-in-p detector show a weak dependence
on the temperature. Somewhat higher signals are measured at lower temperatures. The
signals measured at a temperature of −50 ◦C are approximately 2 ke− higher than the
signals measured at −30 ◦C. The temperature dependence of the signals measured with
the p-in-n detector is much less pronounced. However, lowering the temperature leads to
decreased noise (see the following section) and therefore facilitates to measure the p-in-n
sensor at higher bias voltages. For this sensor, a strong noise increase limits the maxi-
mum bias voltage as it makes a separation between the signal and the noise distribution
impossible. In contrast to that, the n-in-p sensor could be measured at least up to 425V
at all temperatures.

In summary, it was observed that the signals of the n-in-p detectors irradiated to differ-
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Figure 6.44: Signal as a function of the applied bias voltage for different sensor tempera-
tures, measured with the n-in-p and the p-in-n detectors irradiated to 2 × 1016 neq/cm

2.
The data points are connected to guide the eye.

ent fluences increase with decreasing temperature. The temperature dependence is the
strongest for the n-in-p detector irradiated with a fluence of 2 × 1015 neq/cm

2. For this
sensor, a strong temperature dependence at high bias voltages can be attributed to the
temperature dependence of impact ionisation. The signals of the n-in-p detectors irradi-
ated to higher fluences vary less strongly with the temperature, and the p-in-n detectors
did not show a clear temperature dependence. The details are theoretically not yet un-
derstood.

6.2.4 Noise Studies

Figure 6.45 displays a schematic sketch of the signal and noise distributions, which are ide-
ally clearly separated. The noise is characterised by the width of the spectrum measured
in absence of penetrating particles. As charged particles produce a signal spectrum which
follows a Landau distribution, the most probable value of this distribution is commonly
used to quantify the signal.

Often, the signal-to-noise ratio is used as a figure of merit for tracking detectors. High
signal-to-noise ratios are desired, as these imply a clear separation of the signal and noise
distributions. In binary readout systems, which are employed in the ATLAS tracking
detectors, a threshold is set to separate signal from noise. The threshold has to be high
enough to exclude noise hits and low enough to include as much signals of penetrating
particles as possible. In this case, the ratio of the signal and the chosen threshold could
be a more adequate figure of merit of a detector.

In this section, investigations of the noise, the signal-to-noise ratio and the signal-to-
threshold ratio are presented. The effect of the operating temperature on the noise is
discussed. Special emphasis is put on the investigation of the noise at high bias voltages,
where the occurrence of charge multiplication could be observed in the signal measure-
ments presented above. Charge multiplication can only be beneficial for the detector
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Figure 6.45: Illustration of the signal and noise distributions.

operation if it does not lead to particularly excessive noise. In contrast to the signal, the
noise depends strongly on the readout electronics employed and the detector configuration,
particularly on the readout strip length. For example, it is not possible to compare abso-
lute noise values measured with strip detectors and pixel detectors. Therefore, absolute
noise values are of limited importance.
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Figure 6.46: Noise, averaged over all channels, as a function of the bias voltage for the
n-in-p detector irradiated to 1× 1015 neq/cm

2, measured at a temperature of −20 ◦C. The
noise was calculated as the standard deviation (RMS) of the noise spectrum and as the
width of a Gaussian fitted to the spectrum. Only statistical errors are shown.

Figure 6.46 shows the noise, averaged over all readout strips, as a function of the applied
bias voltage for the n-in-p detector irradiated with a fluence of 1 × 1015 neq/cm

2. The
illustration shows the noise calculated according to two approaches: the standard devia-
tion of the noise spectrum, corresponding to the root mean squared deviation (RMS), and
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the width of a Gaussian which was fitted to the noise spectrum. In order to exclude the
effect of non-Gaussian tails on the results of the Gaussian fit, the fit range is limited to
a region around the maximum of the spectrum. Initially, the fit range is limited to the
mean of the spectrum ±2 times the RMS value. Then, the fit result is improved in three
further iterations, where the fit range is limited to the maximum of the previous fit ±2
times the width of the previous fit. This approach assures that the fit only extends over
the Gaussian core of the spectrum.

After a decrease of the noise for bias voltages below 10V, the noise reaches a plateau value
corresponding to approximately 900 e−. This corresponds to the noise of the fully depleted
unirradiated detector (see Section 6.1.3). In contrast to the unirradiated detector, the full
depletion voltage of the irradiated sensor cannot be extracted from the shape of the noise
curve. In the case of the unirradiated sensor, a strong decrease of the noise at voltages
between 25V and 30V was interpreted as the onset of full depletion. In irradiated sen-
sors, the undepleted bulk becomes conductive (see Section 4.3.1), hence the increase of
the depletion zone does not lead to a decrease of the capacitance and the noise.

At bias voltages above 180V, the noise of the n-in-p detector irradiated to 1×1015 neq/cm
2

increases strongly. The RMS noise measured at high bias voltages is significantly higher
than the Gaussian noise. Commonly, the noise is expected to follow a Gaussian distribu-
tion, since the noise originates from random fluctuations of the number of charge carriers
or of the charge carrier velocity (see Section 3.3.8). The fact that the RMS noise is partially
much larger than the Gaussian noise points to non-Gaussian tails of the noise distribution
at high bias voltages. The occurrence of non-Gaussian tails of the noise spectra is inves-
tigated below.
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Figure 6.47: Noise for all channels as a function of the bias voltage for the n-in-p detector
irradiated to 1 × 1015 neq/cm

2, measured at a temperature of −20 ◦C. The noise was
calculated as the standard deviation of the noise spectrum.
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In the bias voltage range where the noise increases steeply, charge multiplication leads to a
strong increase of the signal measured with this detector (see Section 6.2.3). It is therefore
tempting to assume that charge multiplication generally leads to a strong noise increase.
However, the readout channels behave very differently, as can be seen in Fig. 6.47. The
figure shows the noise for all channels of the sensor as a function of the applied bias volt-
age. Strips which are dead or which exhibit a very high noise already at low bias voltages
were excluded from the analysis. It can be seen that the noise increase of the channels
starts at different bias voltages. The strong increase of the average noise at bias voltages
above 180V is mainly caused by two channels. The increase of the noise in the majority
of the channels starts at voltages above 200V.

Spectra of noise runs measured at selected bias voltages with the n-in-p detector irradi-
ated to 1× 1015 neq/cm

2 are shown in Fig. 6.48. Corresponding illustrations of the n-in-p
and the p-in-n detector irradiated to 2 × 1016 neq/cm

2 are shown in Figs. 6.49 and 6.50,
respectively. The spectra are raw data distributions of pedestal runs. Common mode
fluctuations and the pedestal values are subtracted. Furthermore, the different polarity
of the signals of the n-in-p and p-in-n detectors is corrected for by inverting the spectra
of the n-in-p detectors. Thus, penetrating particles would lead to positive signals in all
spectra. Without this correction, penetrating particles induce negative signals in n-in-p
detectors and positive signals in p-in-n detectors. The different sign of the signals is due
to the different types of charge carriers which are drifting towards the readout electrodes.
During these measurements, the radioactive source was not directed onto the sensors in
order to avoid any signal creation of penetrating particles.

At a bias voltage of 50V, the spectra of all channels of the n-in-p detector irradiated
to 1 × 1015 neq/cm

2 obviously follow a Gaussian distribution with a similar width (see
(Fig. 6.48(a)). Therefore, the RMS noise and the Gaussian noise coincide, as apparent
from Fig. 6.46. At a bias voltage of 204V (Fig. 6.48(b)), single channels exhibit non-
Gaussian tails. Furthermore, it is apparent that these tails are longer in the positive di-
rection. At the maximum bias voltage applied, 220V (Fig. 6.48(c)), the spectra of almost
all channels exhibit long non-Gaussian tails with a preference in the positive direction.
In these cases, the commonly applied consideration of the noise as random fluctuations
leading to a Gaussian distribution (see Section 3.3.8) appears questionable. It can make
a difference whether noise figures are calculated as the RMS deviation or as the Gaussian
width.

The steep increase of the noise at high bias voltages, the asymmetries and the tails of the
noise distributions point to the occurrence of micro-discharges [Ohs94, Ohs96b, Ohs96a].
These can occur in regions with high electric fields. Micro-discharges are localised elec-
trical breakdowns, which occur before the onset of a complete junction breakdown. It is
conceivable that the probability of micro-discharges increases if pronounced charge mul-
tiplication occurs, as both effects are related to high electric fields. In micro-discharges,
additional free charge carriers are liberated, which contribute to the noise. However, this
process is fundamentally different from the statistical nature of generation and recombina-
tion of electron-hole pairs, therefore the noise related to micro-discharges does not follow
a Gaussian distribution. The additional number of charge carriers created leads to a dis-
tortion of the noise spectrum towards positive values. As electrical breakdowns can be
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Figure 6.48: Spectra of noise runs, measured with the n-in-p detector irradiated to 1 ×
1015 neq/cm

2. The measurements were performed at (a) 50V, (b) 204V and (c) 220V.
The temperature during the measurements was −22 ◦C (1ADC ≈ 190 e−).
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Figure 6.49: Spectra of noise runs, measured with the n-in-p detector irradiated to
2 × 1016 neq/cm

2. The measurements were performed at (a) 250V and (b) 425V. The
temperature during the measurements was −43 ◦C (1ADC ≈ 170 e−).

caused either by tunnelling effects or avalanche multiplication [Sze81], these mechanisms
are also assumed to be the cause of micro-discharges.

The n-in-p detector and the p-in-n detector irradiated with a fluence of 2× 1016 neq/cm
2

show a similar behaviour as the n-in-p detector irradiated to 1 × 1015 neq/cm
2, which

was discussed above. At low bias voltages, see Fig. 6.49(a) for the n-in-p detector and
Fig. 6.50(a) for the p-in-n detector, the noise spectra follow a Gaussian distribution. Out-
liers and tails are not present. At high bias voltages, see Figs. 6.49(b) and 6.50(b), all
channels exhibit visibly broader spectra with tails. Again, the tails are more pronounced
in the positive direction.

Broad noise distributions and especially outliers and long tails can be extremely adverse
for the signal identification. The occurrence of tails in the noise spectra requires an in-
crease of the threshold in order to limit the rate of false counts. However, the efficiency of
particle detection will decrease with increasing thresholds. These effects are investigated
further below.

The RMS noise, averaged over all channels, of the n-in-p and the p-in-n detectors irra-
diated to 2 × 1015 neq/cm

2 and 2 × 1016 neq/cm
2 is shown in Fig. 6.51 as a function of

the applied bias voltage. The measurements were performed at different temperatures be-
tween −19 ◦C and −50 ◦C. For all detectors, the noise curves are flat at low voltages and
exhibit a strong increase at high bias voltages. In the range of low voltages, the influence
of shot noise is negligible and the total noise is given by the noise of the readout chip due
to the load capacitance. At high bias voltages, the noise increases due to shot noise and
due to emerging micro-discharges. The noise increase at high bias voltages is steeper for
the detectors irradiated to 2 × 1015 neq/cm

2. Possibly, the short trapping length in the
detectors irradiated with a fluence of 2×1016 neq/cm

2 provides an attenuation of emerging
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Figure 6.50: Signal spectra of noise runs, measured with the p-in-n detector irradiated to
2 × 1016 neq/cm

2. The measurements were performed at (a) 250V and (b) 350V. The
temperature during the measurements was −43 ◦C (1ADC ≈ 170 e−).

breakdowns.

The noise measured at low bias voltages hardly depends on the temperature. This demon-
strates that the noise of the Beetle chip due to the capacitive load depends only weakly
on the temperature in the range investigated here. However, the noise measured at high
bias voltages increases strongly with the temperature. There could be several reasons for
the positive temperature coefficient of the noise at high bias voltages. Higher tempera-
tures lead to higher leakage current and hence to larger shot noise. Higher leakage current
also increases the probability that charge carriers are injected into regions with extremely
high fields. These charge carriers can undergo extraordinarily strong multiplication, which
could lead to tails of the noise distribution.

Also, the increase of the noise at high bias voltages could suggest an increase of micro-
discharges with increasing temperature. If the micro-discharges are caused by localised
avalanche-type breakdowns, the opposite effect would be expected as the impact ionisation
rates increase with decreasing temperature (see Section 3.3.7 and Section 6.2.3). Corre-
spondingly, a decrease of micro-discharges in unirradiated silicon sensors with increasing
temperature has been observed [Ohs94]. A positive temperature coefficient could originate
from the fact that the micro-discharges in this case are not related to avalanche effects,
but to tunnelling effects. These increase with increasing temperature [Sze81]. Another
possibility is that the higher leakage current density at higher temperatures leads to higher
trapped charge and hence to higher electric fields. This effect could also result in a higher
rate of avalanche-type micro-discharges.

In the following, the agreement between the standard noise modelling (see Section 3.3.8)
and the measured noise in a highly irradiated detector is investigated. Figure 6.52 com-
pares the calculated noise and the measured noise for the p-in-n detector irradiated with
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Figure 6.51: RMS noise as a function of the applied bias voltage for different sensor tem-
peratures, measured with the n-in-p and the p-in-n detectors irradiated to 2×1015 neq/cm

2

and 2× 1016 neq/cm
2. The data points are connected to guide the eye.

a fluence of 2 × 1016 neq/cm
2. A measurement performed in reverse bias mode at a tem-

perature of −50 ◦C (Fig. 6.52(a)) and a measurement performed with forward bias at a
temperature of −56 ◦C are shown (Fig. 6.52(b)). The equivalent noise charge (ENC) was
calculated according to the equation (see Section 3.3.8)

ENC =

√

ENC2
shot + ENC2

load, (6.3)

where ENCload is the noise due to the load capacitance and ENCshot is the shot noise.
The noise due to the load capacitance was adjusted to achieve a matching of the measured
noise and the calculated noise at the lowest bias voltage. At low bias voltage, the shot
noise contribution is expected to be negligible. The shot noise is calculated according to
(see Section 3.3.8)

ENCshot =
√

B Il e, (6.4)

where Il is the leakage current per readout strip, e is the elementary charge and B is a
constant specific to the readout chip. Here, the Beetle chip with an adjusted frontend
shaper voltage of 1000mV was used, hence B = (210 ± 20) nA−1 [Loi04]. The excess
noise related to charge multiplication was not included in the calculation. According to
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Figure 6.52: Calculated and measured noise as a function of the applied bias voltage for
the p-in-n detector irradiated to 2× 1016 neq/cm

2: (a) reverse bias operation, (b) forward
bias operation. The error bars include a statistical error and a systematic error due to the
calibration uncertainty.

the standard theory it can be modelled by the substitution B → BMF , where M is the
multiplication factor and F is the excess noise factor (see Section 3.3.8).

As can be seen in Fig. 6.52(a), a large disagreement exists between the calculated noise
and the measured noise for the measurement in reverse bias. The calculated noise does
hardly depend on the voltage, since the influence of the calculated shot noise is low. The
calculated noise is dominated by the noise due to the load capacitance. The disagreement
can be attributed to originate from excess noise due to charge multiplication and from
emerging micro-discharges at high voltages. A consideration of the multiplication factor
M and the excess noise factor F for the noise calculation (B → BMF ) is not easy, as M
and F are not known. Considering the linear increase of the signal as a function of the
bias voltage, it could be assumed that the multiplication factor M increases linearly, too.
Assuming that only electrons are multiplied, F increases between 1 and 2 as a function
of M (see Section 3.3.8). It can be directly seen that these contributions cannot fully
account for the strong increase of the noise at high bias voltages.

The increasing difference between the RMS noise and the Gaussian noise2 shows the in-
creasing influence of micro-discharges. Therefore, any noise modelling which assumes a
Gaussian distribution of the noise cannot reproduce the experimental observation. How-
ever, it is not possible to conclude whether the occurrence of micro-discharges is necessarily
connected to charge multiplication in highly irradiated detectors. It could also be a prop-
erty specific to the detectors investigated here.

The agreement of calculated noise and measured noise is visibly better for reverse bias op-
eration, see Fig. 6.52(b). The RMS noise and the Gaussian noise almost coincide, which
indicates the absence of micro-discharges. Although the leakage current is considerably
higher in forward bias operation, the noise is lower than in reverse bias mode. At a forward

2The Gaussian noise was determined as described on page 142.
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bias voltage of 110V, the leakage current is approximately a factor of 14 higher than that
in reverse bias operation at a voltage of 400V. However, the noise at these voltages is
approximately 20% higher in reverse bias operation. The lower noise and the absence of
micro-discharges in forward bias mode could be related to a more uniform electric field
distribution than in reverse bias mode. The electric field in forward bias operation is
expected to exhibit less pronounced peaks compared to reverse bias operation [Ere07].

Signal-to-Noise Ratio

The signal-to-noise ratio is often regarded as the figure of merit of detectors. Figure 6.53
illustrates the signal-to-noise ratio of the n-in-p and p-in-n detectors as a function of the
applied bias voltage. The signals were measured with the beta source (see Section 6.2.3).
The noise was calculated as the RMS deviation of the noise spectra. In all irradiated
detectors, the signal-to-noise ratio increases with the bias voltages until it reaches a max-
imum. Even the detectors irradiated to the highest fluence of 2 × 1016 neq/cm

2 exhibit a
maximum signal-to-noise ratio of more than 10. At high bias voltages, the noise increases
more steeply than the signal, which leads to a decrease of the signal-to-noise ratio. The
highest bias voltage applied to the p-in-n detector irradiated to 2 × 1015 neq/cm

2 is close
to the breakdown voltage, which could explain the extreme decrease of the signal-to-noise
ratio. The absolute values of the measured signal-to-noise ratio have to be interpreted with
care due to the strong dependence of the noise on the size of the detector segmentation
and on the readout electronics.

The signals of the n-in-p detectors irradiated to fluences of 1 × 1015 neq/cm
2 and 2 ×

1015 neq/cm
2 increase strongly at voltages above 150V (see Fig. 6.37, Section 6.2.3). This

distinct increase can be attributed to charge multiplication. It can be seen in Fig. 6.53
that also the signal-to-noise ratio of these detectors increases at voltages higher than 150V
and only decreases at the highest voltages applied. The signal-to-noise ratios exceed even
those of the unirradiated detector. Therefore, it can be concluded that charge multipli-
cation can be beneficial for the signal-to-noise ratio. Only at very high voltages, a strong
noise increase and micro-discharges lead to a decrease of the signal-to-noise ratio.

The temperature can have a strong effect on the signal-to-noise ratio. As discussed
above, the noise decreases with decreasing temperature, particularly at high bias volt-
ages. Furthermore, in some cases the signal increases with decreasing temperature (see
Section 6.2.3). As a result, decreasing the temperature can be very beneficial for the ra-
tio of signal and noise. In Fig. 6.54, the signal-to-noise ratio of the detectors irradiated
with a fluence of 2 × 1016 neq/cm

2 is shown as a function of the temperature. For the
illustration, measurements at bias voltages of 400V and 300V were chosen for the n-in-p
an the p-in-n detector, respectively. At a temperature of −43 ◦C, these are the voltages
for which the highest signal-to-noise ratio is measured for the two detectors (see Fig. 6.53).

Between −30 ◦C and −50 ◦C, the signal-to-noise ratio of the n-in-p detector increases by
approximately 80%. This considerable increase is caused by an increase of the signal (see
Fig. 6.44(a)) and a decrease of the noise (see Fig. 6.51(c)) with decreasing temperature.
In contrast to that, the p-in-n detector exhibits a much less pronounced dependence on
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Figure 6.53: Signal-to-noise ratio as a function of the applied bias voltage, (a) for the
n-in-p detectors and (b) for the p-in-n detectors. The RMS noise is considered. The
measurements performed with forward bias (“FW”) are shown in red. For most data
points, the errors are smaller than the markers.
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Figure 6.54: Signal-to-noise ratio at fixed bias voltages as a function of the temperature
for the n-in-p an the p-in-n detector irradiated to 2× 1016 neq/cm

2. The RMS noise was
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the temperature. Both the signal and the noise depend only weakly on the temperature
(see Figs. 6.44(b) and 6.51(d)) for a bias voltage of 300V in the range between −37 ◦C
and −50 ◦C. Only at a temperature of −30 ◦C, a very high noise rendered a separation of
signal and noise impossible. Therefore, this measurement could not be analysed.

Signal-to-Threshold Ratio

In binary readout systems, a fixed threshold is applied to identify hits with a signal above
the threshold. As examples, the ATLAS SCT and the ATLAS pixel detector apply a
hit identification based on a signal threshold [Aad08c]. An efficient identification of hits
requires a low threshold. The detection efficiency decreases if the threshold approaches
the signal spectra. On the other hand, the threshold must be sufficiently high in order
to limit the noise occupancy. In a measurement without penetrating particles, the noise
occupancy is defined as the fraction of signals above the threshold and the total number
of events. In the ATLAS SCT, a threshold of 1 fC was chosen. A noise occupancy target
below 5× 10−4 is envisaged even after the highest radiation dose [Aad08c].

An increase of the noise requires an increase of the threshold to keep the noise occu-
pancy below a fixed limit. This is especially the case if the noise distribution exhibits
tails and outliers, as observed in measurements with irradiated detectors (see above). In
this section, the relationship between a target occupancy and the threshold required for
this occupancy is investigated. These investigations use noise measurements, in which no
radioactive source was directed onto the detectors. Finally, the ratio of the most probable
signal and the threshold is studied. Alternatively to the signal-to-noise ratio, the signal-
to-threshold ratio can serve as a figure of merit of a detector. The studies described in
this section use the n-in-p detectors irradiated to 1× 1015 neq/cm

2, 2× 1015 neq/cm
2 and

2× 1016 neq/cm
2 and the p-in-n detector irradiated to 2× 1016 neq/cm

2.



6.2. MEASUREMENTS AFTER IRRADIATION 153

Threshold (ADC)
0 20 40 60 80 100 120 140 160 180

O
cc

up
an

cy

-510

-410

-310

-210

-110

1

voltage: 50 V

voltage: 210 V

Figure 6.55: Noise occupancy as a function of the threshold for measurements of the
n-in-p detector irradiated to 1 × 1015 neq/cm

2 at bias voltages of 50V and 210V. The
temperature during the measurements was −22 ◦C (1ADC ≈ 190 e−).

Figure 6.55 shows the noise occupancy as a function of the applied threshold. The mea-
surements were performed at bias voltages of 50V and 210V with the n-in-p detector
irradiated to 1× 1015 neq/cm

2. The spectra contain the data of all strips, where extraor-
dinarily noisy or dead strips are excluded. At a bias voltage of 50V, the noise is low and
follows a Gaussian distribution, see Fig. 6.48. Therefore, a threshold of approximately
22ADC (≈ 4.2 ke−) is sufficient to keep the occupancy below 5× 10−4. At a bias voltage
of 210V, the increased noise and especially the outliers require increasing the threshold
by a factor of 6.5 in order to maintain the same noise occupancy.
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Figure 6.56: Threshold as a function of the applied bias voltage for measurements of the
n-in-p detector irradiated to 1 × 1015 neq/cm

2. The threshold required for three different
noise occupancies is shown.

Figure 6.56 shows the threshold required for three different noise occupancies as a function
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of the applied bias voltage. At high bias voltages, when the noise spectra exhibit long tails
(see Fig. 6.48), the threshold has to be increased strongly. It can also be seen that the
threshold depends considerably on the target occupancy at high voltages. This is again
a consequence of long tails in the noise distribution. As an estimation of the error of the
threshold, the half of the bin width of the histogram shown in Fig. 6.55 is used. However,
the errors are smaller than the markers in the illustration.

The signal-to-threshold ratio as a function of the applied bias voltage is shown in Fig. 6.57
for different detectors and a target occupancy of 5×10−4. The signals were measured with
the beta source (see Section 6.2.3). For all detectors, signal-to-threshold ratios exceeding
2 can be achieved. As it is the case for the signal-to-noise ratio (see Fig. 6.53), the signal-
to-threshold ratio increases up to a certain voltage and then decreases strongly. The max-
imum of the signal-to-threshold ratio of the n-in-p detectors irradiated to 1×1015 neq/cm

2

and 2 × 1015 neq/cm
2 is reached at lower voltages than that of the signal-to-noise ratio.

The signal-to-threshold ratio decreases already at the voltage where charge multiplication
increases the signal above that of the unirradiated detector.

This observation could indicate that charge multiplication is not beneficial for detector
operation. However, it has to be noted that the signal-to-threshold ratio is strongly in-
fluenced by outliers or noise tails of single channels. Excluding certain channels would
influence the results considerably. The calculation of the signal-to-noise ratio, where the
mean noise of all strips is considered, is much less influenced by outliers in single channels.
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Figure 6.57: Signal-to-threshold ratio for a target occupancy of 5× 10−4 as a function of
the applied bias voltage for different detectors.

In Fig. 6.58, the temperature dependence of the threshold and the signal-to-threshold
ratio is illustrated for the n-in-p detector irradiated to 2 × 1015 neq/cm

2. As above, the
threshold was calculated for an occupancy of 5×10−4. The temperature has a strong effect
at bias voltages exceeding 175V. Lower temperatures allow a considerable reduction of the
threshold. Also, the voltage, for which the the maximum of the signal-to-threshold ratio
is reached, is affected by the temperature. At a temperature of −19 ◦C, the maximum
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is reached at a bias voltage of 175V, whereas the maximum is reached at 200V in the
measurements at lower temperatures. Possible reasons for the strong dependence of the
noise and the micro-discharges on the temperature were discussed above.
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Figure 6.58: Threshold and signal-to-threshold ratio for a target occupancy of 5×10−4 as a
function of the bias voltage. The measurements were performed at different temperatures
with the n-in-p detector irradiated to 2× 1015 neq/cm

2.

6.2.5 Annealing Studies

Accelerated annealing studies were conducted to study the performance of the detectors
after storing them at elevated temperatures. This is of particular importance since de-
tectors in high-energy physics experiments have to be kept at room temperature during
maintenance periods. Annealing studies were performed with three detectors: a p-in-n
and a n-in-p detector both irradiated to 2× 1016 neq/cm

2 and a p-in-n detector irradiated
to 2×1015 neq/cm

2. The results of the measurements reported in this section are published
in Ref. [Kö11b].

The detectors were exposed to a temperature of 60 ◦C for increasing periods of time. In
a number of annealing steps, beta source measurements, noise measurements and leakage
current measurements were performed. The results of these measurements are presented
in this section. Additionally, laser measurements were performed after the last annealing
step. Those results are presented in Section 6.2.6 together with the results of laser mea-
surements performed before annealing.

Using the activation energy of the long-term annealing of the effective doping concentra-
tion, Ea = 1.33 eV [Mol99], the annealing times at a temperature of 60 ◦C can be scaled
to room temperature (T = 20 ◦C) by multiplying them with a factor 560 (see also Sec-
tion 4.1.2). However, it should be noted that this activation energy was determined for
the long-term annealing behaviour of the effective doping concentration [Mol99] and not
for the annealing of the signal or the noise. It can serve as an estimate, however, the
agreement with the annealing of the signal or the noise, particularly in highly irradiated
detectors, is not fully established. Recent annealing studies of the signal measured with
highly irradiated planar n-in-p detectors indicate some disagreement [Cas11a]. In the stud-
ies presented in this section, the detectors were annealed up to 2560min at a temperature
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of 60 ◦C. This corresponds to approximately 33 months (1000 days) at room temperature
according to the aforementioned scaling.

Beta Source Measurements

Figure 6.59 shows the signal of the p-in-n detector irradiated to 2 × 1015 neq/cm
2 for se-

lected bias voltages as a function of the accumulated annealing time. In this and the
following illustrations, errors are not shown. The statistical errors are smaller than 3%, a
systematic error of approximately 5% due to the calibration uncertainty can be assumed.
The axis on the top of the figure indicates the accumulated annealing time scaled to a
temperature of 20 ◦C, where the aforementioned scaling was used.
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Figure 6.59: Signal of the p-in-n detector irradiated to 2 × 1015 neq/cm
2 as a function of

the accumulated annealing time for different bias voltages. The measurement performed
before annealing is represented by the data point shown at 1min at 60 ◦C. “Highest
voltage” is the maximum voltage for which a measurement could be performed, these
voltages are indicated for each annealing step.

Up to an accumulated annealing time of approximately 160min at 60 ◦C, the signal re-
mains relatively constant. Longer annealing times lead to a signal decrease for bias voltages
up to 150V. The signal measured at bias voltages of 200V or higher does not decrease
with the annealing time. However, a decrease of the breakdown voltage required that
the maximum bias voltage was lowered. Therefore, the signal measured at the highest
bias voltage applied decreases during the annealing studies. A decrease of the breakdown
voltage from approximately 290V before annealing to approximately 235V after the last
annealing step could be observed.

The signal for different bias voltages as a function of the accumulated annealing time is
shown in Fig. 6.60 for the n-in-p detector irradiated to 2×1016 neq/cm

2. Figure 6.61 shows
the signal measurements of the p-in-n detector irradiated to the same fluence. For both
detectors, the long-term annealing leads to an increase of the signal measured at high bias
voltages (above 250V).
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Figure 6.60: Signal of the n-in-p detector irradiated to 2 × 1016 neq/cm
2 as a function of

the accumulated annealing time for different bias voltages. The measurement performed
before annealing is represented by the data point shown at 1min at 60 ◦C.

The signal of the n-in-p detector irradiated to 2 × 1016 neq/cm
2 (Fig. 6.60) measured at

a voltage of 425V starts to increase after an accumulated annealing time of 160min at
60 ◦C. The signal measured at lower bias voltages, down to 250V, also increases during
the long-term annealing. However, longer annealing times are necessary to see this effect.
The signal measured at a bias voltage of 200V increases very slightly up to an annealing of
80min. Thereafter the signal decreases and finally, after an accumulated annealing time of
1280min, it is too low to achieve a separation from the noise distribution. After an accu-
mulated annealing time of 2560min, the signal measured at 425V, the highest bias voltage
applied, is (22.4 ± 1.2) ke−. Therefore, the maximum signal of the unirradiated detector
could be reached and a signal-to-noise ratio of 19 could be measured. The bias voltages
were not increased beyond 425V due to a strong increase of the leakage current (see below).

The signal measured with the p-in-n detector irradiated to 2 × 1016 neq/cm
2 (Fig. 6.61)

remains relatively constant for low bias voltages (below 250V) up to an annealing time of
320min at 60 ◦C. Subsequently, the signal measured at these voltages decreases. In con-
trast to that, the signal measured at high voltages decreases somewhat up to an annealing
time of 640min and increases after subsequent annealing steps. After intermediate an-
nealing times, strong noise at high bias voltages (see below) made the separation of signal
and noise difficult. Hence, after an accumulated annealing time of 80min and 160min,
the highest voltage, for which a signal measurement could be performed, was lower than
325V. The highest bias voltage could be increased after long annealing times, as a strong
decrease of the noise facilitated to separate signal and noise for measurements performed
at higher bias voltages. The maximum bias voltage for this detector is limited by an
increase of the noise, which renders a separation of signal and noise impossible. After an
accumulated annealing time of 2560min at 60 ◦C, the signal of the unirradiated detector
could be recovered and a signal-to-noise ratio of 20 could be obtained at a bias voltage of
400V.



158 CHAPTER 6. MEASUREMENTS OF 3D DETECTORS

Annealing Time @ 60°C (min)
1 10 210 310

 )-
S

ig
na

l (
ke

0

5

10

15

20

25

30

35
0 

V

34
0 

V

34
0 

V

32
0 

V

31
5 

V

34
0 

V

35
0 

V 39
0 

V 40
0 

V

highest voltage

U=325 V

U=300 V

U=275 V

U=250 V

U=225 V

U=200 V

Annealing Time @ 20°C (days)
1 10 210 310

Figure 6.61: Signal of the p-in-n detector irradiated to 2 × 1016 neq/cm
2 as a function of

the accumulated annealing time for different bias voltages. The measurement performed
before annealing is represented by the data point shown at 1min at 60 ◦C. “Highest
voltage” is the maximum voltage for which a measurement could be performed, these
voltages are indicated for each annealing step.

The observations presented above can be correlated to the well-established model of an-
nealing (see Section 4.3.1): the effective doping concentration decreases during short-term
annealing (up to approximately 80min at 60 ◦C) and increases during long-term annealing.
The increase of the effective doping concentration during long-term annealing increases
the gradient of the electric field in the detector volume. Therefore, the volume which
exhibits high electric fields is reduced at low bias voltages and lower signals are measured.
At high voltages, the charge multiplication probability increases since the increased dop-
ing concentration leads to more pronounced peaks of the electric field. This effect can
enhance the signal of the detectors irradiated to 2 × 1016 neq/cm

2. A similar behaviour
was observed in measurements of planar n-in-p detectors irradiated up to a fluence of
5× 1015 neq/cm

2 [Man11].

A decrease of the breakdown voltage of the p-in-n detector irradiated to a fluence of
2 × 1015 neq/cm

2 during the annealing could be observed. Potentially, this observation is
related to the increase of the maxima of the electric field. Due to the early breakdown, a
possible increase of the signal during the long-term annealing could not be observed with
this detector.

The annealing of the trapping probability (see Section 4.3.3) could in principle further
influence the dependence of the measured signal on the annealing time. Annealing leads
to an increase of the trapping probability of holes and to a decrease of the trapping proba-
bility of electrons. Since both types of charge carriers significantly contribute to the signal
in 3D detectors (see Section 5.1.1), the total trapping probability will hardly change with
annealing.
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Noise Measurements
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Figure 6.62: Average noise of the p-in-n detector irradiated to 2×1015 neq/cm
2. (a) Noise

as a function of the applied bias voltage for selected annealing times, (b) noise for different
bias voltages as a function of the annealing time. Only statistical errors are shown, in most
cases the error bars are smaller than the markers. The measurement performed before
annealing is represented by the data point shown at 1min at 60 ◦C.

The results of noise measurements are shown in Figs. 6.62-6.64 for the three detectors
investigated. In the left part of the figures, the noise is shown as a function of the applied
bias voltage for selected annealing times. The right part shows the noise for selected bias
voltages as a function of the accumulated annealing time.

The dependence of the noise on the annealing time is similar for all detectors: short-term
annealing (up to approximately 80min at 60 ◦C) increases the noise, long-term annealing
decreases the noise. However, the annealing behaviour of the noise of the p-in-n detector
irradiated to 2 × 1016 neq/cm

2 (see Fig. 6.64) shows a somewhat accelerated annealing
behaviour compared to that of the other detectors. The maximum of the noise of this
sensor is measured after an accumulated annealing time of 80min, whereas the maximum
noise of the other sensors is measured after an annealing time of 160min.

After long annealing times, the noise of the detectors irradiated to 2 × 1016 neq/cm
2 at

high bias voltages is considerably lower than it was before annealing. At low bias volt-
ages, the noise is given by the capacitive noise of the amplifier, which does not change
during the annealing. The noise of the n-in-p detector irradiated to 2× 1016 neq/cm

2 (see
Fig. 6.63) measured at high voltages falls below the noise measured before annealing after
an annealing time of 1280min. For the p-in-n detector irradiated to the same fluence (see
Fig. 6.64), this is the case already after an annealing time of 320− 640min, depending on
the bias voltage under consideration.

The annealing of the noise behaviour is not fully understood. Especially, the increase of
the noise during the short-term annealing appears surprising. According to the shot noise
parameterisation ENCshot =

√
B IlM F e (see Section 3.3.8 and Section 6.2.4), a decrease
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Figure 6.63: Average noise of the n-in-p detector irradiated to 2×1016 neq/cm
2. (a) Noise

as a function of the applied bias voltage for selected annealing times, (b) noise for different
bias voltages as a function of the annealing time. Only statistical errors are shown, in most
cases the error bars are smaller than the markers. The measurement performed before
annealing is represented by the data point shown at 1min at 60 ◦C.

of the current Il, as observed in the p-in-n detectors (see below), would lead to lower noise.
The other factors are assumed to be constant. The multiplication M does not change dur-
ing the short-term annealing, as can be seen from the signal measurements. Hence, the
excess noise factor F is assumed to be constant, too. A further contribution to the noise
could originate from an increased rate of micro-discharge. However, the opposite would
be expected, since the decrease of the effective doping concentration during the beginning
of the annealing would lead to a reduction of the peaks of the electric field.

The long-term annealing can be regarded as very beneficial for the operation of highly
irradiated 3D detectors. It leads to increased signal and to decreased noise. This is in
contrast to expectations obtained from the standard annealing model [Lin01, Mol99] (see
also Section 4.3.1), which is based on measurements at lower irradiation fluences. Based
on considerations of the effective doping concentration, short term annealing was for a
long time regarded as beneficial and long-term annealing was regarded to have negative
consequences. However, these traditional considerations did not take into account any
charge multiplication effects.

Leakage Current

As discussed in Section 4.3.2, a gradual decrease of the leakage current is expected during
the annealing. Figure 6.65 shows the leakage current as a function of the applied bias
voltage for the three detectors investigated. The measurements were performed after each
annealing step. The current of the guard ring was not measured separately, therefore
the quoted values can include surface or edge currents in addition to the bulk current.
According to Eq. (4.10), Section 4.3.2, a decrease of the bulk generated leakage current
by a factor of 2.4 is expected during the annealing of 2560min at 60 ◦C. For this calcu-
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Figure 6.64: Average noise of the p-in-n detector irradiated to 2×1016 neq/cm
2. (a) Noise

as a function of the applied bias voltage for selected annealing times, (b) noise for different
bias voltages as a function of the annealing time. Only statistical errors are shown, in most
cases the error bars are smaller than the markers. The measurement performed before
annealing is represented by the data point shown at 1min at 60 ◦C.

lation, unintentional annealing before the beginning of the measurement series has been
neglected. Strictly, this calculation applies only as long as the fraction of the volume
which exhibits a non-negligible electric field remains constant during the annealing. Since
even the undepleted bulk of highly irradiated detectors is resistive (see Section 4.3.4), this
assumption can be taken as a basis.

The leakage current measurements of the p-in-n detector irradiated with a fluence of
2× 1015 neq/cm

2 are shown in Fig. 6.65(a). In the plateau region, between approximately
50V and 250V, the current decreases with increasing annealing time. For higher bias volt-
ages, this trend cannot be identified, possibly due to the onset of electrical breakdowns
or micro-discharges. At a bias voltage of 200V, the leakage current measured after an
accumulated annealing time of 2560min at 60 ◦C is a factor of 2.0± 0.2 lower than before
annealing. This decrease is somewhat lower than the expected one. A slight increase of
the leakage between the last two annealing steps can be observed. Possibly, this effect is
related to an increase of the surface current.

Figure 6.65(b) summarises the leakage current measurements of the n-in-p detector irra-
diated to 2 × 1016 neq/cm

2. The observed behaviour differs from the expectation, as a
continuous decrease of the current with annealing time cannot be observed. The highest
leakage current was measured after an annealing time of 160min, whereas the leakage
current reaches a minimum after an annealing of 640min. Interestingly, the noise of this
detector also reaches a maximum after an accumulated annealing time of 160min (see
above). However, a correlation between the noise and the leakage current effects cannot
be generally identified. The noise of the p-in-n detectors irradiated to 2 × 1015 neq/cm

2

and 2×1016 neq/cm
2 also exhibits a maximum after an annealing time of 80−160min (see

above), whereas the current of those detectors decreases continuously during the annealing.
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Figure 6.65: Leakage current of the three detectors investigated as a function of the
applied bias voltage. The current was measured after each annealing step and is scaled to
a reference temperature of +20 ◦C.
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Presumably, edge or surface currents lead to the unexpected annealing behaviour of the
n-in-p detector irradiated to 2 × 1016 neq/cm

2. Furthermore, it is possible that a higher
charge multiplication probability after annealing increases the leakage current. It could
be observed that the leakage current increased with time after changing the bias voltage.
Typically, a current increase between 10% and 40% could be observed in a period of ap-
proximately 25min. The current values quoted in Fig. 6.65(b) were measured directly
after ramping to a defined bias voltage. Only after performing the annealing studies, it
was noticed that the increase of the leakage current with time is related to the presence
of the radioactive source. All leakage current measurements reported in this section were
performed while the detector was installed in the beta source setup, with the radioactive
source being directed towards the sensor. In measurements performed in the absence of
the radioactive source, an increase of the leakage current with time was not observed. The
reason for this behaviour is not understood. Possibly, an accumulation of charge carriers
in the surface region or close to the sensor edges leads to a change of the potential distri-
bution, which then affects the leakage current.

The noise is not affected by the current increase with time, which was verified by a mea-
surement at a bias voltage of 425V after an accumulated annealing time of 1280min.
The current, measured at a temperature of −43 ◦C, increased from 20µA to 28µA within
approximately 25min. The noise, measured before and after the current increase, was
constant. Assuming that shot noise has a significant effect on the total noise, this observa-
tion indicates that the additional current is mainly drawn by the guard ring. Otherwise,
the increase of the leakage current would also increase the noise.

The measurements of the leakage current of the p-in-n detector irradiated to 2×1016 neq/cm
2

are shown in Fig. 6.65(c). A decrease of the leakage current with annealing time can be
observed. At a bias voltage of 250V, the current measured after an accumulated anneal-
ing time of 2560min is a factor of 2.2 ± 0.2 lower than before annealing. This decrease
is in agreement with the expected decrease by a factor of 2.4 (see above). However, the
leakage current measured after the last annealing step, corresponding to an accumulated
annealing time of 2560min, exceeds the current measured after the previous annealing
step. The last annealing step leads to a current increase of 10%-20%. A similar behaviour
was observed with the p-in-n detector irradiated to 2× 1015 neq/cm

2 (see above).

6.2.6 Laser Measurements

In this section, laser measurements performed with the p-in-n and n-in-p detectors irradi-
ated with fluences of 2× 1015 neq/cm

2 and 2× 1016 neq/cm
2 are presented. The measure-

ments were performed at sensor temperatures of approximately −30 ◦C. The discussion
of the results follows that of the measurements performed with unirradiated detectors in
Section 6.1.4. Details of the measurement and analysis procedures can be found there.
The results presented in this section are published in Refs. [Kö11b, Bat11]. The p-in-n
detector irradiated to 2× 1015 neq/cm

2 and both detectors irradiated to 2× 1016 neq/cm
2

were measured before annealing and after an accumulated annealing time of 2560min at
60 ◦C. Below, two-dimensional illustrations of the signal measured in laser scans, where
the laser was scanned over a region shown in Fig. 6.66, are presented. The signals of the
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two strips around the laser point of incidence are summed. It has to be kept in mind that
the absolute signals measured with different detectors cannot be compared directly, due
to possible differences of the surface reflectivities.

low field region

high field region
ohmic column

junction column

strip metallisation

typical laser scan regiony

x

Figure 6.66: Sketch of a unit cell of a 3D strip detector. The region typically scanned with
the infrared laser is delimited by the dashed line. A detailed investigation of the signals
induced by the laser shining on the high and low-field regions is presented below.

Figure 6.67 shows the results of laser scans of the n-in-p detector irradiated to 2 ×
1015 neq/cm

2. The measurements were performed at bias voltages between 25V and 260V.
The metallisation of the readout strips, where the laser light is reflected and only marginal
signals are measured, are located at the left and right edges of the scanned regions. The
ohmic column appears at the lower right corner. It can be seen that its position deviates
significantly from the design position in the middle between the readout strips. The same
effect, which is an undesired production feature, was observed in the measurements of the
unirradiated detectors, see Section 6.1.4. The positions of the ohmic columns differ from
detector to detector, as can be seen in the measurements presented below.

At a bias voltage of 25V (Fig. 6.67(a)) the signal is very non-uniform. The sensor is not
fully depleted, at least the electric field is low in wide regions. Charge carriers liberated
in these regions recombine quickly or perform only a very slow drift within the integration
time of the amplifier. The regions exhibiting low signals correspond to the regions where
the electric field reaches minima, see Fig. 6.16, Section 6.1.2, and Fig. 5.4, Section 5.1.1.
The highest signals are measured for laser impact positions close to the strip edge on the
direct line between an ohmic column and a junction column. These regions are visible
in the upper left corner of Fig. 6.67(a). The junction columns are covered by the strip
metallisation, hence an investigation of the area directly around these electrodes is not
possible.

The signal is more uniform in the measurement performed at a bias voltage of 150V,
see Fig. 6.67(b). However, lower signals are measured in the low-field region and at the
position of the ohmic column. Due to the lower electric field strength, charge carriers gen-
erated in the low-field region drift more slowly than charge carriers generated elsewhere.
Furthermore, the drift path of these charge carriers is longer. Both effects lead to a higher
trapping probability.
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Figure 6.67: Results of laser measurements performed at different bias voltages U (25, 150
and 260V) with the n-in-p detector irradiated to 2 × 1015 neq/cm

2. The different colour
scales should be noted.
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Figure 6.68: Results of laser measurements performed at different bias voltages U (25,
200 and 290V) with the p-in-n detector irradiated to 2× 1015 neq/cm

2. All measurements
were performed before annealing. The different colour scales should be noted.

At 260V, the maximum bias voltage applied (Fig. 6.67(c)), the signal for all laser impact
positions is considerably higher compared to the measurement at a bias voltage of 150V.
Also the beta source measurements (see Section 6.2.3) showed a strong increase of the
signal for bias voltages exceeding 150V, which can be attributed to charge multiplication.
Particularly high signals are measured if the laser impinges close to the junction column
on the direct line between an ohmic column and a junction column. These regions can be
seen at the left hand side of Fig. 6.67(c). Electrons generated in these regions are directly
injected into the high-field region around the junction columns, hence they have a high
multiplication probability. A similar behaviour was observed in beam test measurements,
see Section 6.2.2.

Results of laser scans performed with the p-in-n detector irradiated to 2 × 1015 neq/cm
2

are shown in Fig. 6.68. The behaviour is similar to that of the n-in-p detector irradiated
to the same fluence (see Fig. 6.67). At a bias voltage of 25V (see Fig. 6.68(a)), the de-
tector is not yet fully depleted and the signal is very inhomogeneous. At a bias voltage
of 200V (see Fig. 6.68(b)), the entire detector volume is active. Lower signals are mea-
sured if the laser impinges on the position of the ohmic column and on the low-field region.



6.2. MEASUREMENTS AFTER IRRADIATION 167

The region exhibiting lower signals at the position of the ohmic column does not appear
as sharply bounded as in the measurements performed with the n-in-p detector. If the
laser impinges close to the ohmic columns, the signal in 3D p-in-n detectors is largely
dominated by holes, which drift towards the junction columns. If the laser impinges fur-
ther away from the ohmic columns, the drift path of electrons is longer and hence their
contribution to the signal increases. Since holes experience a higher trapping probability
than electrons, the signal is lower if it is dominated by holes.

In the measurement performed at a bias voltage of 290V (see Fig. 6.68(c)), consider-
ably higher signals are measured on the line connecting an ohmic column and a junction
column. As in the case of the n-in-p detector discussed above, this observation is at-
tributed to charge multiplication. Indications of charge multiplication at bias voltages of
approximately 290V were also found with beta source measurements, see Section 6.2.3.
Multiplication of holes requires considerably higher electric fields than multiplication of
electrons (see section 3.3.7). Thus, it can be assumed that mainly electrons drifting to-
wards the ohmic electrode are multiplied in 3D p-in-n detectors.

Figure 6.69 shows the results of laser scans of the n-in-p detector irradiated to 2 ×
1016 neq/cm

2. At a bias voltage of 75V (Fig. 6.69(a)), only a fraction of the sensor is
active. Considerable signals are only measured in ring-shaped regions around the ohmic
columns and around the junction columns. This result illustrates the double-junction ef-
fect (see Section 4.3.4). Even before full depletion of the sensor, regions with high electric
fields are present at both types of electrodes. At a bias voltage of 350V (Fig. 6.69(b)), the
entire sensor volume is active. However, large discrepancies between the high-field region
and the low-field regions exist. The discrepancies are larger than in the measurements
of the detectors irradiated to lower fluences. Possible reasons are the increased trapping
probability and the increased effective doping concentration, which leads to a higher gradi-
ent of the electric field. The highest signals are measured on the lines connecting an ohmic
column and a junction column, where the electric field is maximal. Hence, charge carriers
generated in these regions obtain a higher drift velocity, which reduces the trapping prob-
ability. Furthermore, these charge carriers have a higher multiplication probability.

After an annealing of 2560min at 60 ◦C (Fig. 6.69(c)), the n-in-p detector irradiated to
2 × 1016 neq/cm

2 yields substantially higher signals. The laser power was not changed
in between the two measurements. The signals measured at a bias voltage of 350V are
approximately 50%−100% higher than before annealing. In beta measurements, a similar
relative signal increase was observed with the annealing (see Section 6.2.5). Particularly
high signals are measured in the high-field region close to a junction column. Due to the
increase of the effective doping concentration during the annealing, stronger charge multi-
plication is assumed to occur in high-field regions close to the junction columns. Given the
high trapping probability, charge carriers generated closer to the junction columns have a
higher probability of reaching the region where charge multiplication occurs.

Results of laser scans performed with the p-in-n detector irradiated to 2 × 1016 neq/cm
2

are shown in Fig. 6.70. The double-junction effect is visible in the measurement performed
at a bias voltage of 75V (Fig. 6.70(a)). The detector is only active in regions around the
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Figure 6.69: Results of laser measurements performed at different bias voltages U with
the n-in-p detector irradiated to 2 × 1016 neq/cm

2. The measurements shown in (a) and
(b) were performed before annealing, the measurement shown in (c) was performed after
an accumulated annealing time of 2560min at 60 ◦C. The different colour scales should
be noted.
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Figure 6.70: Results of laser measurements performed at different bias voltages U with
the p-in-n detector irradiated to 2 × 1016 neq/cm

2. The measurements shown in (a) and
(b) were performed before annealing, the measurement shown in (c) was performed after
an accumulated annealing time of 2560min at 60 ◦C. The different colour scales should
be noted.
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ohmic columns and around the junction columns. The same behaviour was observed in
the measurements of the n-in-p detector irradiated to the same fluence (see above). At a
bias voltage of 350V (Fig. 6.70(b)), the active region extends over the entire sensor. The
highest signals are measured close to the junction colum on the connection between an
ohmic column and a junction column.

After annealing of 2560min at 60 ◦C (Fig. 6.70(c)), the signal is considerably higher than
before annealing. An increase of the signal by a factor of approximately three can be
observed. This signal increase is substantially higher than that measured with the beta
source (see section. 6.2.5). This discrepancy can be explained by the fact that the laser
deposits its energy mostly close to the surface, while electrons emitted by a beta source
deposit energy uniformly along the track. In p-in-n detectors, electrons are accelerated to-
wards the ohmic column. Since the charge multiplication probability is larger for electrons
than for holes, it is assumed that multiplication occurs mainly close to the ohmic columns.
Especially strong multiplication is expected to occur around the column tips, where the
focusing of the field lines leads to very high field strengths. The column tips are close to
the sensor surface, where the laser deposits most of its energy. Therefore, an increase of
the charge multiplication probability during the annealing could have a larger effect for
the laser measurements than for the beta source measurements. Furthermore, a change of
the surface reflectivity during annealing cannot be ruled out. This would strongly affect
the laser measurements.

Signal in Selected Regions

Figures 6.71-6.74 show the signals measured for selected laser positions as a function of
the applied bias voltage. These representations facilitate a more systematic investigation
of the dependence of the signals measured in different regions on the bias voltage. Laser
impact positions at the location of an ohmic column, in the high-field region and in the
low-field region (see Fig. 6.66) are investigated. In these cases, the signals of the two
readout strips around the laser point of impact are summed. Additionally, the signals of
single strips are investigated for laser impact positions close to the junction column of
the neighbouring strips. In many cases, these signals are negative, therefore this region
is named “negative region” in the illustrations presented below. See Section 6.1.4 for fur-
ther explanations. For each measurement series, the signals are normalised to the signal
measured in the high field region at the highest bias voltage.

Figure 6.71 shows the signal of the n-in-p detector irradiated to 2×1015 neq/cm
2 as a func-

tion of the applied bias voltage. In agreement with the beta source measurements (see
Section 6.2.3) and the beam test measurements (see Section 6.2.2), the signal increases
strongly for bias voltages exceeding 150V. It is apparent that not only the charge carriers
generated in the high-field region undergo charge multiplication. The absolute difference
between the signals in the high-field region and in the low-field region increases with in-
creasing voltage, which confirms the results of the beam test measurements. The signals
measured in the low-field region and in the region of the ohmic column are approximately
equal up to a bias voltage of 150V. However, the signal measured in the low-field region
increases more strongly as a function of the applied bias voltage. The absolute values
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Figure 6.71: Signal for selected laser positions as a function of the applied bias voltage for
the n-in-p sensor irradiated to 2× 1015 neq/cm

2.

of the negative signals measured on the neighbours of hit strips decrease with increasing
bias voltage. The faster drift due to higher electric fields and the increased number of free
charge carriers created by charge multiplication reduce the influence of ballistic deficit (see
also the discussion in Section 6.1.4).
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Figure 6.72: Signal for selected laser positions as a function of the applied bias voltage for
the p-in-n sensor irradiated to 2 × 1015 neq/cm

2. The measurements were performed (a)
before annealing and (b) after an accumulated annealing time of 2560min at 60 ◦C. The
different scales of the horizontal axes should be noted.

The signals measured for selected laser positions with the p-in-n detector irradiated to
2 × 1015 neq/cm

2 are summarised in Fig. 6.72. Due to charge multiplication, the signals
measured before annealing (Fig. 6.72(a)) in the high-field region increase strongly for bias
voltages exceeding 200V. It can be seen that the increase of the signals at high bias
voltages for the other laser impact positions is less pronounced. Indications of charge mul-
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tiplication were also observed in beta source measurements (see Section 6.2.3). The signals
measured at the location of the ohmic column are much lower than those measured with
the n-in-p detector irradiated to the same fluence. This could also result from different
depths of the ohmic columns.

After annealing (Fig. 6.72(b)), a full saturation of the signal is not observed. Due to the
increase of the effective doping concentration, higher voltages are required to extend the
electric field through the entire sensor. A decreased breakdown voltage did not allow to
apply voltages higher than 220V. Negative signals are not measured, neither before nor
after annealing.
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Figure 6.73: Signal for selected laser positions as a function of the applied bias voltage for
the n-in-p sensor irradiated to 2 × 1016 neq/cm

2. The measurements were performed (a)
before annealing and (b) after an accumulated annealing time of 2560min at 60 ◦C.

Figure 6.73 shows the signals in selected regions for the n-in-p detector irradiated to
2 × 1016 neq/cm

2. Before annealing (Fig. 6.73(a)), the signal starts to saturate at a bias
voltage of 300V. This is in contrast to the beta measurements (see Section 6.2.3), where
a linear increase of the signal with increasing bias voltage was observed. The signal mea-
sured in the low-field region is even lower than that measured at the location of the ohmic
column. It was the other way around in the detectors irradiated to lower fluences, which
were discussed above. This observation is attributed to the strong increase of the trapping
probability with the irradiation fluence. Due to the lower drift velocity and the longer path
to the electrodes, charge carriers generated in the low-field region are particularly prone
to trapping. Pronounced negative signals are measured at all bias voltages. It can be
seen that the absolute values increase up to a bias voltage of 300V and decrease for higher
bias voltages. This decrease could be related to an increasing rate of charge multiplication.

After annealing of 2560min at 60 ◦C (Fig. 6.73(b)), a saturation of the signals is not ob-
served. The signal measured in the low-field region exceeds that measured at the location
of the back column at voltages higher than 200V. At a bias voltage of 420V, which is the
highest voltage applied, the signal in the low-field region is only approximately 25% lower
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than that measured in the high-field region. Before annealing, the difference was larger.
More pronounced negative signals are measured after annealing.
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Figure 6.74: Signal for selected laser positions as a function of the applied bias voltage for
the p-in-n sensor irradiated to 2 × 1016 neq/cm

2. The measurements were performed (a)
before annealing and (b) after an accumulated annealing time of 2560min at 60 ◦C.

The signal of the p-in-n detector irradiated to 2 × 1016 neq/cm
2 is displayed in Fig. 6.74.

Before annealing (Fig. 6.74(a)), the signal increases linearly with the bias voltage. This is
in agreement with the beta measurements. The slope of the signal measured in the high-
field region is steeper than that measured in the other regions. In the low-field region and
in the position of the ohmic column, the signals are similar. The difference between the
signals measured in these regions and the signal in the high-field region is larger compared
to the n-in-p detector irradiated to the same fluence. Negative signals at neighbours of
hit strips are measured at all bias voltages. Fore these signals, the dependence on the bias
voltage is low.

After annealing (Fig. 6.74(b)), the slope of the signal curves is much steeper than before
annealing. The curves start to saturate at a bias voltage of 350V. Negative signals are
not observed any more.

Signal Projections

Figures 6.75-6.78 show projections of single strip signals as a function of the distance
to the strip centre. The regions of the strip metallisations, where the laser is reflected,
are hatched. In contrast to the measurements shown above, the signals of the two strips
around the laser point of incidence are not summed. The figures are projections of the
signals measured in two-dimensional laser scans as indicated in Fig. 6.66. The regions
are typically approximately 80µm long in the direction of the readout strips (see also the
explanations in Section 6.1.4).
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These representations facilitate an investigation of the asymmetry, which is induced by
the deviation of the position of the ohmic columns from the design position in the middle
between two readout strips. As can be seen in the two-dimensional representations of the
laser scans (Figs. 6.67-6.70), the ohmic columns of all detectors investigated are shifted
into the positive direction in the coordinate system used.
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Figure 6.75: Projections of single strip signals of the n-in-p detector irradiated to 2 ×
1015 neq/cm

2. The regions of the strip metallisations, where the laser is reflected, are
hatched.

Figure 6.75 shows signal projections of the n-in-p detector irradiated to 2× 1015 neq/cm
2.

A left-right asymmetry of the signal is apparent due to the shift of the ohmic columns
into the positive direction of the horizontal axis. Up to bias voltages of 150V, the max-
imal signals measured for laser impact positions on the left and right side of the strip
are approximately equal. At higher voltages, where strong charge multiplication occurs,
the signal on the right side of the strip metallisation increases more strongly than that
measured on the left side. The charge multiplication also increases the signals measured
on neighbours of hit strips.

Projections of the signal measured with the p-in-n detector irradiated to 2× 1015 neq/cm
2

are displayed in Fig. 6.76. The displacement of the ohmic column is small, therefore the
signals are less asymmetric compared to the n-in-p detector irradiated to 2×1015 neq/cm

2.
After annealing, significantly higher signals are measured. This effect was also observed
for the other detectors, for which annealing studies were performed (see above). The laser
measurements show a more pronounced increase of the signal than the beta measurements.
The laser power was not changed in between the measurements. Potentially, the observed
behaviour is caused by an increase of the charge multiplication probability close to the
sensor surface or by a decrease of the surface reflectivity during the annealing.

Figure 6.77 shows signal projections of the n-in-p detector irradiated to 2× 1016 neq/cm
2.

Although the ohmic columns are displaced into the positive x-direction, somewhat higher
signals are measured at the left side of the readout strip. After annealing (Fig. 6.77(b)),
higher signals are measured, as discussed above. As the effective doping concentration
has increased during annealing, higher voltages are necessary in order to extend the active
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Figure 6.76: Projections of single strip signals of the p-in-n detector irradiated to 2 ×
1015 neq/cm

2. The measurements were performed (a) before annealing and (b) after an
accumulated annealing time of 2560min at 60 ◦C.
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Figure 6.77: Projections of single strip signals of the n-in-p detector irradiated to 2 ×
1016 neq/cm

2. The measurements were performed (a) before annealing and (b) after an
accumulated annealing time of 2560min at 60 ◦C.

region over the entire sensor. Therefore, the region which yields high signals is visibly
narrower than before annealing, as long as measurements performed with bias voltages
below 300V are considered.

Figure 6.78 shows signal projections of the p-in-n detector irradiated to 2× 1016 neq/cm
2.

The displacement of the ohmic columns is larger compared to the n-in-p detector irradiated
to the same fluence. Higher signals are measured at the right side of the strip metallisa-
tion. In the measurements performed before annealing, the signal decreases linearly with
increasing distance to the centre of the readout strip. After annealing, the shape is more
similar to an s-curve, especially at low voltages on the right side of the strip. As mentioned
above, considerably higher signals are measured after annealing.

In the p-in-n detector irradiated to 2× 1016 neq/cm
2, considerable signals are measured if

the laser impinges close to the metallisation of the neighbouring readout strip. This effect
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Figure 6.78: Projections of single strip signals of the p-in-n detector irradiated to 2 ×
1016 neq/cm

2. The measurements were performed (a) before annealing and (b) after an
accumulated annealing time of 2560min at 60 ◦C. The different scales of the vertical axes
should be noted.

is even more pronounced after annealing. As most of the charge carriers generated in these
regions will be collected by the neighbouring readout strip, these signals are assumed to
originate from ballistic deficit or trapping (see also the discussion in Section 6.1.4). The
signal induced on an electrode is zero, if all charge carriers reach another electrode within
the shaping time of the amplifier. Possibly, the positive signals result from the high trap-
ping probability of holes drifting towards neighbouring electrodes. This would explain the
increase of this effect with annealing, since the trapping probability of holes increases with
annealing, while that of electrons decreases (see Section 4.3.3).

Conclusion

In summary, it was observed that the entire detector volume is active even after an ir-
radiation fluence of 2 × 1016 neq/cm

2. However, the signal magnitude depends on the
position of the energy deposition. Lower signals are measured in the middle between the
columnar electrodes, especially in the most highly irradiated detectors. Furthermore, the
columnar electrodes represent a passive volume, therefore lower signals are also measured
for particles impinging on the electrode’s locations. This effect also exists, of course, in
unirradiated detectors. The performance degradation originating from these inefficient
regions can be limited by tilting the detectors. In this approach, particle tracks would
impinge on the sensors under a certain angle and they would not only traverse inefficient
regions.



Chapter 7

Measurements of Planar Detectors

While the primary focus of this thesis is the detailed investigation of double-sided 3D
detectors, the radiation hardness of planar detectors is also investigated. In this chap-
ter, measurements of planar n-in-p strip detectors fabricated by Hamamatsu Photonics
K.K. [Ham] (HPK) are presented. The design of the sensors is described in Section 5.1.2.
To investigate the performance after irradiation, the sensors have been irradiated with
protons at the Karlsruhe Compact Cyclotron (see Section 5.1.3). Table 7.1 summarises
the devices under test and the irradiation fluences. The maximum irradiation fluence of
5 × 1015 neq/cm

2 corresponds to that expected for the second pixel detector layer of the
HL-LHC upgrade of the ATLAS detector (see Section 2.2.2).

Table 7.1: Serial numbers, strip isolation schemes and equivalent irradiation fluences of
the planar detectors.

Serial number Strip isolation Irradiation fluence (neq/cm
2)

W53-BZ4B-P10 1 p-stop implant 0
W42-BZ2-P20 2 p-stop implants 5× 1014

W02-BZ3-P18 1 p-stop implant 1× 1015

W33-BZ3-P15 1 p-stop implant 2× 1015

W42-BZ2-P17 2 p-stop implants 5× 1015

For all sensors, the strip isolation is achieved with p-stop implants. The sensors irra-
diated to 5 × 1014 neq/cm

2 (serial number W42-BZ2-P20) and the sensor irradiated to
5 × 1015 neq/cm

2 (serial number W42-BZ2-P17) have two p-stop implants between ad-
jacent readout strips, whereas in the other sensors only one p-stop implant is present
between two strips. The different reflectivity above the p-stop implants affects the laser
measurements, as will be discussed in Section 7.4. A sketch of the different p-stop struc-
tures is shown in Fig. 7.7, Section 7.4.

7.1 Beta Source Measurements

Beta source measurements were performed with all detectors listed in Table 7.1. Figure 7.1
shows the measured signal as a function of the applied bias voltage. The measurements of

177
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Figure 7.1: Beta source measurements: signal of the planar detectors irradiated to different
fluences as a function of the applied bias voltage. The uncertainties are dominated by the
calibration uncertainty, the data points are connected to guide the eye.

the sensors irradiated up to a fluence of 2× 1015 neq/cm
2 were performed at temperatures

of approximately −21 ◦C, while the sensors irradiated to higher fluences were measured at
−40 ◦C to reduce the leakage current. The maximum bias voltages applied to the irradi-
ated detectors were slightly below the breakdown voltages for each detector.

The signal of the unirradiated detector saturates at a bias voltage of approximately 200V,
which corresponds to the full depletion voltage. This sensor was used for the calibration
of the setup (see Section 5.3.2), therefore a signal of (24.7 ± 1.4) ke−, which is expected
for the given thickness of 320µm, is reached by definition.

The detector irradiated to 5 × 1014 neq/cm
2 also shows a saturating signal curve. Due to

the increased effective doping concentration, the curve saturates at higher voltages than
that of the unirradiated detector. At a bias voltage of 1500V, a signal of (21.5± 1.2) ke−

is measured. Charge carrier trapping causes the plateau signal to be lower than the sig-
nal of the unirradiated detector. The signals of the detectors irradiated to fluences of
1 × 1015 neq/cm

2 and above increase linearly as a function of the bias voltage. A satura-
tion of the signal curves is not observed. The detector irradiated to 1×1015 neq/cm

2 yields
a maximum signal of (21.6±1.5) ke− , which corresponds to the maximum signal measured
with the detector irradiated to 5 × 1014 neq/cm

2. Consequently, it can be assumed that
charge multiplication enhances the signal of the detector irradiated to 1 × 1015 neq/cm

2.
The maximum signals measured with the detectors irradiated to 2 × 1015 neq/cm

2 and
5× 1015 neq/cm

2 are (14.9 ± 0.9) ke− and (12.1 ± 0.7) ke−, respectively.

These measurements illustrate that the classical model of sensor depletion and charge
carrier trapping does not apply in highly irradiated detectors. According to Eq. (4.18),
Section 4.3.3, a signal of approximately 6 ke− would be expected in a fully depleted de-
tector irradiated to 5 × 1015 neq/cm

2. The full depletion voltage for this fluence would
be approximately 5000V according to Eq. 4.7, Section 4.3.1, and Eq. 3.9, Section 3.3.1.
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Although these estimations were derived for pad detectors, a disagreement between the
measurements and the classical models is apparent. It is probable that the measured sig-
nal is enhanced by charge multiplication.

While the signals measured with the planar detectors are higher than expected, they are
still lower than those measured with the irradiated 3D detectors, see Section 6.2. The
reduced spacing of the electrodes in the 3D detectors leads to higher electric fields and to
lower trapping. With 3D detectors, the effect of charge multiplication was clear as irra-
diated detectors showed significantly higher signals compared to unirradiated detectors.
The effect is less obvious with planar detectors considering the signals of the irradiated
detectors do not exceed that of the unirradiated detector. Furthermore, considerably
higher bias voltages are required for the planar detectors due to the larger spacing of the
electrodes. However, the signal measurements presented above show that planar n-in-p
detectors are sufficiently radiation hard for the strip detector layers and the medium pixel
layers of the ATLAS upgrade. For all irradiation fluences investigated, signals above 10 ke−

are measured, given that sufficiently high bias voltages can be supplied to the detectors.
The maximum signal-to-noise ratio was larger than 10 for all detectors (the noise will be
discussed in the following section).

7.2 Noise Measurements
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Figure 7.2: RMS noise of the planar detectors irradiated to different fluences as a function
of the applied bias voltage. The data points are connected to guide the eye.

Figure 7.2 shows the measured noise values of the detectors irradiated to different flu-
ences. The noise was calculated as the RMS deviation of the signal distributions acquired
in pedestal measurements. The average noise of all strips is shown, with extremely noisy
strips being excluded from the analysis. Only statistical uncertainties are considered, these
are smaller than the markers. Interestingly, the noise tends to decrease with increasing
irradiation fluence. The noise of all detectors hardly depends on the bias voltage in the
entire voltage range investigated. This indicates that the noise is dominated by the ca-
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pacitive noise of the readout chip whereas the shot noise is marginal. Only for the sensor
irradiated to 1× 1015 neq/cm

2, an increase of the noise with the bias voltage points to an
increasing influence of the shot noise. The lower temperature of the detectors irradiated
to higher fluences leads to a lower leakage current, hence the influence of shot noise is not
visible.

Due to the lower capacitance of the planar detectors, the noise is lower than that of the 3D
detectors. The capacitances of both detector types are listed in Table 5.1, Section 5.3.2. A
strong increase of the noise at high bias voltages, which was observed in the measurements
with 3D detectors (see Section 6.2.4), is not observed in the measurements of the planar
detectors.

7.3 Annealing Studies

Accelerated annealing studies were performed with the detectors irradiated to fluences of
2 × 1015 neq/cm

2 and 5 × 1015 neq/cm
2. The detectors were exposed to a temperature of

60 ◦C for increasing periods of time, up to an accumulated time of 6000min. Using the
time scaling of the long-term annealing of the effective doping concentration, this corre-
sponds to approximately 6.4 years at a temperature of 20 ◦C. However, the applicability
of this time scaling for signal and noise measurements is not fully established (see also
Sections 4.1.2 and 6.2.5). In this section, the results of beta source measurements and
noise measurements performed after each annealing step are presented. These measure-
ments were performed at a temperature of −40 ◦C. Laser measurements were performed
only before annealing and after the last annealing step, the results of these measurements
are shown in the following section.

Beta Source Measurements

Figures 7.3 and 7.4 show the signal of the detectors irradiated to 2 × 1015 neq/cm
2 and

5× 1015 neq/cm
2, respectively, for different bias voltages as a function of the accumulated

annealing time. The time scale on the top of the figure indicates the accumulated an-
nealing time scaled to a reference temperature of 20 ◦C using the activation energy for
long-term annealing of the effective doping concentration. An acceleration factor of 560
was used (see Section 4.1.2). Error bars are not shown in the figures. The statistical
uncertainties are smaller than 3%, a systematic uncertainty of 5% originating from the
calibration uncertainty are assumed.

The signal of the detector irradiated to 2 × 1015 neq/cm
2 (see Fig. 7.3) was measured up

to a bias voltage of 1000V. The signal increases up to an annealing time of approximately
80min at 60 ◦C, particularly at low bias voltages. This signal increase can be related to
the short-term annealing of the effective doping concentration. At low bias voltages, the
volume which is depleted or which exhibits a high electric field strength increases during
short-term annealing due to a decreased effective doping concentration.
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Figure 7.3: Signal of the detector irradiated to 2 × 1015 neq/cm
2 as a function of the

accumulated annealing time for different bias voltages. The measurement performed before
annealing is represented by the data point shown at 1min at 60 ◦C.

After longer annealing times, the effective doping concentration increases and the high-
field volume decreases, hence the signal decreases. Only after an accumulated annealing
time of 4800min the signal increases again. The increase is more apparent for higher bias
voltages than for low bias voltages. The signal enhancement can be attributed to charge
multiplication. Due to the increase of the effective doping concentration, the peak of the
electric field close to the junction increases and finally leads to expressed charge multipli-
cation. The annealing measurements of the 3D detectors show a similar behaviour (see
Section 6.2.5).
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Figure 7.4: Signal of the detector irradiated to 5 × 1015 neq/cm
2 as a function of the

accumulated annealing time for different bias voltages. The measurement performed before
annealing is represented by the data point shown at 1min at 60 ◦C.

The annealing measurements of the detector irradiated to 5× 1015 neq/cm
2 (see Fig. 7.4)

were performed up to a bias voltage of 1100V. The effect of the short-term annealing is
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weaker than for the detector irradiated to 2× 1015 neq/cm
2. A very slight signal increase

can be observed only for low bias voltages during the first 20min of the annealing series.
The signal then decreases due to an increase of the effective doping concentration and a
decrease of the volume exhibiting high electric fields. The signal measured at high bias
voltages starts to increase after an accumulated annealing time of 2000min, while the
signal measured at low bias voltages starts to increase later. As above, the increase of the
signal can be attributed to charge multiplication.

These measurements can be compared with annealing studies reported in Ref. [Man11]. In
those studies, identical sensors were used and comparable irradiation fluences were stud-
ied. However, those irradiations were performed with reactor neutrons instead of protons,
which were used in the studies described here. In the studies reported in Ref. [Man11],
a higher signal was measured already before annealing. The signal is up to 40% larger,
depending on the irradiation fluence and the bias voltage under consideration. While the
signals at low bias voltages agree very well, the disagreement of the measured signals in-
creases with increasing bias voltages. The systematic uncertainty of the calibration and
the uncertainty of the irradiation dose, which is approximately 20%, cannot explain the
discrepancy.

Figure 7.5: Annealing measurements reported in Ref. [Man11]: Signal as a function of
the annealing time, measured with an n-in-p detector irradiated to 5× 1015 neq/cm

2 with
reactor neutrons.

Annealing measurements of a detector irradiated to a fluence of 5 × 1015 neq/cm
2 pre-

sented in Ref. [Man11] are shown in Fig. 7.5. The annealing behaviour is similar to that
observed in the studies described here. However, the signal of the sensor irradiated to
5 × 1015 neq/cm

2 measured here shows a delayed annealing behaviour. In the measure-
ments shown in Fig. 7.5, the signal measured at a bias voltage of 1000V starts to increase
already after an accumulated annealing time of approximately 600min at 60 ◦C. After
annealing of about 5000min, a signal of approximately 22 ke− was measured at a bias
voltage of 1000V. This is almost twice as much as measured in these studies after an
annealing time of 6000min.
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These observations could indicate a higher charge multiplication probability in neutron
irradiated detectors, which could be a sign for NIEL violation (see also Section 4.2). In
irradiations with neutrons, more defect clusters are generated than in irradiations with
protons of 25MeV, where primarily point defects are created (see Section 4.1.2).

Noise Measurements
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Figure 7.6: RMS noise for selected bias voltages as a function of the accumulated annealing
time: (a) for the detector irradiated to 2 × 1015 neq/cm

2, (b) for the detector irradiated
to 5× 1015 neq/cm

2. The measurement performed before annealing is represented by the
data point shown at 1min at 60 ◦C.

Figure 7.6 shows the average strip noise of the detectors irradiated to 2 × 1015 neq/cm
2

and 5 × 1015 neq/cm
2 as a function of the accumulated annealing time. The noise does

not show a strong dependence on the annealing time or on the bias voltage, which indi-
cates that shot noise does not have any appreciable influence and micro-discharges do not
occur. Only the noise of the detector irradiated to 2 × 1015 neq/cm

2 measured after an
accumulated annealing time of 6000min at 60 ◦C increases slightly with the bias voltages.
Potentially, this points to the increasing influence of excess noise due to charge multipli-
cation or to the onset of micro-discharges.

7.4 Laser Measurements

Laser measurements were performed with the unirradiated detector and the detectors ir-
radiated to fluences of 2 × 1015 neq/cm

2 and 5 × 1015 neq/cm
2. The irradiated detectors

were measured before annealing and after an accumulated annealing time of 6000min at
60 ◦C. As explained above, this annealing time corresponds to an annealing of 6.4 years
at 20 ◦C when considering the long-term annealing of the effective doping concentration.
It is unlikely that highly irradiated detectors in an HL-LHC experiment will be stored at
room temperature for several years. However, measurements of the annealed detectors
provide an opportunity to investigate the properties of charge multiplication, as the re-
sults of the beta source measurements presented above clearly indicate the occurrence of
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charge multiplication after long annealing times. The laser measurements were performed
at temperatures of approximately −27 ◦C.

p-stop implants

strip metallisations y

(a)

p-stop implants

strip metallisations y

(b)

Figure 7.7: Sketch of the planar detectors’ surface layout: (a) one p-stop implant, (b) two
p-stop implant between two strips. The laser was scanned perpendicularly to the readout
strips (along the coordinate y).

Figure 7.7 illustrates the surface layout of the planar detectors. The unirradiated de-
tector and the detector irradiated to 2 × 1015 neq/cm

2 have one p-stop implant in the
middle between two readout strips, as shown in Fig. 7.7(a). The detector irradiated to
5 × 1015 neq/cm

2 has two p-stop implants in the middle between two strips, as displayed
in Fig. 7.7(b). The laser measurements were performed by scanning the laser perpendic-
ularly to the readout strips in steps of 2µm. In contrast to the laser measurements of 3D
detectors described in Sections 6.1.4 and 6.2.6, only a one-dimensional scan was performed
for the measurements of the planar detectors. The configuration of the planar detectors
does not change along the direction parallel to the readout strips.

Figures 7.8-7.10 show the signal as a function of the coordinate perpendicular to the strip
direction. The laser was scanned over the region between two strips and the signals of
these two strips were summed to account for charge sharing effects.

The results of laser scans performed with the unirradiated detector at different bias volt-
ages are shown in Fig. 7.8. The laser was scanned between two readout strips. At the left
and right margins of the figure, the signal vanishes as the laser is reflected on the strip
metallisations. In the middle, around y = 35µm, the signal is higher, corresponding to
the locations of the p-stop implant. The oxide above the p-stop implants is thinner, which
leads to a lower reflectivity. The p-stop implants can even be seen in a photograph of
the sensor (see Fig. 5.7, Section 5.1.2), which illustrates the different optical properties in
these regions.

Also apart from the signal non-uniformity induced by the p-stop implants, the signal is
not homogeneous. The signal reaches maxima close to the strip metallisations and de-
creases towards the middle between the readout strips. Apparently, low-field regions exist
between the strip implants. It can be assumed that the field is particularly low in the
region close to the detectors surface, where the laser deposits most of its energy. Possibly,
the integration time of the amplifier is shorter than the charge collection time for charge
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Figure 7.8: Results of laser scans of the region between two strips performed with the
unirradiated detector. The signals of two adjacent strips are summed.

carriers generated close to the surface in the middle between the strips. Furthermore,
a fraction of the charge is induced on readout strips which are further away, as will be
discussed below when investigating the signals of single strips.

At a bias voltage of 5V, the signal measured in the region of the p-stop implant is visibly
lower than close to the strip implants. At higher bias voltages, the signals measured in
both regions are comparable. The depletion zone starts to grow from the strip implants
and higher bias voltages are required to deplete the regions of the p-stop implants. The
signal saturates at a bias voltage of 150V, which is 50 − 100V less than the saturation
in the beta source measurements (see Fig. 7.1). Electrons emitted from the beta source
deposit energy uniformly along their track, while the laser creates free charge carriers
mainly in the upper region of the sensor. Thus, a growth of the depletion zone towards
the sensor backplane for bias voltages higher than 150V does not affect the signal of the
laser measurements.

Figure 7.9 shows laser measurements of the detector irradiated to 2×1015 neq/cm
2. In the

measurement performed before annealing (Fig. 7.9(a)), the shape of the curve is compara-
ble to that measured with the unirradiated detector. However, a higher signal is measured
with the irradiated detector, although the signal of the beta source measurements was
considerably lower than for the unirradiated detector. All laser measurements were per-
formed with the same laser power. This reiterates the statement made in Section 5.4 that
the laser measurements only yield relative signals. Due to possible changes of the surface
reflectivity, absolute signal measurements of different detectors are not possible.

The measurement performed after an accumulated annealing time of 6000min at 60 ◦C
(Fig. 7.9(b)) exhibits a substantially different behaviour. The signal measured close to
the strip implants is strongly enhanced at high bias voltages. While the signal between a
bias voltage of 400V and 1100 only increases by approximately 60% before annealing, an
increase by a factor of almost 4 can be observed after annealing when considering laser im-
pact positions close to the strip metallisations. In the middle between the readout strips,
the increase is much less pronounced.



186 CHAPTER 7. MEASUREMENTS OF PLANAR DETECTORS

m)µy (
10 20 30 40 50 60 70

S
ig

na
l (

A
D

C
)

0

50

100

150

200
400 V

500 V

600 V

700 V

800 V

900 V

1000 V

1100 V

(a) Before annealing

m)µy (
0 10 20 30 40 50 60 70

S
ig

na
l (

A
D

C
)

0

100

200

300

400 400 V

500 V

600 V

700 V

800 V

900 V

1000 V

1100 V

(b) After annealing (6000min at 60 ◦C)

Figure 7.9: Results of laser scans of the region between two strips performed with the
detector irradiated to 2× 1015 neq/cm

2, (a) before annealing and (b) after annealing. The
signals of two adjacent strips were summed up. The different scales of the vertical axes
should be noted.

This effect points to the occurrence of charge multiplication in regions close to the strip
implants. Charge carriers generated close to the multiplication region have a higher proba-
bility of being multiplied, while charge carriers generated further away experience a higher
trapping probability before reaching the multiplication region. The occurrence of charge
multiplication strongly increases the dependence of the signal on the position of the charge
generation.

Due to the strong dependence of the impact ionisation rates on the electric field (see Sec-
tion 3.3.7), the signal increases strongly with the bias voltage when charge multiplication
occurs. Before annealing, the signal almost saturates at high bias voltages. This suggests
that there is no significant influence of charge multiplication before annealing, at least in
the voltage range studied here.

The laser measurements of the detector irradiated to 5 × 1015 neq/cm
2 are shown in

Fig. 7.10. This detector has two p-stop implants between the readout strips, therefore
the signal exhibits two peaks close to the middle between the strips. Before annealing
(Fig. 7.10(a)), the shape of the signal is similar to that of the detectors discussed above:
the signal decreases from the edges of the metallisations to the middle between the strips,
with the exception of the regions of the p-stop implants.

After annealing (Fig. 7.10(b)), strong charge multiplication leads to an enhanced signal,
as it was observed with the detector irradiated to 2 × 1015 neq/cm

2. However, the sig-
nal increase is less pronounced and the signal measured close to the middle between the
readout strips is even somewhat lower after annealing. Both effects can be caused by the
higher trapping probability compared to the detector irradiated to 2× 1015 neq/cm

2.
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Figure 7.10: Results of laser scans of the region between two strips performed with the
detector irradiated to 5× 1015 neq/cm

2, (a) before annealing and (b) after annealing. The
signals of two adjacent strips were summed up. The different scales of the vertical axes
should be noted.

Single Strip Signals

Figures 7.11-7.13 display the signal measured by a single strip for a laser scan of the region
shown in Fig. 7.7. The regions of the strip metallisations, where the laser is reflected, are
hatched. These representations allow investigation of charge sharing and the extent of
signal induced on neighbouring readout strips.
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Figure 7.11: Results of laser scans of the unirradiated detector. The signal of the central
strip is shown. The regions of the strip metallisations, where the laser is reflected, are
hatched.

Figure 7.11 shows the measurements of the unirradiated detector. A pronounced charge
sharing between neighbouring strips is visible. If the laser impinges on the domain of a
neighbour of the central strip (distance to the strip centre larger than 34µm), the cen-
tral strip still measures a considerable signal. In 3D detectors, the charge sharing is less
pronounced and the domains of the readout strips are more clearly delimited (see Sec-
tions 6.2.6 and 6.1.4). A significant signal is even induced if the laser shines on the far
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side of the central strip’s neighbour (distance to the strip centre larger than ∼ 90µm).
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Figure 7.12: Results of laser scans of the detector irradiated to 2×1015 neq/cm
2, (a) before

annealing and (b) after annealing. The signal of the central strip is shown. The different
scales of the vertical axes should be noted.

The single strip signals of the detector irradiated to 2×1015 neq/cm
2 are shown in Fig. 7.12.

Before annealing (see Fig. 7.12(a)), the shape is comparable to that measured with the
unirradiated detector. However, even negative signals are measured if the laser shines close
to the strip implants of the neighbouring readout strips. As explained in the discussion of
the laser measurements of the 3D detectors, these can result from a ballistic deficit or from
trapping. After an accumulated annealing time of 6000min at 60 ◦C (see Fig. 7.12(b)),
the amount of charge sharing is visibly reduced. High signals are only measured if the
laser illuminates the domain of the central strip. The signal decreases rapidly if the laser
approaches the middle between the central strip and one of its neighbours. The same ob-
servations also apply to the measurements of the detector irradiated to 5× 1015 neq/cm

2,
which are shown in Fig. 7.13.

After annealing, a large amount of the signal originates from the charge carriers which are
created by impact ionisation. The multiplication processes take place in the regions close
to strip implants. Therefore, the liberated charge carriers are unlikely to diffuse across
the border to the next readout strip and the charge sharing is reduced.

Conclusion

In summary, the laser measurements show that not only 3D detectors, but also planar
detectors exhibit a dependence of the signal on the position of the laser point of incidence.
Long-term annealing increases the signal of the irradiated detectors mainly in the region
close to the strip implants and decreases the charge sharing between neighbouring readout
strips. These effects could be attributed to charge multiplication close to the strip im-
plants. The decreased charge sharing probability is expected to affect the spatial resolution
of the detectors and the hit detection efficiency when applying a fixed signal threshold. It
would be possible to investigate these effects in detail with beam test measurements.
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Figure 7.13: Results of laser scans of the detector irradiated to 5×1015 neq/cm
2, (a) before

annealing and (b) after annealing. The signal of the central strip is shown. The different
scales of the vertical axes should be noted.

The dependence of the signal on the particle point of incidence could be decreased by
a tilted arrangement of the sensors, so that particle tracks traverse the sensor under a
certain angle. With this arrangement, traversing particles would deposit energy in regions
which lead to a hich signal and in regions which lead to a low signal.



Chapter 8

Summary and Conclusions

Silicon detectors play a crucial role in modern high-energy physics experiments. In exper-
iments at the HL-LHC, the proposed luminosity upgrade of the LHC, an unprecedentedly
high radiation fluence poses a challenge for the tracking detectors. Candidates for radia-
tion tolerant tracking detectors at the HL-LHC experiments are 3D silicon detectors and
planar silicon detectors with n-side readout.

In this thesis, measurements of 3D silicon strip detectors in n-in-p and p-in-n layout and
measurements of planar strip detectors in n-in-p layout were presented. The results were
published in Refs. [Kö09, Kö10a, Kö10b, Kö11a, Kö11b, Kö11c, Bat11]. The investiga-
tion of 3D detectors and in particular the study of the radiation hardness was the main
focus of this thesis. Specifically, double-sided 3D detectors were investigated, which are
a modification of the original design with columns passing through the full substrate. In
double-sided 3D detectors, columnar electrodes are etched into the substrate from both
detector surfaces, while neither set of columns passes through the entire sensor. The sen-
sors were produced by the institutes IMB-CNM in Barcelona (Spain) and FBK in Trento
(Italy).

An important part of this thesis was the study of charge multiplication effects, which were
recently observed in highly irradiated silicon tracking detectors. In the presence of high
electric fields, impact ionisation can lead to multiplication of liberated charge carriers.
Charge multiplication was so far not observed in conventional silicon tracking detectors
before any radiation-induced modification of the detectors.

Since double-sided 3D detectors are a new technology, the behaviour of the detectors before
any radiation-induced modification of the detector properties was studied in detail before
investigating the radiation hardness. The detectors’ performances were studied in beam
tests with high-energy pions, with beta source measurements and with measurements util-
ising an infrared laser. Within the scope of this thesis, the first beam test measurements
with double-sided 3D detectors in general and the first beam test measurements with ir-
radiated 3D detectors were performed. Quantities under investigation were the signal, the
signal as a function of the particle point of incidence, the detection efficiency, the spatial
resolution and the charge sharing probability. Furthermore, an emphasis was put on the
investigation of the noise. Measurements of 3D detectors were presented in Chapter 6.
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The maturity of the design and an excellent performance could be proven with the detec-
tors in an unirradiated state (Section 6.1). The detectors yielded the signal expected for
the given substrate thickness. Only one sensor, in which the columns were shorter due to
a processing fault, yielded a significantly lower signal. The problem with the reduced col-
umn depth could be understood and did not reoccur in later production runs. The signal
and the efficiency were found to be very uniform across the sensor, inefficient regions were
not observed. However, minor signal inhomogeneities observed point to a lower electric
field strength in regions close to the sensors’ surfaces.

Both the signal and the signal uniformity in double-sided 3D sensors is increased com-
pared to 3D single type column (3D STC) sensors, where columns of one doping type
only extend into the substrate. The additional set of ohmic columns in double-sided 3D
detectors has successfully reduced the low-field regions observed in 3D STC detectors.
Considerably lower signals and lower efficiencies are only measured for particles traversing
the columnar electrodes. This is expected as the columns represent passive volume. A
tilted arrangement of the sensors, which is already realised in the current ATLAS tracking
detectors, would minimise the path length a particle travels through a column. Hence,
the efficiency and the signal uniformity would be improved.

Measurements of an unirradiated 3D p-in-n detector produced by IMB-CNM showed in-
dications for charge multiplication if bias voltages close to the breakdown voltage were
applied. This assumption could be substantiated with simulations of the electric field.
According to the simulations, the electric field is sufficiently high to cause multiplication
of electrons approaching the n+-doped ohmic columns. These studies are the first mea-
surements indicating charge multiplication in unirradiated silicon detectors designed for
tracking purposes in high-energy physics experiments.

The charge sharing between neighbouring readout strips in 3D detectors is considerably
lower than in planar detectors. Charge sharing decreases the hit detection efficiency in
situations where the signal-to-noise ratio is low, as in highly irradiated detectors. On the
other hand, charge sharing can be exploited to improve the spatial resolution, since it
facilitates interpolation of the track point of incidence between neighbouring strips.

The measurements of irradiated detectors (Section 6.2) showed an excellent radiation tol-
erance. The occurrence of charge multiplication in irradiated sensors could be proven. In
3D n-in-p detectors irradiated to fluences of 1×1015 neq/cm

2 and 2×1015 neq/cm
2, charge

multiplication increased the signal substantially beyond that of unirradiated detectors.
With beam tests and laser measurements it could be shown that charge multiplication
probably takes place in a thin region around the electrode where electrons are collected.
The onset of charge multiplication does not lead to a degradation of the spatial resolution.

The maximum irradiation fluence studied was 2× 1016 neq/cm
2, which corresponds to the

fluence expected for the innermost pixel detector layer at the ATLAS HL-LHC upgrade.
After this irradiation fluence and at the maximum bias voltage applied, remarkably high
signals of (15.3 ± 0.9) ke− and (15.6 ± 0.9) ke− were measured with the n-in-p and the
p-in-n detector, respectively. The maximum bias voltages were only 425V for the n-in-p
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detector and 350V for the p-in-n detector.

Therefore, highly irradiated 3D detectors in n-in-p and in p-in-n layout yield a comparable
signal, which is in strong contrast to the situation of planar detectors. As the signal of
planar n-in-p detectors is dominated by electrons, these are considerably more radiation
hard than planar p-in-n detectors. With the simulations of the weighting field presented
in Section 5.1.1, it could be shown that both types of charge carriers contribute to the
signal in 3D detectors significantly. This effect and the lower trapping probability due
to the lower spacing of the electrodes cause the signal of highly irradiated 3D n-in-p and
p-in-n detectors to be approximately equal.

Therefore, both detector layouts could be candidates for the innermost pixel detector layer
of the ATLAS upgrade. Considering the more complex manufacturing of n-in-p detectors
due to the required strip isolation structures, the application of 3D p-in-n detectors ap-
pears attractive. However, this would demand the development of a readout chip which
is designed for the collection of holes. The current ATLAS pixel detector readout chip
FE-I3 [Aad08a] is designed for collection of electrons only. Since planar detectors with
n-side readout are considered as an option for the pixel detector layers, the future pixel
readout chip will probably be designed for electron collection again.

The signal of the 3D detectors irradiated to 2 × 1016 neq/cm
2 was more than twice as

high as the signal measured with planar detectors irradiated to the same fluence [Cas11b].
Furthermore, 3D detectors require considerably lower bias voltages than planar detectors.

Laser measurements of 3D detectors showed that the entire sensor is active even after be-
ing irradiated to 2× 1016 neq/cm

2. However, the increased effective doping concentration
and the high trapping probability lead to a pronounced non-uniformity of the measured
signal. As expected from electric field simulations, the highest signal was measured for
laser impact positions along the line connecting an ohmic column and a junction column,
while the signal is minimal in the region being located in the middle between four columns.
The non-uniformity of the signal as a function of the point of incidence could probably be
reduced in a tilted arrangement of the sensors (see above).

The noise of 3D detectors is larger than that of planar detectors of a given strip length
due to the higher capacitance originating from the columnar electrodes. In irradiated 3D
detectors, a strong increase of the noise was measured at high bias voltages. Indications for
a disagreement between the measured noise and the standard noise parameterisation were
found. Furthermore, it was observed that the increase of the noise at high bias voltages
is correlated with a deviation of the noise spectrum from a Gaussian distribution. These
observations point to the occurrence of micro-discharges. The rate of micro-discharges
was found to increase strongly with increasing temperature. This indicates that micro-
discharges could be caused by local breakdowns due to tunnelling effects.

The occurrence of charge multiplication does not necessarily lead to a degradation of the
signal-to-noise ratio. After an increase of the signal-to-noise ratio with the bias voltage,
the onset of micro-discharges leads to a degradation. The voltage for which the maximum
signal-to-noise ratio is obtained depends on the temperature.
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As an alternative figure of merit of a silicon detector, the signal-to-threshold ratio was
investigated. It might be a more useful criterion when a fixed threshold is applied for the
hit identification. The occurrence of micro-discharges has more adverse consequences for
the signal-to-threshold ratio than for the signal-to-noise ratio.

Annealing of highly irradiated 3D detectors led to a decrease of the signal measured at
low bias voltages. The signal measured with the n-in-p and p-in-n detectors irradiated to
2× 1016 neq/cm

2 at high bias voltages increases strongly during the long-term annealing.
This is in contrast to the well-established annealing model of the effective doping con-
centration, according to which a decrease of the signal after long-term annealing would
be expected. The increase of the signal can be explained by an enhanced charge multi-
plication probability due to an increase of the electric field in regions close to the electrodes.

The noise of the irradiated 3D detectors was observed to increase during short-term an-
nealing and to decrease during long-term annealing. This behaviour is not understood
and could not be correlated to the standard noise parameterisation. It can be concluded
that short-term annealing decreases the signal-to-noise ratio whereas long-term annealing
is beneficial as it decreases the noise and increases the signal.

Measurements of planar n-in-p detectors were presented in Chapter 7. The detectors were
irradiated up to a fluence of 5× 1015 neq/cm

2, which corresponds to the fluence expected
for the medium pixel layers at the ATLAS upgrade. For this fluence, a maximum signal of
(12.1 ± 0.7) ke− was measured at a bias voltage of 1400V. This signal is lower than that
measured with the 3D detectors irradiated to a four times higher fluence, and considerably
higher voltages are necessary for the planar detectors. However, the noise is lower than
in 3D detectors and micro-discharges were not observed. During long-term annealing, the
signal decreases somewhat and after very long annealing times (corresponding to several
years at room temperature), an enhanced charge multiplication probability increases the
signal.

Laser measurements performed with unirradiated and irradiated planar sensors revealed
a dependence of the signal on the laser point of incidence. The signal decreases with in-
creasing distance to a strip implant, probably due to low-field regions located close to the
sensor surface in the middle between two readout strips. The charge sharing probability
was observed to decrease with annealing.

In summary, it can be concluded that 3D detectors exhibit a substantially higher radia-
tion tolerance than planar detectors. For the innermost pixel detector layer of the ATLAS
HL-LHC upgrade, where the highest radiation fluence is expected, 3D detectors constitute
a promising option. While the studies presented in this thesis were performed with pro-
totype detectors in strip layout, the performance of highly irradiated 3D pixel detectors
in the final layout has to be investigated. In particular, the production yield is a critical
issue, given the complex manufacturing processes of 3D detectors.

For applications in detector layers further outwards from the interaction point, planar
detectors with n-side readout exhibit a sufficient radiation hardness. Particularly for the
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strip detector layers, 3D detectors do not offer a significant advantage over planar detec-
tors. At fluences of the order of 1015 neq/cm

2, planar n-in-p or n-in-n detectors yield a
sufficient signal, provided that sufficiently high bias voltages can be supplied to the detec-
tors. The manufacturing of planar detectors is less complex and planar detectors exhibit
a lower noise due to a smaller capacitance. The latter fact is of particular importance for
strip detectors, as the sensor capacitance scales with the size of the readout segments.



Acronyms and Abbreviations

Notation Description

ADC Analogue to Digital Converter
Alibava Analogue Liverpool Barcelona Valencia Readout System
ALICE A Large Ion Collider Experiment
APD Avalanche Photodiode
ASIC Application Specific Integrated Circuit
ATLAS A Toroidal LHC Apparatus

CMS Compact Muon Solenoid
Cz Czochralski

DDTC Double-Sided, Double Type Column (3D sensor)
DOFZ Diffusion Oxygenated Float-Zone Silicon
DRIE Deep Reactive Ion Etching

ENC Equivalent Noise Charge

fcc face-centred cubic
FPGA Field Programmable Gate Array
FZ Float-Zone

HL-LHC High-Luminosity Large Hadron Collider

IBL (ATLAS) Insertable B-Layer

LHC Large Hadron Collider
LHCb Large Hadron Collider beauty
LHCf Large Hadron Collider forward

MCz Magnetic Czochralski
MIP Minimum Ionising Particle
MPV Most Probable Value

NIEL Non Ionising Energy Loss

195



196 ACRONYMS AND ABBREVIATIONS

Notation Description

PS Proton Synchrotron

RMS Root Mean Square

SCSI Space Charge Sign Inversion
SCT Semiconductor Tracker
SiBT Silicon Beam Telescope
sLHC Super Large Hadron Collider
SPS Super Proton Synchrotron
STC Single Type Column (3D sensor)
SUSY Supersymmetry

TCT Transient Current Technique
TDC Time to Digital Converter
TOTEM Total Cross Section, Elastic Scattering and Diffraction Dissociation

at the LHC
TRT Transition Radiation Tracker
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