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Abstract

We study the existence and stability of classical de Sitter solutions of type II su-
pergravities with parallel D,-branes and orientifold O,-planes. Together with the
dilaton and volume scalar fields, we consider a third one that distinguishes between
parallel and transverse directions to the D,/O,. We derive the complete scalar
potential for these three fields. This formalism allows us to reproduce known con-
straints obtained in 10d, and to derive new ones. Specifying to group manifolds
with constant fluxes, we exclude a large region of parameter space, forbidding de
Sitter solutions on nilmanifolds, semi-simple group manifolds, and some solvman-
ifolds (at least in some standard algebra basis). In the small remaining region, we
identify a stability island, where the three scalars could be stabilized in any de
Sitter solution. We discuss these results in the swampland context.
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1 Introduction

The precision of cosmological observations has dramatically improved in the last decade, such
that important constraints have now been set on the variety of existing models. Further
constraints are to be expected in the coming years, so it becomes pressing to clarify the sit-
uation on the theory side. A question that gets more and more attention is that of knowing
which four-dimensional (4d) cosmological model, describing the early universe, can be derived
as a low energy effective theory from a quantum gravity theory. Since cosmology typically
requires a quantum gravity completion, answering this question would provide a very inter-
esting manner to distinguish between 4d models. The 4d theories that fail to have such a
high energy completion are said to lie in the swampland. Various conjectures or criteria have
been proposed to determine whether a theory is part of the swampland.

The focus of the present work is on the existence and stability of de Sitter solutions,
meaning solutions of a theory with a 4d de Sitter space-time. Given the positivity of the
presently measured cosmological constant, many cosmological scenarios include at some point
a (meta)stable de Sitter solution, i.e. a local minimum (with positive value) in a potential
describing the evolution of the universe. It is for instance the case of many (post)inflation
models, which admit a de Sitter minimum after inflation to allow for the reheating process.
Our present universe can also be viewed as attracted towards such a future de Sitter point.
Having a (meta)stable de Sitter solution in a 4d cosmological model is therefore not strictly
speaking necessary, but it is at least a “simple” option, common to many models. Asking
whether a quantum gravity theory, here string theory, can consistently admit such a stable de
Sitter point as a solution is then a way to test many models with respect to the swampland.
A negative answer to this question has been proposed recently, precisely as a new swampland
criterion [I] (see also [2,[3]). As a consequence of this criterion, more intricate cosmological
models are favored [4H10].

In this work we focus on so-called classical de Sitter solutions. Those are (perturbative)
backgrounds of string theory, with a 10d space-time split as a 4d de Sitter space-time times a



6d compact manifold M. These solutions are typically studied as solutions of ten-dimensional
type II supergravities with D,-branes and orientifold O,-planes, without any further ingredi-
ent. Different stringy approaches to the problem of de Sitter solutions exist: those allow for
various corrections or other contributions, and we refer to the recent review [11] or the intro-
duction of [12] for a list and discussion of those. The advantage of the classical 10d solutions
is that deriving an effective 4d model from them is a priori a well-defined procedure; in other
words, the connection between a 4d model and the 10d stringy completion is in that case well-
controlled, or at least simpler compared to the other approaches. An additional advantage
is that the (classical) stability can guarantee that quantum (here g5 and ') corrections are
subleading, provided that the corresponding scalar fields are stabilized at appropriate values.
The problem with these 10d metastable classical de Sitter solutions is that no example is
known, up-to-date; this goes in the direction of the swampland criterion [I]. Rather these
solutions are subject to many no-go theorems and constraints; in particular, they have been
completely excluded from heterotic string [I3HI6]. In view of cosmological and swampland
motivations it is important to determine whether obtaining such solutions is completely ex-
cluded (here in type II supergravities), or whether an example can be found in a very specific
corner of the parameter space. It is precisely the aim of this paper to find new and tight
constraints, and reduce this way the allowed region in parameter space.

To understand better the situation, it is important to distinguish the existence of solutions
and their stability: this provides two different sets of conditions. In type II supergravities,
an important number of works have studied one or the other aspect [12,22H44], and few
solutions have been found [27-291[311[33[35], but they are all unstable. We should stress that
these existing solutions all have intersecting D,/O,. This means that they are parallel along
some directions and orthogonal along some others. In particular we always take them to fill
the 3d extended space, to preserve 4d Lorentz invariance, so we only consider p > 3. If any,
the orthogonal directions are then necessarily among the remaining compact 6d. Most of the
known solutions [35] have intersecting Og, and one of them [31] has O5 and O5.

A particular case of the above framework is that of parallel D, /O, with M being a group
manifold, and restricting to a background with constant fluxes: we will specify to such a setup
later in this work. In that case, a 4d effective theory, obtained as a consistent truncation,
is expected to be an N' = 4 gauged supergravity. De Sitter solutions have been obtained in
4d N = 4 gauged supergravities with specific gaugings, see e.g. [45] and references therein.
Considering the theories or gaugings that are obtained by a dimensional reduction on a
compact M with an orientifold, as described in [46,47], is however much more restrictive,
and no example of de Sitter solution is known in such a 4d N/ = 4 gauged supergravity.
A strong result was obtained on this matter in [47]: it was shown that gauging algebras in
which de Sitter solutions were previously found, namely those being a direct product of semi-
simple algebras, are not among the gaugings allowed in the more restricted 4d N' = 4 gauged
supergravities with compactification origin. This confirms the absence of known example,
but does not provide a full no-go theorem against de Sitter solutions in such a setup, and
we are not aware of stronger results on this matter (see however [48] for more constraints).
Obtaining such a no-go theorem is one motivation of the present work.

'Beyond the implications for cosmology, it is generally an important question to know whether such string
backgrounds exist. Those are of interest in different contexts, such as holography [I7HI9] in relation with
higher spin theories (see e.g. [20]), as well as for further ideas such as [21].



Constraints on classical de Sitter solutions

To determine regions of parameter space where one can hope to find stable de Sitter solutions,
two related approaches have been followed. The first one is to work at 10d with equations of
motion and Bianchi identities, and the second one is to work with a corresponding 4d scalar
potential, extremize and minimize it. For the latter, a popular approach following [23.24] has
been to consider two scalar fields, the 4d dilaton 7 and 6d volume p, and study the potential
V(p, 7). As we verify explicitly in this work, requiring a de Sitter extremum and satisfying
the two extrema equations is equivalent to three 10d equations of motion (e.o.m.)

Ry=--->0 trace of Einstein eq. along 4d > 0
0-V0]p =0 | «— | 10d dilaton e.o.m. , (1.1)
9,V0|p=0 trace of Einstein eq. along 10d or 6d

hence the equivalence of the results obtained by either approach. Thanks to these three
equations, many constraints on the existence of solutions with parallel D, /O, of single size p
were obtained, summarized in Table [l (see [32,[36] for a summary in 4d, and section 3 of [43]
for the same results in 10d; these results do not apply to F-theory). In particular, some
non-zero RR fluxes I, or the NSNS H-flux were identified as necessary ingredients to obtain
such a solution, otherwise a no-go theorem would apply. One recovers this way the need [22]
for a source contribution Thg > 0 (2.45]), possible thanks to the presence of orientifolds. We
also recall that the results presented here do not consider the possibility of having Ep or 61,.

After this, another equation has been considered: the Bianchi identity for the RR flux
that is sourced by the D,/O,. From a 4d perspective, this equation is not obtained from
the potential and comes as an extra requirement on the theory. This can be interpreted
as quantum gravity requirement, in the sense that it descends purely from the 10d original
theory; we come back to this idea in Section @l Adding this sourced Bianchi identity provides
new constraints: as shown in full generality in 10d [34,43], it forbids de Sitter solutions for
p = 3, hence the strikethrough entries in Table [l

Finally, an extra 10d equation was considered in [43]. Because one has parallel D,/O,, it is
natural to distinguish which directions are parallel and which are transverse to these sources,
especially on the internal manifold M. In [43] we considered the internal Einstein equation
and traced along the parallel directions. This new trace gave important extra constraints:
the combination of some curvatures of internal subspaces and H-flux components denoted
“combi” = 2R + QRﬁ — |H@ |2 = 2|H®) |2, and specific components of the spin connection

fIl |, all related to parallel and transverse directions, and defined in the main text of this
paper, have to be non-zero in a de Sitter solution. We include them in Table [I1

Studying the second derivatives of the potential has brought further constraints due to the
stability requirement: see a summary in [32,36]. Finally, the case of intersecting sources was
also studied, using either approach. For a summary of conditions in 4d with potential, see [36].
Further results for intersecting sources were obtained in 10d in [12], by including the sourced
Bianchi identity and the Einstein trace along internal parallel directions: in particular, any
combination of intersecting D3/O3 and D7/O7 was excluded, and other combinations were
constrained.



A de Sitter solution requires T79 > 0 and

p=... Re >0 ‘ Re <0

3 FH nothing

4 Fy, H, fI| |, combi Fyor Fy, f!l| |, combi

5 Fi, inL, combi

6 Fy, fII| |, combi

7

8

9

Table 1: Necessary ingredients for the existence of a classical de Sitter solution with parallel
D, /O,, before this work. The entries are defined in the text. An empty box or a strikethrough
text mean a complete no-go theorem in the corresponding case.

The present work: Rg < 0 and the third scalar field

There is first a simple reasoning to be made to exclude completely the possibility of having
R¢ > 0 in Table [l For p = 4, one of the non-sourced flux Bianchi identity (due to the
absence of p = 8 sources) is dFy = 0. Since Fj is a scalar, it has to be constant. However,
the O4 projection requires Fj to be odd: this implies that Fy = 0 for p = 4 solutions. As one
can read in Table [ a classical de Sitter solution with parallel sources of single size p is then
bound to have Rg < 0.

A de Sitter solution requires T7g > 0 and
p=... Re¢ >0 ‘ Re <0
3
4 B, fll flJ_H, combi
5) Fl, fHJ_J_, fllH, combi
6 Fo, f'iy, f+1), combi
7
8
9

Table 2: Necessary ingredients for the existence of a classical de Sitter solution with parallel
D, /O,, after this work. The necessity of (specific) f L 1)| is shown for group manifolds with
constant fluxes.

In [39], it was proposed to introduce a third scalar field o, designed to distinguish between
internal parallel and transverse directions. As we show in this paper, the extremum condition
for this third scalar (combined with the previous equations) turns out to reproduce the extra
10d equation used previously in [12,43] to obtain new constraints,

9,V]p=0 ‘ @ ‘ trace of Einstein eq. along internal parallel directions (1.2)

hence providing a 4d counterpart. The potential dependence on o was sketched for p = 6 in
[39] (see [1] for partial results for p = 4), but a rigourous treatment needs the decomposition of



all fields along parallel and transverse directions, in particular the curvature terms introduced
n [43]. We derive here completely this potential V' (p, 7, 0): it allows not only to reproduce
the 10d results of [43] but also to study the stability in these three fields.

There is an important motivation in studying this stability: it was argued in [39] that the
tachyon observed in known de Sitter solutions should be a combination of these three fields,
meaning that studying their stability should be enough to find a systematic tachyon, i.e. a
general no-go theorem against stable de Sitter solutions. This point was checked successfully
on some explicitly given solutions of [35] (see also [42]). In the present work, having derived
the formalism on a general manifold in Section[2, we argue that it is difficult to conclude in full
generality. We then restrict in Section [3]to group manifolds with constant fluxes, the setting in
which de Sitter solutions have been found. To our surprise, we are not able to conclude on a full
no-go theorem, contrary to the argument of [39]. A reason could be that we are dealing with
parallel sources, while solutions of [35] have intersecting ones. Rather, we obtain stringent

5“’le’¢chch%deL
509064655 f o o) o, a,
for a solution to ezxist, leaving only a small region of parameter space where this remains
possible, and restricting the set of appropriate group manifolds. In addition, we identify a
small island in this region where any de Sitter solution could have all three scalars stabilized.
We comment more on these results, and their implications for the swampland, in Section Ml
The new constraints are already summarized in Table 2

constraints on the value of a ratio of structure constants, A\ = — ,

2 The potential, its derivatives and the Bianchi identity

2.1 From 10d to 4d

We start with ten-dimensional (10d) type II supergravities with Dp-branes and orientifold
O,-planes. The D, /O, are collectively called sources, since they source RR fluxes. The 10d
action is given as follows in 10d string frame

1 _
S=— dlox\/ |910|€ 2¢ (LNSNS + LRR + Lsources) 5 (2'1)

2

2K
where we follow the conventions and framework of [43]. We are interested in solutions with a
metric of the form

ds%o = dsi + ds% , dsi = eQA(y)gw,(x)dx“dx” , ds% = gmn(y)dy™dy™ , (2.2)

4 is the warp factor. With this compactification ansatz, the 4d metric is that of

a maximally symmetric space-time (e.g. de Sitter) and the 6d one is that of a compact
(Euclidian) internal manifold M. The sources considered are of one size p with 3 < p < 8,
and are space-filling in 4d. They thus wrap p — 3 internal directions and are transverse to
9 — p other internal directions. In this work, we consider the sources to be parallel to each
other, such that all these directions are the same. As detailed in [43], we further assume that
the sets of parallel and transverse internal directions are globally distinct, in the orthonormal
or flat basis. This amounts to have the structure group of the tangent bundle of M included
in O(p—3) x O(9—p), which is the case for fiber bundles or group manifolds. This translates
into the following definitions

where e

ds% = §peed = dsﬁ + dsﬁ_ , dsH = el %, 0 dy™dy" | dsa_ = e et 0 dy™dy" |
(2.3)



with the flat metric d,p, the one-forms e = e%,,dy™, and the vielbeins e%,, which depend a

priori on all internal coordinates y. The two sets of one-forms {e®}, {e*+} therefore do not
mix globally, but can transform among themselves.

Given such a solution or background, we now derive a 4d theory describing the physics of
specific fluctuations, appearing in 4d as scalar fields (independent of 6d coordinates) coupled
to gravity. The action for those is written in Einstein frame schematically as

1
S= Mf/d4x\/|g4E| <R4E — kin — —V) : (2.4)

M

with the 4d Planck mass My, the scalars kinetic terms being kin ~ 0,00/ ¢, lifting the index
with the 4d metric of signature (-,4,+,+), and the scalar potential V' giving a mass to ¢
through 63;\/. We study three fluctuations p,o,7 > 0 with respect to background fields
labeled with a © (soon to be dropped). The first two are internal metric fluctuations, also
defined through the vielbeins as follows

ds? =p (JA(dSﬁ)O + JB(dsi)o) , U =/ pod (e¥,,)0 ) e, =/ poB (e®,,)° ) (2.5)
with real numbers A, B, and the third one is built from a dilaton fluctuation
6=¢+d¢, T=e 01, (2.6)

Considering these three fluctuations was proposed in [39], where o was introduced. The
definition of 7 is fixed thanks to the relation to Einstein frame as we detail below. To avoid
o entering the 6d metric determinant and 7 definition, one should impose the equation

A(p—3)+B(O9—p)=0. (2.7)
Up to a common rescaling (that will always be possible in our equations), the solution is
A=p—-9, B=p—3, iee. A+ B=2(p—-6), A—B=—-6. (2.8)

We present a different definition of ¢ in Appendix [Al as shown there, our results are not
modified by this other choice Finally, the background is recovered by setting these scalar
fields to their background value

Background value: p=o0c=7=1. (2.9)

From now on, we consider for computational simplicity no warp factor, i.e. A = 0, thus
drop the tilde notation introduced in (22]). In addition, we consider the background dilaton
to be constant and given by e’ = gs- As shown in [43], a standard ansatz relating the dilaton

2In this work we do not determine the kinetic terms explicitly since we do not need them. The kinetic
terms for p and 7 have been determined in [23] and they do not mix. The one for o introduced in [39] has
not been determined, but the three-dimensional field space metric gy, ; is still thought to be positive definite.
The values picked for A and B could be justified by requiring a non-mixed kinetic term for o: the present
choice ([Z7) makes it likely to happen since it avoids the mixing with 7 and makes o disappear from the
6d determinant. In addition, as argued in Appendix [Al the equation 8,V = 0 gives in any case the same
condition, up to linear combinations with the other equations, so our results are not affected by a change in o.
The stability study could be affected by a different definition, but the conditions we derive are anyway known
to be only necessary.



to the warp factor makes all derivatives of A and ¢ disappear from the equations of motion;
this is effectively the situation we are reproducing here with this simplification. Even though
this is also sometimes referred to as a “smearing approximation”, one may rather consider this
absence of A and ¢ as considering integrated equations (see Section II of [49] for a discussion
of this point). Then, fluctuating the first part of the 10d action given in terms of

1
Lnsns = Rio + 406* — §’H’2 ; (2.10)

My N1

where for any ¢-form A, we denote |Aq|2 = Ag ..My Ag Ny ..N, G ...gMaNa /! we obtain

Vigole ™ (Rio + 4|1061) = 952/ ]g94l\/ 193] p°e " *?(R4 + Re(p, o) — kin) , (2.11)

from which we infer the rescaling to Einstein frame, and the definition of the 4d Planck mass

_ 1 _
Juv =T 2g4Euu > MZ = 2—2 dyG ’98’ 9s 2. (212)
k1o
We then determine the potential V(p, o, 7) in (24]), starting from the 10d action (2.I]): com-
bining the above, we deduce

V= _ﬁ9327—2/dy6 |98| (LGNSNS + LRR + Lsources) 5 (213)
where the three L should be fluctuated with respect to p, o, 7, and Lgnysns only contains Rg
and H contributions.

To compute this potential, we need the compactification ansatz of the (background) 10d
fields, presented in [43]. Of particular importance are the following 10d fluxes, written as
F410 = Ff + F4 and F510 = Fgl + F5, with F2 = Hy A f5, where Ff and H, are 4d four-
forms, Fy, F5 and f5 are purely 6d forms, f5 being a one-form. A priori, one would allow
all components of all fluxes off-shell, and fluctuate all of them, but we anticipate on having
a background preserving 4d Lorentz invariance, and therefore consider only Fj and Hy as
4d fluxes; all other fluxes are purely internal [43]. Fj and Hj (only one of them should be
considered, depending on the theory ITA or IIB) are then 4d fields, in addition to the 4d
metric and the scalar ﬁeldsE After fluctuation, the 4d action obtained from the 10d one is

s =01} [Vl (7Ra = 5ot (IR + SPGB ) )+ (20
where the dots include contributions from all other (internal) fields, and where for simplicity
we do not display the dependence of the internal f5 on p,o. Note that the squares of the
4d fluxes, defined formally below (2.I0]), will actually be negative as expressed in (2.I6]), due
to the 4d metric signature. We go to Einstein frame, and now denote the squares of the 4d
fluxes with an ¥, indicating the use of the Einstein metric. The 4d action is then

1 1 . 1
= [ artvigas] (RE Ly (\FEPE + SHE 5, a>\2> _din— WU> (2.15)
4

3F4 and Hy still have the freedom to be proportional to a function of 6d coordinates (which we will include),
so are not purely 4d fields strictly speaking. In the following actions, one should then keep the integral over M
instead of absorbing it into MZ. We simplify here the notation in the discussion, not writing out this integral,
anticipating this way a notation simplification to be made later.



This action, expressed in terms of a different potential U(p, o, 7), is the one needed to derive
the 4d Einstein equation as we will do in (238]); we comment more there on this whole
procedure. The 4d fluxes can be set to their background value because we do not consider
their dynamics: the only fields considered are the 4d metric and the three scalar fields p, o, 7.
The fluxes background values are fixed as follows due to 4d Lorentz invariance [43]: F}° =
voly A *GFg, HY) = voly, fg = — xg FE?, the background 4d volume form voly being the same
in string and Einstein frame, and the background f9 being fixed by the on-shell self-duality
constraint of F510. The dynamics of the three scalars is governed by a potential as defined in
(24), that is then given by

1 1 L 439 o2, 1 0 2
2 V= mZ U - 57 P79 <|F6| + §|(*6F5)(pa o)l” ) - (2.16)
We finally focus on the internal fluxes: any internal form gets decomposed on the basis

{e'},{e?L} and we denote Fq(n) the component of a flux F, with n internal parallel flat
indices, 0 < n < p — 3. More explicitly, we have as in [43]

F, = iF(O) et AL NeMt + FO Ml N e AL ANet e L (2.17)

q! a1 ---QqlL (q—l)! a1||G21 ---Gq |

and |[F, > =", |Fq(n)|2. Thanks to this decomposition, we extract the dependence on o. We
now compute from (ZI3]) the contributions from internal fields giving the potential U, to
eventually obtain with (2.16])

1 _ — — 1 _ —An— -n n
V= e [ a0l = (0 Rale) - ot o IO IR ) )
10 n

=6 pro Ty
p+1

- 957—73/) 20 2

1 4

+ _gz (T—4 Z p3—q Z O_—An—B(q—n) ’Fq(n)O‘Z _ T4p3\Fg\2
q=0 n

1 4 -2 —An—B(5—n n —An—B(1—-n n
b3 St A B gt B g )0 ) |

where only even/odd RR fluxes should be considered in ITA /IIB. The source terms 7', defined
in [43], contains the sources charges and the § localizing them in their transverse directions.
This term only comes from the DBI action; the WZ piece of the source action is topological,
i.e. does not depend on the dilaton nor the metric, so does not contribute here.

We are left with extracting the o dependence of Rg. One could use the expression of Rg
in terms of the f%. = 2e%,0e™, deduced from the expression in terms of the Levi-Civita
spin connection

1
Re = 20", f e — 6 fae fba — 1 (25Cdfabcfbad + 5ad5be5cgfabcfdeg> . (2.19)

However, we prefer to build Rg¢ from the Ricci tensor, in view of matching with the 10d
equations of [43]. We thus consider

9



‘We obtain

26 Redmeyydy = 2Ry +20%0a, [ e v, + 2R+ |1, |7 (2.21)
25 Reig—cia, = 2R1 + 2505 [ep, + 2R+ [f+ 2, (2.22)
where we used f%; = 0 (compactness without boundary of M), i.e. f*L, , = —f‘lHaHb, and
we define
2Ry =2R| + 20°¢ ((%Hf“”w - faHchHfbeHdH) (2.23)
2R = — 5 <beachf'”deH + 2fb”alcuf%budu> (2.24)
= 040% (thgchfaLdeH T thchHf“indH)
I P =388 8 il 5, PO, (2.25)
2R | =2R, + 26°¢ ((%lf‘“aull + falaLclbedeL> (2.26)
2R!| = — ¢ <fbHaHﬂfaHbHdL + Zbea\mfa”deJ (2.27)
— 59545, (fh”chLfa”bHdL + fh”chlf“”bldl)
£l :%5bj5ah5igfuawfthubu : (2.28)

The quantities R and Rﬁ already appeared in [43], where we assumed f¢L = 0, sim-

CLbL
plifying 5Cd7€cd:c“d“. The quantities R and R, are the Ricci scalars for the pure parallel
or transverse subspaces, obtained using the formula (2.I9) with only parallel or transverse

indicesE We finally obtain
a C Qa C 1 1
RG :RH +9 baaHf HchH +RJ_+5 baaLf lcﬂu +Rﬁ+§’fﬂ”"2+R‘J‘_+§‘f‘ul‘2 : (2'29)

We now deduce the dependence on ¢: thanks to the scaling of the vielbeins, one simply needs

“The derivative terms following R and R in ([Z29) would each cancel against a term inside the latter,
making all derivatives of f cancel; this can be understood because the general formula for the Ricci scalar
only involves 9 f%.p, and the trace vanishes. The squares following Rﬁ and R! could also simplify the latter.
Finally, the terms RH — RH and R, — R, would cancel some terms in RH and R, . We nevertheless preserve
these notations and quantities to compare to 10d equations of [43].

10



to look at the indices of the f%,.. We obtain

0
Ro(0) = 07 (Ro+ 000, [ oo, + R 4151, ) (2:30)

0
+o! <RH +5abaaufcucwwbu +Rﬁ T |fLHH|2>
1

5 —2A+B’fL0HH ‘2 o %O_—QB—FA’JCHOLL‘Z
=0 PRI+ (074 —07B) <RH + 600 [V ey, + R+ £, 12)0 (2.31)
_ %(U—2A+B o B0 P %(0_7234:4 — o B0, P2
o B RY+ (= 0 ) (Ry + 800, ol + R (2.32)
. %(U—QA—I—B oA O_—B)‘fLOHH‘Q . %(U—QBJ,-A B0 2

R[ and Rﬁ do not have a uniform scaling, hence the addition and substraction of | f|? terms.

We now have all ingredients in the potential (ZI8]). Before studying its variation, let us
simplify the notations. First, each background quantity in V is integrated over M: we now
use the same symbol for the integrated quantity and the local quantity (times the internal
volume); if the quantity is constant over the manifold, this replacement is an equality. A
second simplification is to drop the background labels . Overall, we simplify notations as

follows (n)
d 6 0 Hr 0|2
J yf\d/\gﬁH| - | L [HMOR S |H™2 (2.33)
Yy 96

We rewrite the potential as follows, introducing the convenient notation V, with R (o) given

- 1
Vol <p—17z6<a> Ly g ) 12) (2.34)

. -3 b8 pp9 Tho
gsT p g P

4
1 _ _ _An—B(q—
+§g§<7_ 4Zp3 qzo_ An—B(q n)|Fq(n)|2_T4P3|F6|2
q=0 n

1 _ _ —An— -n n —An— -n n
+§Z(T 1)"2, An—B(5 )\Fé )‘2_74[)20 An—B(1 )!(*6F5)( )‘2)>

An extra equation will play an important role in our study: a flux Bianchi identity. Given
we consider parallel D,/O,, of one size p, there is only one RR flux Fj,—g_, which is sourced
by them, as seen in the corresponding Bianchi identity

Tho
dF, — HAFp_o = 1 2.35
k k—2 Epp+1V0¢7 ( )
97p]

for0<k=8-p<5,¢,= (—1)”“(—1)[7 ,
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with £y = F_o = 0. Projecting this equation on the transverse directions, one rewrites it
into

Ty 1 o> 1 1|2
gsp+1 =-3 *LH(O)—{—epgsF,g_) ‘ —52 *l(de“\\)h—epgsLaHFé ) (2.36)
a
ar” Lo FO 2 F! L g
+ e dF) 1+ g HOP 4 2@ FO, P 4+ S IFOR + 5112
where (de®l)|, = —%f“”blclebi A €L, the contraction defined as 1,e® = 6%, and we refer

to [43] for more detail. This useful equation does not have a 4d interpretation, and is rather
viewed as a 10d (stringy) input or consistency requirement.

2.2 Einstein equation, first and second derivatives

We now derive the Einstein equation and the derivatives of the potential. We will consider
these equations in their background value, given by p = =7=1 (IZQI)E and the equations
will then only involve background fields. We first obtain

T0:V]o = 2R¢ — |H|? + 393 Z |F, %, (2.37)

6

~ 3 p 6T10 1 2
= Re — =|H|? — g5 - —q)|F
POpVlo = Ro — SIHI* = 5=+ e 28—l

where we recall the convenient V = V/M? introduced in (Z34]), and the symbol |y denotes
here the background value of <p8¥,f/. These two expressions have been obtained using |F,|? =
S [E? and [F5[2 = | % F5|

In the following, we focus on solutions with constant scalar fields, meaning extrema of the
potential V. To characterize them, the first equation of motion to consider is the Einstein
equation. We emphasize that this equation should be derived from (2.I5]) and not from (2.4):
it is given as follows for p = 0 = 7 = 1, dropping the g and ° labels

1 1 11
R - 93 (3'Ffuf@)\LFéfum>\L + §§H4MKALH4VH)\L|f5|2> (238)

1 L 5 a2, 1 2) £ |2 1
~ g (Ra = g2 (1FAF + GIHPIAP) = 5U0) =0
One verifies its trace to be Ry = 2U|o/M3 + ¢2(|Fs|* + 3|F5[%). In the way we defined
the potential V, it is worth mentioning that one does not have Ry = 2V'|o/M$ here. The
difference is due to the two extra 4d fields Fy and Hy in our 4d action (ZI5), related to the
internal fields Fg and F5J§ The matching of our equations with the 10d equations, shown

5Setting the scalar fields to these values can be understood equivalently as follows. For a scalar ¢, the
quantities V, 0,V g028iV have the same powers in ¢: each background quantity X appearing in the latter
scales in the same manner ¢?X. If the equation 9,V = 0 to be considered admits a solution ¢g, one can then
redefine the background quantity by absorbing the scalars ¢ X — X. This amounts to set the value o = 1
and fix this way the background quantities. So we set p = 0 = 7 = 1 in the background as argued in (2.9).

5The internal fields Fs and Fs rarely appear as non-zero background fluxes in the limit A = 0 (see e.g. typical
Minkowski solutions in [50]). We believe this is the reason why the difference pointed-out was not noticed
previously in the literature studying V' (p,7), as it would have required an explicit solution with these fields
non-zero.

12



below, provides a cross-check of our procedure. An alternative procedure, used to derive
4d supergravities, trades these 4d fluxes for scalars, by introducing Lagrange multipliers (see
e.g. appendix E.2 of [51]), leading to an equivalent though different set of fields and action. As
a result, one defines there a different scalar potential, directly related to R4 at an extremum,
which matches our on-shell expression for R4. At the level of equations of motion, the two
procedures are thus equivalent. Since we do not aim here at reproducing a full 4d supergravity
but only study a few scalar fields, we define V' differently, in line with the original derivation
of V(p,7). This allows us below a direct comparison to the 10d equations of motion expressed
as well in terms of Fy and Fj.

On top of the Einstein equation, we have the first two extrema equations on the potential,
giving the following three equations

(Ra): Ru= —2R6+|H|2—2gs Z|F E (2.39)
Tho 0
(0:V) : 0=2R¢ — |H|* + 39, - 2N IR (2.40)
P poar
6
V) : 0=Re—=|H|> —gs——— + = 3—q)|F,|? . 2.41
(9,V) 6 = SIHI” = 97— p+1+293ng( q)|Fy| (2.41)

Interestingly, one verifies that these three equations correspond to the starting three equations
of [43], obtained through 10d equations of motion in string frame. Indeed

2239) + (240) <> (2.13) there (2.42)

—4(239) — 3@40) — @40) > (2.14) there (2.43)
(Z39) < (2.15) there (2.44)

f

at least for a constant dilaton and no warp factor[1 We can then rederive equations of [43],

such as the following one, here obtained as (2.39]) + (2.40)

6
Tho 2 2
Ri= g 2SO |F (2.45)

We recall that this equation gives the requirement of having 779 > 0 for de Sitter solutions [22],
satisfied here thanks to the presence of O,.
We turn to the derivative with respect to o. We first obtain

1
00, V]o = B Ro+ (A = B) (Ry + 000, [V 0y, + R ) + 5 (A= B)If1

~ 5 n+ B m)HP - g, BE S

2 p+1
——gs<zz (An+ B(q — n))|F{™?

g=0 n

3 S0+ B = )P - (An+ B ) F) )

(2.46)

"Note that there, the equations were local while here, we rather consider the integrated version; we recall
our simplifying notations (233).

13



We rewrite the above as follows

4
=B —Z|HP?—¢g - F 2| F: 2.4
09,7l (m NP - g2 T Qgs(qZ%qr P+ 2R ) (247

4
1
- SR = 3 S (S IER + JUEDR - (aE) ) )
n n q=0
Setting it to zero, and using (Z.41]) and ([2.45]), we rewrite it as follows
3
(0:V): 0= 5B(Ra+g|F5[” + 20 Fol”) (2.48)

A= B)<R|| + 0“0a [y + Ry \f”u\Q

1 2 n n
~ 3 (o +gsZ|F">| L (E R - () P)) )

Interestingly, using the values (2.8]) for A, B, this equation is precisely the same as the trace
of the Einstein equation along internal parallel directions, equation (6) in [43], up to the term
5“b(9aH chCHbH here. While one understands where this difference comes from/J we can assume
that this term vanishes

0By [V ey =0 /dyﬁ 1981(5% Dy f N ey )° =0, (2.49)

where the arrow recalls the actual meaning of our notation. This holds at least in the case of
group manifolds to be considered in Section B, where fCHCHbH is constant. Up to this assump-
tion, we then have reproduced in 4d all 10d equations that have been used in [43], namely
239), [240), @241, [248), together with the flux Bianchi identity (2.36). This shows the
equivalence of the two frameworks and allows us to make use of the results and constraints
derived in [43]. We will in particular use the requirement, derived there for de Sitter solutions,
to have |fIl | |2 # 0.

We turn to the second derivatives of the potential. As mentioned below (24]), the square
of the mass of a scalar ¢ is given by (92V in our conventions. Therefore to avoid tachyons
or flat directions, one requires 32V > OE With several scalar fields, the mass matrix is
given in terms of d,,0,,V. Wlth a positive definite field space metric g,,,;, a (meta)stable

SWe see from 5°dRCd:CHdH given in (Z2I) that this term does not arise in that trace, while it is the latter
which enters the equation considered in [43]. This term appears in R¢ — (SCUIRCd:CHdH7 and arises here because
we varied the whole R¢ with respect to o. The difference is then understood because we do not consider
exactly the same starting quantity. This term can also be viewed as a mixed contrlbutlon between parallel
and transverse directions, participating to 9,V since one has —§¢ baa“fc cib = baa“f HCHbH

9One may wonder at this stage about an analogue of the Breitenlohner-Freedman (BF) bound that exists
for anti-de Sitter space-time, and that allows for slightly negative squares of scalar masses. This bound is
derived by analysing the spin 0 unitary representations of the isometry group of the space-time, and the same
can be done for de Sitter. The isometry groups are different, but they are both conformal groups. Then one
defines in both cases conformal weights A, that are subject to (different) constraints. These constraints are

14



solution then amounts to have all eigenvalues of 0,0,V positive. As argued in [49], thanks
to Sylvester’s criterion (see e.g. [36]), a necessary condition for this positivity is to have the
diagonal elements 33%,1/ > 0. So in this paper, we focus on these diagonal terms. From the
potential (2.34]), we obtain

4
. T
7202V |y = — 6Re + 3| H|? — 12g8]?101 +g2 (102 |F % + 2| F5) — 6\F6\2> : (2.50)
q=0
Ty

p+1

i 1
P03V o = —2Re + 6|H|> — gs=(p — 6)(p — 8)

1 (2.51)

4
#2336 0@ OIRP+ IRE-3IR?)
q=0
We further compute the derivatives with respect to o and rewrite the result as follows
Vo= —00,V|o— B* Rg+ (A= B)*|f*+ (2.52)
—(A-B) ((A + B)(R) + 6y [ ey, + RI) + %(33 - A)!J&ﬁ)

l . 21 r7(n) |12 2(29—9)2 Tyo
+2Zn:((A Byn -+ 3B)! HM = g, B

4
+5 (A B+ amPIEP

g=0 n

+ % Zn:(((A — B)n+5B2 {2 - (A- B)n + B)2](*6F5)(")\2)> .

We have now derived all equations to analyse the possibility of getting metastable de
Sitter solutions or finding a systematic tachyon, namely the Einstein equation (239]), the
first derivatives (2.40), (Z41]), (2.46]), the second derivatives (Z50), 251, (252), and the
Bianchi identity (2.36]). Let us first comment on the situation with only p,7. Extensive
studies in the (7, p)-plane, ending with [36], have not been conclusive on the general sign of
the second derivatives, in particular regarding the presence of a general tachyon. A way to see
this indetermination goes as follows. Using the various equations, we are able to rewrite the

second derivatives in terms of only the contributions ¢2|F,|* and gsz%. We get schematically
A% B0 4 2R, with a <b 2.53
2 Nagsp+1— g;|Fyl*, witha <b. (2.53)

This should be compared with equation (Z45) that measures the difference between these
two quantities in terms of the cosmological constant: we see that the configuration a < b is
precisely the one that does not allow to conclude.

Considering a third scalar o could then bring further interesting constraints, and maybe
indicate a systematic tachyon as argued in [39]. However, doing so may as well introduce new

obtained by trying to build a well-defined inner product: in the 4d de Sitter case, one gets the restriction that
A €10,3] or A € 2 4+iR. The Casimir of the algebra defines the square of the mass m?, which is further
related to A. The constraints then impose that one should have m? > 0 on de Sitter. When m? grows beyond
the opposite of the BF bound, A simply turns to its (allowed) complex values. We refer to [52] for more detail.
In short, a{iv > 0 is the right stability bound to consider on de Sitter.
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unknown quantities which eventually leaves the problem as complicated and inconclusive as
before[ld This is to some extent what we observe here: two new quantities appear, R + Rﬁ

and [fIl | l|2, in such a way that one is not able to conclude in general. The former should
tend to be negative for de Sitter solutions [43], and the latter non-zero. But they enter with
the wrong signs in 92V to conclude on a tachyon. Schematically, one has for p < 6

0oV ~ =(Ry +Ryp) — 311, P (2.54)
RV ~ =Ry +Ryp) + 511117

where we see that using the first derivative equation does not help. Another equation where
the quantity |fIl | |? appears is the projected Bianchi identity (Z36]), going schematically as

T1o
I k1

~ %|f“iL|2 - |BPS|2 + (ﬂux)2 . (2'55)

Using this relation would introduce a new unknown (or irreplaceable) quantity, the squares of
BPS-like relations, with again the wrong sign to conclude on a tachyon. The last place where
the two quantities R + Rﬁ and |f!l  |? appear is within Rg. The Ricci scalar however
contains other terms that cannot be replaced and of indefinite sign. Therefore, without a
further assumption, as a geometric simplifying Rg or one of the above quantity, it seems we
cannot conclude in general. We then turn to the particular case of group manifolds with
constant fluxes, which remains a prime setting to find (stable) de Sitter solutions.

3 Group manifolds, no-go theorems and the stability island

3.1 Group manifold setting

All known de Sitter solutions have been obtained on group manifolds. In addition, it was
observed [39] that a tachyon is present among the three scalar fields 7, p, o for the solutions
of [35], as far as it could be checked. It is thus reasonable to focus on this setting to hopefully
reach a general conclusive statement. The first simplification is that the f%. are here constant.
Thanks to this, further simplifications occur due to the orientifold projection as detailed
in [12]: structure constants with odd numbers of L indices vanish. Thanks to (229]) and
related formulas, Rg boils down to

1 . "
RG = RH +R|J|_ - ElfHLLP - 5 dbeaHCLf HdeL . (31)

More simplifications occur when assuming only constant fluxes. Having a group manifold
strongly suggests, because of the Einstein equations, that the flux components (with flat
indices) have to be constant (at least with A = 0 and constant dilaton), even though one
should verify in detail whether cancelations between non-constant components could happen.
We assume these components are constant from now on: combining this with the orientifold
projection has important consequences. While the H-flux should be odd under the orientifold

%The quantity | f+ i |* appears here, especially in the second derivative. There are several arguments to set

this quantity to zero: first, f+ | is morally T-dual to H® that should be set to zero to avoid the Freed-Witten
anomaly (see [43]). Secondly, on a group manifold, the structure constant f+ would be set to zero by an
orientifold projection. So our discussion does not consider that quantity.
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involution o, it varies according to the flux and source for RR fluxes. It is given by O'(Z F,) =

+a()_, Fy), where + is for p = 3,6,7 and — for p = 4,5,8, and a(Fy) = (—1) F One
deduces the parity of each flux. With the assumption of constant flux (component), and using
as well the dimensionality of parallel and transverse spaces to the source, one concludes on
which component can be non-zero: the only non-zero (constant) components for each source
are

q(q

Os: FO FY FP F® = (A—Bn+¢B=0Yg (3.2)
0s: F9 FY p® = (A-Bn+qgB=3-qVq (3.3)
Oy : FQ(O)7 Ff) = (A-—B)n+¢B=23-q) Vg (3.4)

where we used the values ([2.8]) for A, B to compute the combinations on the right. With
the notation (230 where Fj—g_, is the flux sourced by the D,/O,, the only non-zero flux
components are

0 1 2 3
Fly BB B (3.5)

with Fy>7 = 0 and Fq(n>p ~3) — 0. The above combinations on the right give the contributions
of fluxes to the first and second derivatives of the potential with respect to ¢: in particular
for p = 6, we read from (B.2]) that the RR fluxes do not contribute to (2.46]) and (Z52]), as

already noticed in [39]. For p = 5, we are also interested in the F5 contributions. Since there

Fy = Fé2), x¢ 5 is necessarily transverse to the source, i.e. xgF5 = (*6F5)(0). With the values
238) for A, B, we deduce

ST (A= B+ 5B)|FV 2 — (A~ B)n+ B)|(+6F5)™|?) = ~4|F52 . (3.6)

n

S (A= Byn+ 5BRF 2 — (A - B)n + B)?|(xF5)™[?) = 0

n

Finally, the H-flux only admits H® H® for p = 5,6, and only H® for p = 4. Using this
information, in particular (3.5)), the Bianchi identity projection (2.36]) becomes

T 1 02
gspj—ol =-3 s« HO) + epgs I, Z ‘*l (de®)] L — epgs LQHFIE ) (3.7)
aj|
o HOP 4 SR FO, 4 SR I FOR + 210,
2 gs k—2 gs 11 :

Thanks to these assumptions of group manifolds and constant fluxes, realised in the known
examples of solutions, the different expressions simplify and we may reach more conclusive
statements.

3.2 The general linear combination and no-go theorems

Even in the previous restrictive setting, it remains difficult to show that one specific scalar
field is always tachyonic. What may rather be shown is that the combination of requirements,
i.e. having all three not tachyonic together with a de Sitter extremum, is too strong. To reach
such a result, we take a systematic approach and consider a general linear combination of all

equations that appeared so far, namely (239), (240), 241), 246), 250), 51), 252),
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together with the flux Bianchi identity ([3.7). We build this way a combination that leads to
an interesting, i.e. conclusive, condition. With the real coefficients a, b;,b,, by, c;, ¢y, co,d, we
consider

aRy+ b, 7'(97—‘7|0 + bp pap‘?k) + by 0'(90‘7|0 (3.8)
+ e 202V o + ¢, ,02(9[2)T~/|0 + ¢, (028§f/|0 + 0(90‘~/|0>
+§ *J_H()—FEpgSFkE,)Q‘ +§Z ( ‘

a
- (Ry + R‘J“) (2a — 2b; — b, — Aby + 6¢, + 2¢, + A%c,)
+ 5CdbechLf“”deL (2a — 2b; — b, — Bb, + 6¢, + 2¢, + B?c,)

1 (de)| 1 — epgs ta I

1

+ §|f\\u|2 (2a — 2b; — b, + (A — 2B)b, + 6¢, + 2¢, + (B? + (B — A)(3B — A))c, +d)
1

+ §|H(O) 2 (2a — 2b, — 3b, — 3Bb, + 6¢, + 12¢, + 9B%c, + d)

1
+ 5\1{(2) 2 (2a — 2b, — 3b, — (2A + B)b, + 6¢, + 12¢, + (24 + B)%c,)

Tio 1
+14

+ Js (—80, + 1267’ - 2(]9 - 6)bp - 2B(p - 9)ba - 4807' - (p - 6)(p - 8)00 - Bz(p - 9)

d
+gsZ [Fyf* (2 —4br + (3= )b, + 20er + (3 = 0)(2 — a)ep) + g2 5 (1B, + |FP)

q= 0
4
~bog?Y D5 L EMR((A - Byn + qB) +cagszz F™>((A= B)n+¢B)’
qg=0 n qg=0 n

1
+ g§§\F5]2 (2a — 4b; — 2b, + 4cr + 2¢p)

b3 S (A= B+ B)|EP — (A= B)n + B)|(ss )" P)
+eoga? (A= By -+ SBPIER = (A= Byt BP|(roF3) ™)

1
+ 955 Fl* (20 — 4by — 3b, — 12¢, — Gcy)

This linear combination is particularly interesting in the case where the right-hand side is
made of positive quantities times linear combinations of the coefficients. This is for instance
the case when one has R —|—Rﬁ < 0and 6Cdfbi0wcL [ 4, =0, which holds for a nilmanifold
in the “standard basis” (see below and [12]). Then, if one finds values of the coefficients,
verifying a, c;,c,,cs,d > 0, and such that the combinations of coefficients on the right-hand
side are negative, one would conclude on the absence of a stable de Sitter solution. We make
further comments on this method in Appendix Bl
We find a first solution to this inequalities problem in the case where

5Cdfbla\\clfa“bldl >0, (3.9)
with the following coefficients
3 A+ B 2

szia,bp—méhba B — A

s, d=4a, cr=c,=¢c,=0. (3.10)

18

2, — 4d)



In other words, we show for p = 4,5,6 and the values (28] of A, B that

A+ B
A-B

2
Ll sy 0 25

a|

= - 293 (|Fk+2|2 + |Fk‘+4|2) - 26CdbeaHCLfaHdeL .

3 ~ - 2 -
R4+ 5 767V|0 + papV|0 + 54 080V|0 (3.11)

2

+2 1 (de)| L — €pgs L Iy

We deduce the following, for classical de Sitter solutions with parallel sources on a group
manifold with constant fluxes

There is no de Sitter solution when (5“le’Lchlf‘”\del >0. (3.12)

We now consider the case where 56dfbia‘‘CLf“HdeL < 0. We recall that |fHLL|2 > 0 is
required for de Sitter solutions [43], so we introduce the parameter A > 0 such that

5Cdfblauclfa“bldl = _>\|f“LL|2 < 0 . (313)

In that case, one obtains
1 1 2
Ro =Ry + R+ (A=) 1, - (3.14)

As shown in the Introduction, a classical de Sitter solution with parallel sources requires
Re¢ < 0. In addition, the condition (2.48]), obtained here in the 4d approach, and in the 10d
work [43], implies for p = 4,5,6 on a group manifold that a de Sitter solution must have

1
R“+Rﬁ+§|f“u|2>0. (3.15)

Combining both conditions gives the requirement, for a classical de Sitter solution with par-
allel sources on a group manifold with constant fluxes

A de Sitter solution must have 0 < A < 1. (3.16)

In other words, we get the following no-go theorem

5Cdfbla leaubldl
No-go:| There is no de Sitter solution when A = — \f““ E >1. (3.17)
11

This reasoning, concluding on the requirement (3.I6]), only involves equations present in our
general combination (3.8]), so we should be able to reproduce it with some coefficients[l] We
do so with the following coefficients

A—-5Ba a 2
— Z S e =c,=c,=d=0. 1
. A—3B2’bp 3,b(, 3(A—3B)a’CT cp=Cc=d=0 (3.18)

"Note that away from the nilmanifold case, the sign of R+ Rﬁ is not always definite; for that reason, the
combination method (B.8) could be problematic, unless the linear combination coming with R + RW namely
2a — 2b, — b, — Aby + 6¢r + 2¢, + A%c,, vanishes. It is actually the case for (BII) and here for (3I9).
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In other words, we show for p = 4,5, 6, using the values (2.8]) for A, B

1A-5B _ - 1 _ - 2 -
- — _ Nl
R4+2A—3B T@TV‘()—F?) papV‘o—i-?)(A_?)B) U@OV‘O (3 9)
2 2,1 &
—__ = | 2 _1 H(2)2 _ = 2_ _ _ F 2
= (1 0=+ HOP) ;%3 2 4= G- If .

where we used the knowledge on the various flux components allowed by the orientifold. For
A > 1, the right-hand side is clearly negative, so there is no de Sitter solution, as obtained
previously

As a side comment, we note that

Fle = —flac = [aer = —Fyia, = 0 a e Fh i, = —20F1 17 L A=2. (3.20)

In that case, there is therefore no de Sitter solution. For intersecting sources, de Sitter
solutions are however known on manifolds with f%. = —f%e. An explanation is that the
condition (2.48]), used here to conclude negatively for parallel sources, gets modified by an
additional source term for intersecting sources [12], precisely resulting in making (3.15]) milder,
giving more room for de Sitter solutions.

Eventually, we are only left with the case 0 < A < 1, for which we are not able to conclude.
We provide in Appendix [B] an example of such a situation. Surprisingly, all conclusive state-
ments or constraints we were able to derive did not involve the second derivatives, and are
thus all only about the existence of solutions. This goes against the initial intuition that the
tachyon should be present among the three scalar fields. This situation could change when
turning to intersecting sources instead of parallel ones. We now comment on the restrictions
deduced from our results on the underlying Lie algebras and corresponding manifolds.

Consequences on algebras

The constraints just derived have singled out the quantity 6 b+ ajcL fy 4, that we rewrite
here in terms of differential forms

5Cdfblauclf“”bldl vol| = v, de®ll A >|sJ_LaHdebL , (3.21)

with the contraction t,e? = 52. According to the value of this quantity, we obtained no-go
theorems on de Sitter solutions. One could deduce from the latter constraints on the choice
of group manifold or corresponding algebra, but this requires to fix the basis in which the
algebra is given. Indeed, the structure constants are here expressed in a basis suited to
describe the directions parallel and transverse to the sources, which may not be a standard
basis to express the algebra. Let us then clarify the constraints to be inferred on the algebras
by first discussing the various basis.

We refer to “the standard basis” as being the one where the structure constants verify
f%p = 0, without sum on a. More precisely, we consider this basis to be the one where
semi-simple algebras have fully antisymmetric structure constants, and solvable algebras are
given as in [53,/64]. In particular, nilpotent algebras in this basis are such that if for a,b,c

2Note that the reasoning leading to (BI6) could be refined using (Z28) towards the requirement, for de
Sitter solutions, |fII, , [ (A — 1) + |[H®]? < 0, which is consistent with what we obtain here in (ZI9). One
may even include RR fluxes in the requirement.
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% # 0, then f%,. = 0. Non-nilpotent solvmanifolds in this basis can be understood as
having typically two different kinds of fibrations, on top the nilmanifold ones (see e.g. almost
abelian solvmanifolds [54]): the fibration is encoded either through hyperbolic rotations, or
standard rotations, i.e. thanks to (hyperbolic) sines and cosines. For the former, one has, for
some a,b, ¢, f%. = flc while for the latter, one has f%. = —f%., up to radii. Note that
these structure constants are not fully antisymmetric.

In this “standard basis”, it is easy to evaluate the quantity (3.21]). For nilmanifolds,
it vanishes. For almost abelian solvmanifolds with hyperbolic rotation, one has fbimHc L=
f 4, , making the quantity (B.2I]) positive. For semi-simple group manifolds as well as
almost abelian solvmanifolds with standard rotation, one has f%. = —f%4. (up to radii),
giving A = 2 as shown in ([B.20). Then, all these cases do not allow for de Sitter solutions.

Unless rescaling structure constants with radii changes these results (for A > 0), the
constraints obtained point towards solvmanifolds with standard rotation fibrations (i.e. with
the good sign for A) that are not almost abelian, meaning that they have an additional a
nilpotent fibration. We provide in Appendix [Bl an example of this preferred type of group
manifold. Further more involved combinations of algebras could be possible, such as the
product of a semi-simple one with a nilpotent one.

Another possibility is to have a different basis for the {e®!} and {e®+} than this standard
basis of the Lie algebras. The freedom in choosing a basis is captured by O(6), that preserves
the metric and changes the Maurer—Cartan forms. However, the quantity (3.2I)) is a tensor,
invariant under the transformations O(p — 3) x O(9 — p) that preserve the split into {e®l}
and {e®L}. To get a different value for this quantity, one should then pick a basis related by
a different transformation in O(6) to the standard basis. However, a difficulty in using such
a non-standard basis of the algebra, having in particular f%,, # 0 (without sum on a), is to
make it compatible with the orientifold projection. There is thus not much freedom left in
using a non-standard basis for a group manifold, if that one is excluded in the standard basis.

3.3 The stability island

In Section B.2] we have excluded de Sitter solutions outside a parameter region 0 < A < 1,
defined in (B.I3]). In this remaining region, we were not able to conclude on the existence of
solutions, or even to find tachyons. Here, we go further in the opposite direction by identifying
a subregion or “island” where all three scalars can be stabilized. What is meant is that we
prove for the three scalars that BiiV]o > 0 for any de Sitter solution in this island, where we
recall that this is only a necessary condition for stability (see above (2.50))).

To achieve this, we use again the general linear combination (B.8]) but reverse the logic: we
look, for one of the three scalars ¢;, for a set of coeflicients a > 0, ¢, <0, ¢y, =0, d >0,
such that the right-hand side of the combination is always negative. If such a set of coefficients
exists, we deduce that 83,1,V|0 > () for any de Sitter solution. We first find a realization of this

for p: indeed, one shows, for p = 4,5, 6, recalling F,,>7 = 0 and Fq(n>p_3) = 0, that

(p—2)2-3 p? —6p+8 - - -
fRzl + T@TV’Q + (2p — 9) papV’Q — p23§V’0 (3.22)
p—4)?* T p+3—(p—7)°
= —2p-2)(HOP + ) - LAy T PEIZPET ) g ).

A de Sitter solution would then always have 8§V\0 > 0, irrespectively of A The same holds

13This result may look surprising, based on the intuition of Minkowski solutions on Calabi-Yau manifolds,
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for o as long as A > 0, since we show

p = 6: R4 + 73 V‘o — 0'8 V’O 135 <O’2({93‘7’0 + 0'80‘7’0) (3.24)

:_3’.](.”LL’2__’ 0)’ 5Cdfblauclf Hbldl
p=5: Ry + 7'(9 V|o ,0(9 V|o —5 080V|0 — % <0’2(931~/|0 + 0’(90‘7|0>

4 1 1
P - —|H<° 2 - O - mAIfr 5 e S,

59 67 9 2% -

p=4: —R4 + 70, V]o +8 pd,V|o — 09,V|o — = (O‘ 05Vl + 0(90V|0>
1 T
= _24‘H(2)’2 - ggsp _:_01 - 1093’F4‘2 + 185CdbeaHCLfaHdeL :

Finally, we prove a similar result for 7, as long as 0 < A < 1/17 for p=6 and 0 < A < 1/10
for p = 4,5. Indeed, we show for 10\ — 1 # 0, with p = 4,5,6 and using F,>7 = 0 and
F{"P73) = 0, that

1— 10X\ 3 — 32X\ 6 —
T Ra+ T 70, V‘o + T pa V‘o —l— 0'0 V’O (3.25)

~ 2
—AT202V |+ (1 — ) |+ HO + gpgsF,g?z‘ +1-20Y

a|

= MHOP = (1A +8)\p — 6))g2FigL 1> — (1 — 1T\ g2 FS)

a Ol
1 (de®)| L — epgs Loy F,

.

P

For the stated values of A, the right-hand side is negative, hence the result 92V |y > 0 for a
de Sitter solution.

We conclude that in the range 0 < A < 1 where having a de Sitter solution is not
excluded, there exists a smaller range, namely 0 < A < 1/17 for p = 6, and 0 < A < 1/10
for p = 4,5, where for all three scalars we obtain (93,1,V|0 > (, a necessary condition for them
to be stabilized. The presence of such a stability island was completely unexpected, and it
certainly deserves more investigation.

where the volume, given in terms of the Kéhler moduli, is not stabilized. This tension is made more explicit

by rewriting (Z51) as follows using (2:41)

4
i 1 T 1
P*O,Vo =3HI" —go 7 — 1)(p — 6)- - (Z 5B =)= QIF” —|F5]” - 6|Fe|2> : (3.23)

q=0

In the seminal Minkowski solution on a Calabi-Yau manifold of [55] with A = 0 and constant dilaton, the only
non-trivial contributions are |H|? = g2|F3|* = 9s 1% Tl“ > 0 with p = 3 (see [50] for the appropriate conventions).
We deduce in that case that 82V|o > 0. This puzzle is solved by looking at the definition of moduli. Leaving o
aside for the discussion, we are here considering V (p, 7), but 7 actually depends on p and the more fundamental
dilaton fluctuation §¢. What should be studied is thus < dp2 = 02V +20,0-V 0,7+ 0-Vorr + 02V (9,7)?, which
should vanish for that solution. A simpler way to proceed is to trade 7 for d¢ and p in V: then, one verifies
that on this precise solution, the dependence on p disappears from V', as initially expected. Similar remarks
are made in [23] (see footnotes 4 and 9) on the different conventions for the volume modulus, and the authors
switch to V(p, ¢) when considering the solution of [55]. Regarding de Sitter solutions, a related point is the
fact the conditions 8iiV|o > 0 are only necessary to stability.

22



4 Summary and swampland discussion

In this paper, we have studied the existence and stability of classical de Sitter solutions in
type II supergravities, with parallel D,/O,, sources of single size p. Motivated by [35], we
have introduced a third 4d scalar field o on top of the two standard ones p and 7, and
determined explicitly the general 4d scalar potential V(p,7,0), given in (2I8) or (234]). As
explained in the Introduction, we have shown that the 4d Einstein equation and the three
extrema conditions d,,V |o = 0 are equivalent to the four 10d equations of motion used in [43],
therefore providing a 4d counterpart to this previous 10d approach. This result is obtained at
least in the case of constant warp factor and dilaton, and it would be interesting to extend this
equivalence more generally. The advantage of the 4d approach is the possibility of computing
the second derivatives of V', from which one reads stability constraints. This framework
however did not allow us to conclude in full generality with e.g. a no-go theorem. Specifying
to group manifolds with constant fluxes, we reached better results. We first excluded the
existence of de Sitter solutions in a large region of parameter space, in (3.12) and B.I7).
Provided one uses a standard basis for the Lie algebra (see the end of Section B.2l), we
then proved the absence of a solution on nilmanifolds (as noticed with intersecting sources
after a scan in [35], and with consequences on the 4d theory [49]), on group manifolds with
semi-simple algebras, and on some solvmanifolds. In the small remaining parameter region,
0 < A < 1, we could not conclude, giving the remaining entries of Table 2l But we then
identified in Section B3] a subregion, namely 0 < A < 1/17 for p = 6 and 0 < A < 1/10 for
p = 4,5, coined the stability island, where we showed that BZiV]O > 0 for the three scalars,
for any de Sitter solution. It would be worth exploring this island in more detail.

An initial motivation in considering o was the observation, in [39], that for all explicit de
Sitter solutions of [35], the tachyon was argued to be present within the three scalars p, 7,0
(see also [42]). With the formalism developed here, we could then hope to show the presence
of a systematic tachyon, and prove a general no-go theorem against classical stable de Sitter
solutions. This is not the result that we obtained: the no-go theorems derived here were
only on the existence of solutions, and the only conclusive statement concerning stability
was about stable solutions, instead of tachyons. Of course, an important difference is that
we restricted ourselves to parallel sources, while the solutions of [35] have intersecting Og.
We should then naturally extend the formalism developed here to the case of intersecting
sources, using the 10d equivalent approach [12]. However, this situation also leaves room to a
different understanding of a systematic tachyon, as for instance the one proposed in the line
of papers [25,[411[42]/44] where de Sitter solutions close to no-scale Minkowski solutions were
analysed.

Our results are important in the context of the swampland discussion, presented in the
Introduction. As shown with Table [l and 2, we have restricted further the set of possibilities
to find a classical de Sitter solution with parallel sources. It would then be interesting to
determine the coefficient ¢ of the criterion of [I], in the newly excluded cases, and check
whether it is of order 1 as argued there. Some coefficients appearing in the new no-go theorems
BI12) and [B.I7) are rather of order 1/10, so it would interesting to check the details. Doing
so may also require to determine the kinetic terms for the three scalar fields, especially that
of o, something that was not needed in the present work. Finally, the fact we only obtained
no-go theorems on the existence of solutions, not involving the stability, favors the criterion
of [I] with respect to the refined criterion proposed in [49]. It is even more surprising, given
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that we have a priori allowed for contributions of the second derivatives, with our method
using the general linear combination (B.8)). However, as argued previously, the role of the
second derivatives (and the presence of tachyons) may become more prominent in the case
of intersecting sources, so the criterion of [49] and related coefficients determinations of [50]
could then become more relevant. Last but not least, this whole discussion assumes the scalar
potential and 4d theory (Z.I3]) to be a low energy effective theory of string theory, so that
it can be used to test the criteria, but this assumption could be further discussed [49]. The
equivalence (1) and (I2]) to some 10d equations of motion rather points towards a consistent
truncation, which does not necessarily match a low energy truncation; it would be interesting
to study this question further.

Regarding the swampland discussion, the role of the (sourced) flux Bianchi identity is
particularly interesting. As mentioned in the Introduction and Section 2] the 10d Bianchi
identity (233]) or (236]) has no 4d interpretation and should be included by hand in 4d to
complete the theory. As such, it can be viewed as a quantum gravity (here stringy) consistency
condition or requirement. This goes precisely in the direction of the swampland idea and the
criterion of [I] as we now illustrate. Consider for instance the 4d theory obtained with an
O3 and only p, 7, coupled to gravity, with the potential V(p, 7). As mentioned in Table [I]
and as one can verify explicitly using equations (2.39]), (2.40), (2:41)), there exist from the 4d
perspective de Sitter solutions without fluxes, with

R4 = —gRG = gs% s (4.1)
where Rg and Tyg are just parameters in the 4d potential. We now consider the Bianchi
identity: without fluxes, it implies that 7179 = 0, which effectively forbids having de Sitter
solutions. It then looks as if the quantum gravity origin brings a constraint on the question of
having de Sitter solution, in agreement with the criterion of [I]. A similar illustration is pro-
vided through our no-go theorem ([B.12)): the corresponding expression ([B.11]) is schematically
of the form

Ra+bpd,V +|BPS? <0 = Ry+bed,V <0, (4.2)

where the inequality on the right is analogous to the criterion of [I]. Proving the first inequality
was only made possible thanks to the Bianchi identity: it provides an extra relation between
various quantities, including the |BPS|?, allowing to eventually get a definite sign and conclude
on the absence of de Sitter solution. As illustrated here, the Bianchi identity, viewed as a
quantum gravity requirement, may therefore be a key to justify better the de Sitter swampland
criterion of [IJ.
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A An alternative scalar field

We consider in this appendix a different definition for the scalar field o, as being the following
fluctuation

ds? = p (a(dsﬁ)o + (dsi)o) , €l = /po (e9,,)0 ) et = /p (e )0 . (A.1)

The rescaling to Einstein frame leads to the following definition of 7
b= +66, T=e T (A.2)
These scalars fields can be related to those of the main text, proposed in [39], by a reshuffling
of p,o. The background value is still recovered for p = 0 = 7 = 1. The rescaling to Einstein

frame and definition of the Planck mass as given in (2I2]) still hold, as well as the formal
definition (2.13]) of the potential V. The presence of ¢ in 7 modifies the 4d action towards

1 P53 1 1
5=} [ et Vgual (Ra - 57905 a2 (1FIFE + GHLP (o) ) —kin = 50 )
4

and the potential to

1 p=3 1
S V=g U 570 e (1P + 1)) ) (A3)

1 1
s V=7 (0 Ralo) = 3ot S o) (A1)
4 n
— T 3 P;GO_PZB TlO
gs P P
1 4 3 3
_ b—s __ p—S
e
q:

Note we do not match the main text expression by setting A = 1, B = 0, because these values
are not a solution to the constraint (2.7)), and this constraint was used in the definition .
The Ricci scalar dependence on ¢ is now given by

0 0
RG(U) = (Rl + 5abacufclclbl +R|J|_ + |f”¢¢|2) + ot (RH +6abaaufcucub“ +Rﬁ + |leH|2)
1

_ 1
- 50 QIfLOHH ’2 - §U’f“oll‘2 : (A5)

The Einstein equation and the derivatives of V' with respect to p, 7, evaluated in the
background, are not modified by this alternative definition. We now compute the derivative
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with respect to the present o

1 a C 1 n
0 70,V |o = Ry + 6%y [V ey, + Rif |fuu|2 — §Zn|H( )|2 (A.6)
o p—=3 Ty
97 p+1
-3
N gs(zz m) PP~ P2
q=0 n

D) Z p :- n) (I 2 = [ (e F5) ™2 ))

Setting that derivative to zero and using (2.45]), we deduce

05V : 0 =Ry + 6" 8u [l + Rjy ’f”uP - —4 (R4 + 92| F5* + 293 | Fe|?)
1 n n gs n n
- §Zn<|H< P2 I P+ S (EYP — (6 F5)¢ >|2>> (A
n q=0

This matches precisely the (9,V) condition (Z48]) obtained with the other definition of o,
using the values (2.8]) for A, B. This is not surprising since the two first derivatives 9,V should
be related via a linear combination with the first derivatives with respect to p, 7. Setting all
of those to zero eventually gives the same condition. This alternative definition of o thus does
not bring new information.

We turn to the second derivative and obtain
0'282‘7‘0 =—2 <R|| + 5ab8aHfCHCHbH +Rﬁ) + ‘flw‘z (A8)

5 Snl DIHOE g gio =3~ 7)

(e (55 -0)

(
¢=0 n
i % Zn: (1%3 - n) <%3 - 1> ([E 1 = (o F5) ™)

-9 - IAP)

We now face the same problems as described at the end of Section we schematically have

9,V ~ R+ Rt !f‘uﬁ (A.9)

which does not help in concluding on a systematic tachyon, despite the different definition
for o.
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B An example and further comments

In Section[3.2] we identified a region in parameter space, 0 < A < 1, for which we were not able
to conclude on the absence of de Sitter solutions, opening the door to the possibility of having
solutions there. In this appendix, we illustrate this case with an example of group manifold
that passes the constraints discussed at the end of Section B2l and an appropriate field
ansatz. We consider the solvmanifold whose algebra is given by (f; 23, —f2 13,0, f4 56,0, 0)
with fifo > 0: it is the direct product of a three-dimensional solvmanifold with standard
rotation fibration, with a three-dimensional nilmanifold. We work in type IIB supergravity
with an Os along e' A e*. This gives the following structure constants and curvature terms

Mo flas=—f, ffse=—fa, [r: FPis=f,
1
|f“LL|2 = f12 +f4% 9 RH = 0 9 Rﬁ = _§f22 9 _6Cdbea“CLfaHdeL = f1f2 bl (Bl)
2Re = —f3 — [T — [ +2f1f2.
We recall that we use the basis where the internal metric is d,p, so the radii are present in

the structure constants, on top of their quantization. We then consider the following values
of the structure constants

1

h=fh=f, fa=xf, ffzeR" ==

We now allow for the following fluxes, where F5 = 0 and the others depend on constants
a,b,c,d
Fi=c(é®+e%, H=bce? N3N (b — %) +2cde3 Ned A el | (B.3)
Fzs=ae' N2 A (P —®) +b(fiet ANl + fue? AeB Aet) +dfaed net A(e® + ) .

These constant fluxes only have the components allowed by the orientifold projection (B3,
with H®) = 0. These fluxes verify their Bianchi identities and equations of motion

Tho
p+1
d(*H) —FiAxF3=0, d(*Fl) + HAxF3=0, d(*Fg) =0, (B5)

dH=0,dF, =0, dFs —HAF, = EEneSned N, HAF3 =0, (B.4)

where we set g5 = 1 for simplicity, and we get

Tho 2 2
=9 Il F . B.
| (If1, L P+ [F)?) (B.6)

From there, we tried to solve the following linear combinations of the four-dimensional Einstein
trace (239), 0-V|o = 0 (Z40) and 9,V]o = 0 (Z41):
Tho

3 1
(MHZ([?ZIHH 5(@): 2Ry = o |H|? — |F3]? (B.7)
1 T10 2 2
5 240) + @.41) : —2R6=2p+1—2|H| — | F3 (B.8)
1 1 1 Tyg 1 1
—; & + @) -5 = SlH + S + R =0 (B.9)
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as well as 0,V o = 0 from (2.46]), that becomes here

Tho

0=2R —6(R RL>—3 I 2—3H] +4
6 H+ I ‘f LL’ ‘ ‘ + p_|_1

—|F)? . (B.10)
We did not find a solution with R4 > 0. It is not clear at this stage whether there is a way
to conclude negatively on the existence of de Sitter solutions in the case 0 < A < 1, only with
the constraints R4 > 0, 0r 5 V|0 = 0, and the F3 Bianchi identity, as achieved for the other
cases, or whether the additional information included here, namely the other fluxes Bianchi
identities, and the flux equations of motion, play a role. This indicates in any case that there
is room to constrain more the case 0 < A < 1.

We make here a final comment on the method of the linear combination (B.8]) used to
exclude solutions. One may have the impression that requiring each line to have a definite
sign is too strong. For instance, focusing only on two lines and two coeflicients:

T
gspfl (—2a + 3b,) + ¢2|Fy*(a — 2b,) , (B.11)

we are looking with our method for a set of constants a, b, such that —2a + 3b, < 0 and
a — 2b, < 0. One may argue that having the sum (BII]) negative is enough to exclude de
Sitter solutions. More precisely, one could think of building combinations of definite signs,
such as —gsl% + g%|Fy|* ~ —R4 (forgetting about the sum on fluxes) according to (2.45).
Building this combination would rather require the signs —2a + 3b; < 0 and a — 2b, > 0,
which is less constraining than the initial sign requirement. From this perspective, it is true
that our method appears too constraining. However, any combination of definite sign would
actually be built as a linear combination of the finite set of equations that we use in the
left-hand side of ([B.8)): it is for instance the case of (Z:45]) built as R4 + M%% 0-V|o. Making

such combinations of definite sign appear on the right-hand side is therefore not an extra
freedom, but it is captured by the general linear combination in the left-hand side of (B.8]).
In other words, any combination of definite sign can be absorbed through a redefinition (with
a shift) of the constants a, b;, etc., such that the right-hand side is not changed in the end.

Another formulation is to say that each of the quantities appearing in the right-hand
side (Tho,|Fy|?, etc.) are independent quantities, and therefore the sign of each of their
coefficients should independently be fixed (negatively) to claim on an exclusion of a general
solution, general meaning where any of these independent quantities can appear. However, at
first sight, one would think that these quantities are not independent but connected through
some relations. But such relations are precisely those considered on the left-hand side of ([B.8)),
and the freedom in choosing such relations is captured through the free coefficients a, b, etc.
So in the end, we believe that there is no refinement of this method to exclude solutions.
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