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c HammerCloud from far awa
HammerCloud is a test framework. B e e e
... used to commission, test, and benchmark ATLAS T | X
Distributed Computing (ADC) resources and b || | N
components of various distributed systems with realistic )=

full-chain experiment workflows.

HammerCloud provides automated resource exclusion and recovery tools.
= contributes to ADC Operations and Automation efforts.

HammerCloud evolved.

> Faster inclusion of new resources In tests. > Prototyping machine learning algorithms for
... fo maximize available compute cycles anomaly detection.

> Auto-exclusion/-recovery of resources ... to get rid of false positives in blacklisting

triggered by the ATLAS Event Service > Functional & stress testing of Object Stores
(ES)(*) job failures ... to help with commissioning & operations
... to help save manpower and speed up of the Event Service infrastructure

SEIvICe recovery, and_ he_lp _ES gxperts to (*) ATLAS Event Service has been deployed to exploit diverse
focus on other commissioning issues resources that can disappear on short notice. It assigns

event-level granularity workloads to running application, and
streams outputs away almost continuously.

g m ESrecovery = ESblacklist

S = GG ESblacklist: >50% jobs ESfailed in the past 2 hours
ihch == = disable queue for ES jobs
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An example of a four-day period

ESblacklist/ESrecovery EXHAUSTED: ESblacklist 4x within 24 hours

ZZ?ZSSO(; Cﬁlf;elll; 93,1;7 ] = no recovery, alert ES experts

HammerCloud keeps helping with commissioning.

... besides commissioning of new resources, we help with commissioning of concepts
and components of distributed systems:

> UnifiedQueues: Simplified configuration of queues for workflows of different activities
> Components of PanDA pilot: new data movers

> AGIS controller: component of ATLAS Grid Information System (AGIS) responsible for:
providing an API to dynamically set status of queues by different entities and probes

> Components of Rucio: helped to clean up a data access protocol zoo, commission
direct data access
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