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What is ATLAS Event Service ?
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a special configuration for the Event Service.
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Why ATLAS Event Service ?

application in real time

Payload directly reads input files for the event
*Workload: Event Ranges

data. Either local or remote inputs.

*Event Range: identifier string Final outputs are produced later

The payload makes a sequence of fine-

with Input File ID, event by dedicated merge jobs

grained output files. One output per input
positions within the file, etc.

event r ange.
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..but also better use of all the resources : 4 =

A}
Pilot + K= 3 Parallel Payload ‘.

* Tull utilization of cycles

""\ g )
! . ! ) ) “— p— Send Output \‘ /
* A job can be split into event granular subjobs to be processed in multiple resources Access OUtPu' Ny § Store Ou2g

*  Multiple jobs can be created and scheduled to different resources for processing the

same event. The first available processes the event.

Use case 1: Opportunistic resources : HPCs
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Change of paradigm — New monitoring tools

Starting last year ATLAS simulation jobs were automatically assighed to be run under the new Event Service framework.

Since then many brand new monitoring tools have been developed to understand the performance and status of the simulation
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