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Abstract

We consider QCD radiative corrections to ZZ production for all experimentally relevant
leptonic processes. We report on a novel computation of next-to-next-to-leading-order
(NNLO) corrections to the diboson signature with two charged leptons and missing
transverse energy (((+ER). All relevant final states are considered: ¢lvsvy, (lvpvpy
and lvl'vy. We also study processes with four charged leptons: ¢00¢ and ¢0¢'¢'. For the
first time NNLO accuracy is achieved for a process mixing two double-resonant diboson
topologies (ZZ /W+W~— lly,). We find good agreement with ATLAS data at 8 TeV.
NNLO corrections are large (5-20% and more), and interference effects between 77
and WTW ™ resonances turn out to be negligible in most cases.

Diboson processes play a major role in the rich physics programme of the LHC. The intriguing
nature of these processes combined with their rather clean experimental signatures and relatively
large cross sections render them ideal for Standard Model (SM) precision measurements. The
precise knowledge of diboson rates and distributions provides a strong test of the gauge-symmetry
structure of electroweak (EW) interactions and the mechanism of EW symmetry breaking. They
also serve as important probes of new physics phenomena in direct and indirect searches. Diboson
final states, in particular ZZ and W, are also extensively used in Higgs-boson measurements.

The production of ZZ pairs yields the smallest cross section among the diboson processes. Never-
theless, its pure experimental signature with four charged leptons in the final state facilitates a
clean measurement so that it has already been used in a combination of ATLAS and CMS data to
constrain anomalous trilinear gauge couplings [1]. ZZ production at the LHC has been measured at
7TeV [2H4], 8 TeV [5-9], and 13 TeV [10HI3]. Also searches for new heavy ZZ resonances involving
both charged leptons and neutrinos have been performed, see Ref. [14] for example.

Theoretical predictions for ZZ production at next-to-leading order (NLO) QCD were obtained
a long time ago for both on-shell Z bosons [15] [16] and their fully leptonic final states [17-H20)].
Perturbative corrections beyond NLO QCD are indispensable to reach the precision demanded
by present ZZ measurements. NLO EW corrections are known for stable Z bosons [21H23] and
including their full off-shell treatment for leptonic final states [24H26]. ZZ+jet production was
computed at NLO QCD [27]. The loop-induced g9 — ZZ + X subprocess, which provides a
separately finite O(a3) contribution, is known at leading order (LO) [28-37] and was recently
computed at NLO considering only gg-initiated partonic channels [38-40], using the two-loop
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Figure 1: Born-level Feynman diagrams for ZZ production with four charged final-state leptons.

helicity amplitudes for gg — V'V’ of Refs. [41, 42]. NNLO QCD corrections to on-shell ZZ
production were first evaluated in Ref. [43], and later in Ref. [44]. Using the two-loop helicity
amplitudes for qg — V'V’ [45H47], differential predictions in the four-lepton channels (££¢¢ and
0el'l") were presented in Ref. [48].

In this paper we complete NNLO QCD corrections to ZZ production by considering all experi-
mentally relevant leptonic final states. Our computations are fully differential in the momenta of
the final-state leptons, and we account for off-shell effects and spin correlations by consistently
including all resonant and non-resonant topologies. For the first time, we obtain NNLO-accurate
predictions for the (same-flavour) dilepton plus missing transverse energy signature (£(+ ERs),
which involves all processes with two opposite-charge leptons and two neutrinos in the final state
(Clvevy, Ulupvy and Lvel'vy). The process (v, is particularly interesting as it mixes ZZ and
W*W~ topologies, which will be studied in detail. For completeness we also compute NNLO
corrections to the four-lepton channels (¢¢¢¢ and ¢¢¢'¢"). Phenomenological predictions at NNLO
for all of the aforementioned leptonic processes are compared to LHC data at 8 TeV.

We employ the computational framework MATRIX [49]. All tree-level and one-loop amplitudes
are evaluated with OPENLOOPﬂ [54, B55]. At two-loop level we use the g — V'V’ amplitudes of
Ref. [47], and implement the leptonic final states with two charged leptons and two neutrinos as
well as with four charged leptons. NNLO accuracy is achieved by a fully general implementation of
the gr-subtraction formalism [56] within MATRIX. The NLO parts therein (for ZZ and ZZ+1-jet)
are performed by MUNICHH [59], which employs the Catani-Seymour dipole subtraction method
[60, 61]. The MATRIX framework features NNLO QCD corrections to a large number of colour-
singlet processes at hadron colliders, and has already been used to obtain several state-of-the-art
NNLO predictions [43} 48, 62-69] ]

We consider all leptonic signatures relevant for ZZ measurements at the LHC. On the one hand,
we compute the four-lepton (4¢) processes

pp — L0 00T+ X,

with different-flavour (DF) leptons (¢ # ¢'), denoted as £¢¢'¢'; and same-flavour (SF) leptons
(¢ =), denoted as £¢¢. Representative LO diagrams are shown in Figure . They involve both
double-resonant ¢-channel ZZ production (panel a) and single-resonant s-channel Drell-Yan (DY)
topologies (panel b). On the other hand, we compute processes with two charged leptons and two

LOPENLOOPS relies on the fast and stable tensor reduction of CoLLIER [50} [51], supported by a rescue system
based on quad-precision CUTToOLS[52] with ONELOOP[53] to deal with exceptional phase-space points.

2The Monte Carlo program MUNICH features a general implementation of an efficient, multi-channel based
phase-space integration and computes both NLO QCD and NLO EW [57, [58] corrections to arbitrary SM processes.

31t was also used in the NNLL+NNLO computation of Ref. [70], and in the NNLOPS computation of Ref. [71].
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Figure 2: Born-level Feynman diagrams for the production of two charged leptons and two
neutrinos: (a-b) topologies of ZZ production contributing to the process pp — (0~ vyvy (£ #£ 1');
(c-e) topologies of WTIW ™~ production contributing to the process pp — (Tv, 0'"vp (£ #£ 1'); for
¢ = /(" all diagrams contribute to the process pp — ¢*{~ 1,17y, thereby mixing ZZ and WTW~
topologies.

neutrinos (2¢2v) in the final state,
pp = 0" vpvpy + X, pp = 0Tl op + X, and pp — (0 v+ X, with £ #£ (.

Representative LO diagrams are shown in Figure [2] In the first process the flavour of the neutrinos
does not match the flavour of the charged leptons, and it features double-resonant ZZ contribu-
tions (panel a) as well as DY-type topologies (panel b). In the second process the two charged
leptons are of different flavours, and it features double-resonant W*W ™~ contributions (panels ¢
and d) as well as DY-type topologies (panel e). In the third process all leptons and neutrinos are
of the same flavour, and the topologies of the first two processes mix in the matrix elements.

All of the aforementioned processes with charged leptons ¢,¢ € {e,u} and neutrinos vy, vy €
{ve,v,, v, } are studied. The loop-induced gg component is part of the NNLO corrections to these
processes and therefore included. The same is true for resonant Higgs-boson topologies, which also
start contributing at O(a?).

A significant complication of the processes pp — (v, 0" vy and pp — (T4 vy is posed by
the contamination from resonant top-quark contributions with ¢ — Wb decays, which enters
radiative corrections through diagrams featuring external bottom quarks. In the context of W*+W
production [64] [65] two approaches were followed: A top-free W ™ cross section can be obtained
in the four-flavour scheme (4FS) by dropping all contributions with real bottom quarks, which
are separately finite due to the bottom-quark mass. Since in the five-flavour scheme (5FS) real
and virtual contributions of massless bottom quarks are inevitably tied together, the resonance
structure of top-quark contributions is exploited to determine a top-free cross section. Neither of
the two approaches is required in the case of the ZZ measurements presented here. Since W*TW ™
and top-quark processes are both treated as backgrounds in the respective experimental analyses,
we introduce the following procedure: First, we compute the SF process pp — £7¢~ v, including
all resonant contributions. In order to keep only ZZ topologies (and interferences), we then
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subtract the DF process pp — ¢ty 0/~ Dy, This removes WTW ™ and top-quark backgrounds from
our predictions, as desired, while their interference with ZZ production, which is not accounted for
in the background predictions and thus considered part of the ZZ signal, is kept. Its impact will be
studied in detail below. If W+W ™~ or top-quark topologies yield much larger contributions than ZZ
to the SF process, sizeable cancellations in the subtraction could diminish the numerical accuracy
of our predictions. However, for typical ZZ signal cuts, as considered here, a Z-mass window
suppresses the WTIW ™ contribution, and a jet veto the top-quark background. The presented
procedure applies in all flavour schemes, and we conveniently use the 5FS throughout.

We present predictions for the 8 TeV LHC. For the EW parameters we employ the G, scheme
and compute the EW mixing angle as cos63, = (m¥, — il'w my)/(m% — ilzmyz) and a =
V2 G, m¥, sin® Oy, /7, using the complex-mass scheme [72] throughout. The EW inputs are set
to the PDG [73] values: Gr = 1.16639 x 107° GeV~2, my = 80.385 GeV, 'y = 2.0854 GeV,
myz = 91.1876 GeV, I'; = 2.4952 GeV, my = 125 GeV, and 'y = 0.00407. The branching ratio of
the Z-boson decay into massless charged leptons, ¢ € {e, u}, is BR(Z — ¢¢) = 0.033631, which
is used below to compute the cross section in the total phase space. The on-shell top-quark
mass is set to my = 173.2GeV, and I'; = 1.44262 is used. For each perturbative order we use
the corresponding set of Ny = 5 NNPDF3.0 [74] parton distributions with ag(mz) = 0.118.
Renormalization (up) and factorization (up) scales are set to half of the invariant mass of the ZZ
pair, g = pp = jlo = = myz. Residual uncertainties are estimated from customary 7-point scale
variations by a factor of two, with the constraint 0.5 < pug/pur < 2.

We start by comparing phenomenological predictions to the ATLAS 8 TeV measurement of Ref. [9].
The corresponding phase-space cuts are summarized in Table [1| for both the four-lepton and the
00+ EXss signatures. The total phase space is defined by a Z-mass window in the invariant mass
of each reconstructed Z boson. The reconstruction is unambiguous in the DF channel 000,

definition of the total phase space for pp - 27 + X

66 GeV S mz(t;t;cb S 116 GeV

definition of the fiducial volume for pp — €700~ + X, 0,0 € {e, u}

pre > 7GeV, one electron with |n.| < 4.9, the others |n.| < 2.5, |n,| <2.7
ARy > 0.2, ARy > 0.2, 66 GeV < mZ‘rle/cb <116 GeV,
anti-kr jets with R = 0.4, pr; > 25 GeV, |n;| < 4.5

lepton identification in SF channel:
minimizing differences of invariant-mass of OSSF lepton pairs and m

definition of the fiducial volume for pp — (*0-vv + X, (€ {e,u} and v € {v,, v, v}

Pre > 25 GeV, |77[| < 2.5, ARM > 0.3, 76 GeV < myp+p- < 106 GeV,
Axial-pss > 90 GeV, pr-balance < 0.4,
Niets =0,  anti-kp jets with R = 0.4, pp; > 25GeV, |n;| < 4.5 and AR,; > 0.3

Table 1: Phase-space definitions of the ZZ measurements by ATLAS at 8 TeV [9].
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channel JLO [fb] ONLO [fb] ONNLO [fb] OATLAS [fb]

ete ptp™ 8.188(1)F25% 11.30(0)"25% 12.92(1)*25%F 124 F1{(stat) TS (syst) T0 5 (lumi)
ete"ete”  4.654(0)733% 6.410(2)720% 7.310(8)727% 5.9 *08(stat) FJd(syst) £ 0.1(lumi)
pr et 3.565(0)T25% 4.969(5)T20%  5.688(6) 20 4.9 T0S(stat) TO5(syst) £ 0.1(lumi)
efe vy 5.558(0)T0LE 4.806(1)T50% 5.083(8)T1 ek 5.0 ToS(stat) T (syst) £ 0.1(lumi)
prprvy 5.558(0)T0LE 4.770(4)T36% 5.035(9)T 5% 4.7 ToI(stat) T35 (syst) £ 0.1(lumi)

total rate 4982(0)3:3;‘; 6754(2)3:3;‘: 7690(5)3:;;2 7300 T390 (stat) 300 (syst) FTo0(lumi)

Table 2: Predictions for fiducial and total rates compared to ATLAS 8 TeV data [9).

Z¢ = (¢~ and Z}°© = ¢'*¢'~, which we employ for the predicted cross sections in the total
phase space. The fiducial cuts involve standard requirements on the transverse momenta and
pseudo-rapidities of the leptons, a separation in AR = \/An? + A¢? between the leptons, and a
window in the invariant mass of reconstructed Z bosons around the Z-pole. In the SF channel
C0ll, Z bosons are reconstructed by identifying the combination of opposite-sign same-flavour
(OSSF) lepton pairings (Z, = ¢;¢; and Z, = () (, , or Z, = (}, and Z, = (] (;) that minimizes
|myz, —mz| + |mz, — myz| with the reconstructed Z bosons Z:* = Z, and Z}* = Z,. A rather
special feature in the fiducial phase spaces of the four-lepton channels is the fact that ATLAS
measures one of the electrons up to very large pseudo-rapidities (|n.| < 4.9). The measurement of
the £/+EMs signature applies two additional requirements, which force the two Z bosons closer
to back-to-back-like configurations to suppress backgrounds such as Z+jets: There is a lower cut

on the axial missing transverse momentum, Axial-pf = —piss . cos (A, ), where P = pr
and A¢y,, is the azimuthal angle between the dilepton and the neutrino pair. Furthermore, the
two Z-boson momenta are balanced by putting an upper cut on pp-balance = |piss — preel /e

Finally, the £/+EM signature requires a jet veto to suppress top-quark backgrounds. Note that
jets close to electrons (AR,; < 0.3) are not vetoed.

In Table [2] we report cross-section predictions and compare them against ATLAS 8 TeV results [9].
Central predictions are stated with the numerical error on the last digit quoted in round brackets.
The relative uncertainties quoted in percent are estimated from scale variations as described above.
Results reported for eTe putu=, ete ete™, utpu putu~, ete v, and pu* p~ v production are cross
sections in the respective fiducial volumes defined in Table[I] The prediction in the last line of the
table is obtained from the computation of pp — ete~u*u~™ + X in the total phase space defined
in Table , by dividing out the branching ratio BR(Z — ¢¢) for each Z-boson decay. The main
conclusions that can be drawn from these results are the following:

e Radiative corrections are large and have a marked dependence on the event selection: They
range between +35% to +40% at NLO and +14% to +17% at NNLO in cases without a jet
veto, i.e. for all but the 2¢2v results. Roughly half (45%-55%) of the O(a?) terms are due to
the loop-induced gg component in these cases. For the 202 processes the situation is quite
different: Due to the jet veto NLO corrections turn negative and yield about —14%. NNLO
corrections are roughly +6%. However, the positive effect is entirely due to loop-induced gg



contributions, which are not affected by the jet veto. Omitting the loop-induced gg terms, the
genuine NNLO corrections to the ¢ channel are actually negative and about —5%. Hence,
despite the jet veto, full O(a?) corrections are crucial for the £+ EX* signature.

e For channels with four charged leptons we find good agreement between theory and data.
This is particularly true for the DF process (ete™ u* ™), where NNLO corrections clearly
improve the comparison. In the SF channels (ete™ ete™ and p™p~ ptp™) NNLO predictions
are slightly larger than the measurements, but remain within 1o for muons and 20 for
electrons. One should not forget that EW corrections reduce the rates by a few percent [25],
while NLO corrections to the loop-induced gg channel have a positive effect [38].

e For the ¢/+EXs signatures excellent agreement is found between NNLO predictions and
measured cross sections. It is worth noting that fixed-order results describe the data
significantly better than the POwHEG [75H78] Monte Carlo prediction used in Ref. [9].
This could be caused by the jet-veto requirement: As pointed out in Ref. [79] for WTW~
production, in presence of a jet veto the fiducial rate predicted by POWHEG is rather small.

e The NNLO prediction in the last line of the table agrees perfectly (< 1o) with the experimental
result in the total phase space, with NNLO corrections being crucial for this level of agreement.

e At LO scale uncertainties clearly underestimate the actual size of higher-order corrections,
since only the ¢gq channel contributes and the cross section is pg-independent. Given large
NLO corrections, also the scale uncertainties of 2%-4% at NLO cannot be trusted as an
estimate of missing higher-order terms. However, at NNLO all partonic channels are included,
and the corrections to the ¢g channel, which are much smaller than at NLO, are of the same
order as the respective scale variations. Therefore, NNLO uncertainties may be expected
to reflect the size of yet un-calculated perturbative corrections to this channel. Only the
loop-induced gg component underestimates the uncertainty due to its LO nature, which is
known from the sizable NLO contributions to the gg channel [3§].

We now turn to discussing differential distributions. Figure |3| shows results for the production of
four charged leptons in the total phase space. Theoretical predictions in these plots are obtained
from the DF process pp — eTe™ ptp~ + X, divided by the branching ratio BR(Z — ¢/) for each
Z-boson decay. The measured results are extrapolated to the total phase space, as presented by
ATLAS at 8 TeV [9]. Given that one electron is measured up to absolute pseudo-rapidities of 4.9,
the extrapolation factor, and possibly the ensuing uncertainty, is smaller than in other four-lepton
measurements. Nevertheless, we reckon that a direct comparison against unfolded distributions in
the fiducial volume is preferable, as it is less affected by the lower perturbative accuracy of the
Monte Carlo generator used for the extrapolation. However, since no such experimental results are
available in the four-lepton channel from ATLAS at 8 TeV, we perform the comparison in the total
phase space. We have normalized the ATLAS distributions to the measured total cross section in

the last line of Table 2.

Despite the fact that the comparison is done in the total phase space, theory predictions and
measured cross sections are in reasonable agreement for the observables shown in Figure [3] which
are the rapidity difference of the reconstructed Z bosons, Ayyz, z, (panel a), the azimuthal angle
between the two leptons of the harder Z boson, A¢€§1 £, (panel b), the transverse momentum

of the leading Z boson, prz (panel ¢), and the number of jets, N (panel d). Overall, NNLO
predictions provide the best description of data, although NLO results are similarly close, while LO
is far off. Note that for the jet multiplicity the effective perturbative accuracy of the (fixed-order)
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Figure 3: Differential distributions for the four-lepton processes in the total phase space at
LO (black, dotted), NLO (red, dashed) and NNLO (blue, solid), compared to ATLAS 8 TeV
data extrapolated to the total phase space [0] (green points with error bars); for (a) Ayz, z,, (b)
Aqbf% e (¢) pr.z,, and (d) Njets; the lower frames show the ratio over NLO.
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Figure 4: Differential distributions of the 22 processes with fiducial cuts at LO (black, dotted),
NLO (red, dashed) and NNLO (blue, solid), compared to ATLAS 8 TeV data [9] (green points
with error bars); for (a) prew, (b) mr zz, and (c) Agg; the lower frame shows the ratio over NLO.

predictions is degraded by one order for each added jet. NNLO effects on other distributions are
large, but primarily affect the normalization and not the shapes.

We continue our discussion of differential results with the £/+EX* signature in Figure , which
shows the distributions in the transverse momentum of the dilepton pair, prg (panel a), the
transverse mass of the ZZ pair, defined asE|

2
mr.zz = \/(\/pQT,M +my + \/ (p=)? + m%) — (P + PP™)?

(panel b), and the azimuthal angle between the two leptons, A¢y (panel ¢). The results correspond
to the sum of all channels including both SF (¢4 v,1y) and DF (€0 vyvy) processes (¢ € {e,u}, vp €
{Ve, vy, vr}, £ # 0'). We recall that SF contributions are computed by subtracting W+WW~ and
top-quark backgrounds as outlined before. For all three distributions in Figure [] we find excellent
agreement between theory and data. At NNLO, differences hardly exceed the 1o level. Although
NNLO corrections change the cross section in certain bins, the experimental uncertainties are still
too large for more distinct conclusions. Similar to our previous observations for fiducial rates, the
agreement found here at fixed order is a significant improvement over the comparison with the
Monte Carlo prediction shown in Ref. [9]. As pointed out before, we expect a poor modelling of
the jet veto by the POWHEG generator to be the main source of these differences, see also Ref. [79].

In the remainder of this paper we focus on the £+ EX signature, with the same fiducial setup
as before. In Figure [5| we have picked three out of many observables where the importance of
NNLO corrections is evident. The NLO’+gg result in the ratio frame denotes the sum of the NLO
and the loop-induced gg cross section, both evaluated with NNLO PDFs, which was the best
prediction available in the past. Its difference compared to the complete NNLO QCD result shows
the size of the genuine O(aZ) corrections to the ¢g channel, computed for the first time in this

4Boldface is used to indicate the vectorial sum of the dilepton and missing transverse momentum.
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Figure 5: Same as Figure , but without data and for the distributions (a) A, (b) pre,, and (c)
piss: for reference, also the NLO'+gg result (green, dash-dotted) is shown in the ratio frame.

paper. For example, the A¢y, distribution in Figure [5| (panel a) develops a sizable NNLO/NLO
K-factor up to 1.6 for large separations. From the considerable differences between NNLO and
NLO'+gg curves, which also concern their shapes, it is clear that this effect stems directly from
the newly computed O(ad) contributions. In this phase-space region (large A¢y) the perturbative
accuracy is effectively diminished by one order due to the phase-space cuts which force the two Z
bosons to be boosted and approximately back-to-back, so that the two decay leptons disfavour
large separations. This manifests itself also in a widening of the scale uncertainty bands. Also
the transverse-momentum spectrum of the hardest lepton, pr,, in Figure 5| (panel b) features a
significant shape distortion at NNLO, when compared to both NLO and NLO'+gg. The same is
true for the missing transverse momentum, p in Figure |5| (panel ¢). In all cases perturbative
uncertainties are clearly reduced upon inclusion of higher-order corrections.

We complete our discussion of phenomenological results by studying the size of ZZ, WTW—,
and interference contributions entering the SF process pp — ¢4~ v,7,. We recall that WHTIW—
contributions also involve resonant top-quark topologies. In contrast to our previous discussion,
W*HW ™ and top-quark contributions are not subtracted from the SF process in the following.
We focus on the contamination of the £/+ EXsS signature through interference with W+W = and
top-quark diagrams. To this end, Figure [f] compares the NNLO cross section for the full process of
two OSSF leptons and two neutrinos, o (04 Ve /rVeju/r) = o(llvpvy) + 2 - o(lvpvy) for £ € {e, u}
and ¢ # ¢ with the same NNLO cross section, where the SF channel is approximated by the
incoherent sum of the two DF processes, 0(0f Vejp/rVejusr) = 3 - 0(llvpvy) + o(lvgl'vp). The
difference of the two is precisely the remaining interference contribution of ZZ with W*W~ (and
top-quark) topologies which we want to study. For completeness, also the individual DF ZZ and
DF W*W ™ cross sections, 3 - o (¢ vpvp) and o(00 vevy), respectively, are shown, whose sum is the
approximated cross section.

It is instructive to consider the invariant mass of the charged leptons, m+,~, in Figure |§| (panel
a), which nicely illustrates the nature of the different results: Only ZZ topologies feature a
resonance at my+,- = my, while the DF WTW ™ prediction is almost flat in this range of m+,-.
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Figure 6: Comparison of NNLO cross sections for the full process o(¢€ ve//rve),/-) (blue, solid),
the individual ZZ contributions 3 - o (¢ vpvy) with € # ¢ (orange, dash-dotted), the individual
WHW~ contributions o (v, ¢'vy) with ¢ # ¢ (black, dotted), and the approximation of the full
result by the incoherent sum of ZZ and W*W ™ contributions 3 - o(¢lvpvy) + o (0 vevp) (red,
dashed); for (a) m+¢-, (b) pre-.,, and (c) pre,; the lower frames show the ratio to the full result.

It is clear from the first ratio frame that almost the entire cross section around the peak stems
from ZZ contributions. Only away from the peak W*TW ™ production becomes larger than ZZ
production. It is also clear that it is the m+,~ cut in the fiducial definition which significantly
enhances ZZ contributions and suppresses the W W~ process. The relative difference between
the approximated and the full result, which is enlarged in the second ratio frame, is very small,
in particular in the peak region. This demonstrates that interference effects of ZZ with W+W~
(and top-quark) topologies are negligible, and that an incoherent sum of the two DF channels is an
excellent approximation of the SF process. This also implies that in our previous definition of the
00+ EXss signature the remaining interference effects after subtraction of WTW ™ and top-quark
backgrounds are small. In fact, we hardly found any distribution with larger interference effects.
The most pronounced example is the “pseudo”-observable in Figure |§| (panel b) that shows the
transverse-momentum spectrum of a W~ boson reconstructed as ¢~ v,, and even in this case the
differences do not exceed a few percent, although the shape is slightly deformed. With interference
effects being generally small, it is interesting to analyse the different behaviour of ZZ and W+W~
topologies. In the pr,, distribution in Figure |§| (panel c¢), for example, the relative WTW~
contribution increases around pr,, = 90 GeV. This feature is already present at LO, and it is
caused by purely kinematic effects that allow the two W bosons to become resonant simultaneously
only in this part of phase space. The region below pr,, = 45GeV is populated only beyond LO.

We have presented NNLO QCD corrections to ZZ production for all leptonic processes. The
00+ EXss signature has been studied for the first time at this level of accuracy, and we have
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introduced a procedure to compute results consistently in the five-flavour scheme without contribu-
tions from W*W ™ or top-quark backgrounds. We also computed state-of-the-art predictions for
signatures involving four charged leptons. Our results are compared to ATLAS data at 8 TeV, and
we find good agreement for both fiducial cross sections and distributions. NNLO QCD corrections
are sizable, even in presence of a jet veto used in the £+ E¥*5 measurement. By and large, they are
of the order of 5%-20%, but can reach even 60% in certain phase-space regions. Most importantly,
such effects do not only stem from the loop-induced gg contribution, but are also due to the newly
computed genuine O(ad) corrections to the ¢g channel. Not least, we have shown that all remaining
interference effects of ZZ topologies with W*W ™ and top-quark backgrounds in 2¢2v production
are negligible. The availability of fully differential NNLO predictions for all leptonic channels of
7/ 7 production will play a crucial role in the rich physics programme that is based on precision
studies of ZZ signatures at the LHC. Along with the paper we provide an updated version of
MATRIX, featuring all processes with the fiducial setup, cuts and distributions considered here.
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