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dependence of (Fg) on 6g has come to be known by that name. The slope in a plot of OCR Output
This power—law dependence is known as intermittency, and the general study of the

(Fg} <><<$y` (2)

self—similar (“branching”) structure would exhibit a power law dependence:
are then reflected in the dependence of (Fg) on 6y. In particular, a mechanism with a
the mean multiplicity within 6y[10]. The dynamics of the particle production mechanism
where nm denotes the population of bin m, · indicates an average over events, and is

n)?
_

1 Z2/Ia=1<nm(nm "1)···(nm '" Cl +1))

bins of size 6y = Ay/M, the mean scaled factorial moment (Fg) of order q is defined as:
multiplicity distribution. Given a total interval of (e.g. rapidity) Ay divided into M equal
due to inite multiplicity by calculating the mean scaled factorial moments (F,) of the
resolution. Bialas and Peschanski [7, 8] suggested a means of suppressing the fluctuations
duction, and detector effects such as interactions with material and limited two—track
cause of the unavoidable fluctuations due to finite particle multiplicity, resonance pro

Measurements of multiparticle distributions require great care to interpret be

distributions predicted by a simple superposition of elementary sources.
strategy to identify collective phenomena is to search for deviations from the multiparticle
search for collective phenomena, usually using complex probes such as heavy nuclei. The
tigation of elementary particle production mechanisms, using simple probes, and (ii) the
two quite separate goals for the current study of multiparticle production: the inves
production mechanisms, possibly relating to their fractal properties[9]. Thus, there are
distributions in simpler collisions may also yield new information on elementary particle
gluon plasma. However, it was soon realized that such a detailed study of multiparticle
in connection with a possible phase transition from ordinary hadronic matter to a quark
initial impetus for this came from the study of high energy nucleus-nucleus collisions[7, 8],
grown in the investigation of small phase space scale multiparticle distributions The
cesses (i.e. jets) are also well described by such models. In recent years, interest has
large phase space scale multiparticle distributions in collisions dominated by hard pro
as nucleus-nucleus collisions (e.g. RQMD[3], VENUS[4] and FRITIOF[5]). In addition,
tributions in systems as simple as e+e" (e.g. JETSET[1] and HERWIG[2]) and as complex
collisions and hadronization have met with great success in describing single-particle dis
fer) scattering and semi-phenomenological formulations for soft (low momentum transfer)
reactions. Models incorporating perturbative QCD for hard (i.e. high momentum trans
used for many years as a tool to investigate the elementary mechanisms governing such
The phase space distribution of hadrons produced in high energy collisions has been

OCR OutputOCR OutputOCR Output1 Introduction
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reconstruction those results are incorrect for close—track correlations. This paper presents OCR Output
induced reactions at 200 GeV/nuc1eon[23]; however, because of an error in the track

WA80 has previously reported the observation of significant intermittency in 160

particle production.
minimizes our sensitivity to these detector artefacts while remaining sensitive to correlated
have performed a two—particle correlation function analysis on the same set of data. This
moment analyses of 32S+S and 325-1-Au collisions at 200 GeV/nucleon. In addition, we
and background effects, and present both one and two—dimensional[15] scaled factorial
in matter, and smaller acceptance. We have made a careful study of track reconstruction
reduced ability to distinguish backgrounds such as 7 conversions and hadronic showering
suffer from reduced spatial resolution, leading to a more limited two—track separation,
detectors of a more selective central trigger with much higher statistics. However, they
GeV / nucleon at the CERN SPS. Electronic experiments have the advantages over visual
experiment WASO, which measured heavy ion collisions of 32S-|—S and 32S+Au at 200
attendant low statistics. This paper reports on results from the electronic heavy ion

All of the reported heavy ion results are from visual experiments, with their

explained once Bose—Einstein correlations are incorporated into FRITIOF.
ference. The NA35[22] collaboration observes a strong effect which they claim can be
present in their FRITIOF version, and they argue that this might account for the dif
by FRITIOF plus gamma conversion. There are, however, no B0se—Einstein correlations
effects. The EMU01 Collaboration[21] observes a somewhat larger effect than obtained
counted for by folding common particle production models with a model of experimental
the other hand, the Helios—Emulsion Collaboration[20] reports no slopes beyond those ac
and which increase with increasing dimensionality of the partitioning of phase space. On
has reported slopes that cannot be accounted for by common particle production models,
tency in high energy nucleus-nucleus collisions is unsettled. The KLM[19] collaboration
situation with hadronic probes is much less clear. In particular, the question of intermit
tween data and commonly used particle production models[16, 17] (but see also [18]). The
few years. For the case of e+e‘ collisions, almost all studies find agreement in detail be

There have been extensive experimental investigations of intermittency in the last

differences between models and data will point to new physics.
production models to data. The hope is that, after accounting for all experimental effects,
scaled factorial moments has served as a sensitive statistical tool to compare particle
intermittent final state distributions. Whatever the underlying physics, the analysis of
(e.g. [14] and references therein) or high energy jets[15], are also expected to produce
mechanisms having a self-similar cascading structure, such as the fragmentation of strings
of a second order phase transition[13]. However, more elementary particle production
distribution). Others have suggested that the occurrence of intermittency is a signal
leading to clustering in rapidity of final state hadrons (i.e. intermittency in the multiplicity
expanding fluid of quark—gluon plasma has an underlying branching structure in rapidity,

Bialas and Peschansl<i[7] proposed that particle production in a longitudinally

ln({F,,)) vs. — ln 6y is (bq.
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central : min bias {1 (ET > Egjg

ihperipheral = min bias Q (ET > Ef,-M") f`] Ep > Egg(m

and central software triggers is as follows:
ET > E}’"" in the definition of the peripheral trigger. The definition of the peripheral
the population having low values of ET. These events are removed by incorporating a cut
leakage and gain variations of the photo-multiplier tubes. Non—target events dominate
taken with a minimum bias hardware trigger. The energy sums used were corrected for
the energies observed in MIRAC (3.0< T; <5.9) and ZDC (1] > 6.5) for a sample of events

Peripheral and central events were selected in the analysis by software cuts on

Cherenkov bull’s eye counter in front of the ZDC, was less than 15 charge units.
measured in MIRAC where E§/"csh was about one GeV, and (b) Zpmj, measured by a
previous WA80 runs) was defined by the following two requirements: (a) ET > ET}"”h
and Au (250 mg/cm2) targets. The minimum bias trigger condition (also different from

Data were taken with a 325 beam of 200 GeV / nucleon, incident on S (205 mg/cm2)

glass spectrometer was not used in this analysis.
Ep, respectively, and were used in this study exclusively for event selection. The lead
ously published[29]. MIRAC and ZDC provided transverse energy ET and forward energy
x 60% of 2vr in 45. The pseudorapidity and multiplicity distributions have been previ
ity vy and azimuthal angle 45 of charged particles within an interval of 2 < ry < 3 and

For the present analysis, the Streamer Tube Array measured the pseudorapid

glass spectrometer, as well as to measure multiplicity distributions.
Arrays[28] were reconfigured in order to serve as a charged particle veto for the lead
most importantly for this analysis, the large area, high granularity Streamer Tube

the Plastic Ball was removed; and

3.0 < T] < 5.9 and 6.5 < n, respectively;
were moved further downstream, now subtending the pseudo-rapidity intervals of
the Mid—Rapidity Calorimeter (MIRAC) and the Zero—Degree Calorimeter (ZDC)[27]

new towers for a larger rr° and 1] acceptance;
The lead glass array SAPHIR[26] was moved downstream and augmented with two

erably different from the initial configuration of WA80[25] for the following reasons:
The 1990 setup for the WASO experiment [24] is shown in Figure 1. This setup is consid

OCR Output2 Experimental Setup



Table 1: Trigger cuts, number of events and fraction of total measured cross section. OCR Output

10.0 5500Au 90.0 I 213560 I 0.19 I 270420 I 0.20

580010.0 56.5 I 227560 I 0.21 I 323220 I 0.14
target [ E§€‘i" (GeV) [ Egg(GeV) [ Egg(GeV) [ # events [ fraction [ # events [ fractionih ih

Peripheral Central

patterns, those with the fewest number of fired pads, accounted for 90% of all single—hit
the mechanical coupling of the pads to the streamer tubes. About ten different cluster
can vary over the face of the detector depending upon the local threshold setting and
is a distribution of sizes and shapes of the single·particle clusters, and this distribution
streamer tube walls instead of the gas volume. For a given location on the detector there
85-95% among readout boards, where the inefficiency is due to tracks which traverse the
length of the pad vertically than horizontally). Single track efficiencies varied between
within an accuracy of z :l; 4 mm horizontally and ;l; 6 mm vertically (due to the larger
at which a charged particle passed through the streamer tubes for all cluster patterns,
centroid of clusters (weighted by the area of the fired pads) determines the position
will induce two or more disconnected clusters. lt was also found that the “geometric”
a signal on a cluster of contiguous pads. Less than 1% of the single charged particles
10 GeV e' and rr'. It was found that the passage of a single charged particle will induce
pads to individual charged particles was measured in calibration runs, using a beam of
to a streamer that develops after the passage of a charged particle. The response of

One or more pads would “fire" (i.e., exceed the threshold voltage) in response

and y, respectively. Each board had a single threshold setting for all its pads.
occupied by the 160-pad boards, having pad dimensions of 1.05 cm by 2.625 cm along zz
region of the streamer tube arrays used in the analysis (see Figure 4) was predominantly
arranged in groups of 24, 40 or 160 on printed circuit boards of size 21 X21 cm?. The
passage of a charged particle through the gas volume behind a pad. The pads were
connected to discriminators so that a yes/no signal was generated, depending on the
with pad sizes varying according to the radial distance from the beam. The pads were
perpendicular to the beam, with each layer covered with 2-104 capacitively coupled pads
The streamer tubes were of the Iarrocci type[30]. They were arranged in two planes

3 Streamer Tube Arrays

represents.

also shown, along with the corresponding fraction of the total cross section each trigger
shown in Table 1. Using these triggers, the total number of events used in the analysis are
define central events. The actual energy values used in software to define these triggers are

Effectively the ZDC is used to define peripheral events, and MIRAC is used to
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essential to determine the optimal cluster size to be used when correlating clusters. Using
the rate of false tracks from the random alignment of these “background” clusters, it was
the demand that tracks used in the analysis originate from the target. In order to reduce
streamer tubes, these clusters would not be correlated during reconstruction because of
latter case, even though these particles could generate clusters on both planes of the
from the showering of high pseudorapidity reaction products in the beam pipe. In the
of the streamer tubes, and (ii) background clusters due to large-angle particles created
on the centrality of the collision. Uncorrelated clusters were due to the finite efficiency
plane, and thus were not used to form tracks. These percentages varied slightly depending
0.8% shared a cluster on the opposite plane with two or more nearby clusters on the same
plane formed tracks, 39.6% were uncorrelated with any other cluster, and the remaining

For a typical minimum bias 32S+Au event, roughly 59.6% of all clusters on a

one plane correlated with the same cluster on the other plane.
the two—track resolution: the situation where exactly two disconnected clusters on
not be shared by tracks). One exception to this rule was allowed, in order to extend
tracks, where each cluster contributed to no more than one track (i.e., clusters could
Resolving pairs into tracks: All pairs of correlated clusters were resolved into

Uncorrelated clusters were not considered any further.

the other. These correlated clusters were used as candidates for track reconstruction.

were those for which fired pads of a cluster on one detector plane overlapped those of
plane along a line that joined the cluster centroid with the target. Correlated clusters
Correlating clusters: Clusters on both planes were projected onto a common

were formed.

Clustering: For each plane separately, clusters (groups of connected "fired" pads)

The analysis chain consisted of the following elements:
order to distinguish two tracks and to reject tracks that did not originate from the target.
factorial moment analysis. Particular attention was paid to optimize the resolution in

A new analysis chain to extract tracks from pad hits was developed for the scaled

data are drawn in Figure 2.
clusters. The patterns of the ten most probable clusters as measured in the calibration

Figure 2: Patterns of the ten most probable clusters as observed in the calibration data.



below), which works when the observed correlations are not too strong. Figure 3 is a OCR Output
method uses the data itself in a two—particle correlation analysis (described in section 10

The two—track resolution has been determined in two independent ways. One

in relative alignment and absolute position determination.
ror refers to the measurement uncertainty, while the systematic error refers to the errors
0,, 2: i 0.002(stat)d;0.003(syst) and 0.), z zh 0.003(stat):f;0.003(syst). The statistical er
ing to ;l; 4 mm in both x and y. Altogether we obtain a single track resolution of
The absolute position of the plane nearest to the target was determined by survey
ters. This procedure determined the relative positions of the planes to within ;l: 2 mm.
from central 32S+Au events in which the clusters in both planes were single pad clus

The relative alignment of the streamer tube planes was determined using tracks

tracks.

clusters worked best for maximizing the ratio of accurately reconstructed tracks to false
decreased the effective size of clusters. It was found that the actual geometrical size of
below), we tested our reconstruction efficiency by varying a parameter which increased or
a Monte Carlo simulation of the WA80 streamer tube detector (described in section 5

0.01 in

from the hole and drop to zero within it. The cell size is 1 cm by 1 cm in (a) and 0.01 by

track resolution of the streamer tube detector. The distributions have a value of x 1 far

central 325-}—Au collisions. The linear contours represent the “hole” due to the finite two
Figure 3: Tw0—particIc correlation distributions in (a) dx—dy and (b} dr;—dq$ space for
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multiplicities were calculated for the following subdivisions of these intervals: OCR Output
of a rather restricted phase space interval compared to other intermittency analyses. Bin
it is necessary to have uniform acceptance within Ar; and Ad. This dictated the choice

In order to avoid introducing biases in the estimation of the factorial moments,

is not used because it is populated by boards with large pads.
for these phase space intervals is shown in Figure 4. The uppermost part of the detector

l10° f gb S l10° (Ad>=220°). This region on the front plane of the streamer tube array
the pseudorapidity interval 2.12 § rg $ 2.57 (A1; = 0.45) and azimuthal angle interval
A "horizontal-vertical” factorial moment analysis[21] was performed using tracks within

4 Data Analysis

obtained using the first method.
resolutions are da: = 2.4 cm and dy : 6.2 cm, in qualitative agreement with the values
obtain between two distinguishable clusters. Using this criterion, the measured two-track
in sr and 2.625 cm in y. This criterion constitutes the minimum distance that must
size in that direction plus the width of one pad, where a pad has dimension 1.05 cm
ln this case the two—track resolution in the x or y direction is equal to the average cluster
cluster sizes and probabilities as obtained from the calibration data of the 160-pad boards.

The second method for estimating the two—track resolution uses the measured

high resolution in our analysis.
the single most important experimental effect on the behaviour of factorial moments at
though it is still relatively small compared to other experiments. Even so, it constitutes
The two—track resolution is about a factor of 10 larger than the single track resolution,

dy: 5.4 cm d¢: 0.027
dx: 2.4 cm dn: 0.022

the half—width at half—maximum along the respective axes:
From inspection of Figure 3 we obtain the following two-track resolutions, measured as
two—particle acceptance “hole” in da:-dy corresponds to the observed hole in dr;—d¢ space.
track produces merge into a single large cluster and can no longer be distinguished. The
size of individual clusters: for pairs of tracks below a certain separation, the clusters each
a reduced efficiency for resolving close pairs. The two—track resolution is limited by the
and dy become smaller, the correlation function falls rapidly from M 1 to zero, reflecting
on a streamer tube plane 784.7 cm from the target (similarly for dy, dn and d¢). As dx
2S+Au collisions, where dz = 2:1-0:2 and xl and xg are the a:—positions for a pair of tracks
contour plot of the two-particle correlation functions in dx-dy and dr;—d¢ space for central
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analysis of 32S-l-Au collisions. A general feature of these distributions is that the (Fg) dis

Peripheral events: (a) (F2) and (b) (F5). Central events: (c) (F2) and (d) (F5}.
lisions. Each frame shows the distributions of the same moment for different bin sizes.

Figure 5: Subsample distributions of (Fg) for a two-dimensional analysis of 32S+Au col
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simulation as described in the previous section. With the exception of central 32S+Au,
The results presented as Monte Carlo in the following plots refer to the entire detector
for central and peripheral collisions are shown for both data and simulations in Figure 6.
Multiplicity distributions within the acceptance of the scaled factorial moment analysis

6 Results

25+-Au collisions. Filled points: data; open points: Monte Carlo;
peripheral and (b) central 00s+s collisions, as well as (c) peripheral and (d) central
Figure 6: Probability distribution to obtain N tracks in the WA80 acceptance for (a)
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collisions than in central collisions. Our results are consistent with no intermittency from
decays and showering in material, whose fluctuations are more apparent in the peripheral
simulations are due exclusively to experimental effects such as 7 conversion, resonance
contains no intermittency for heavy ion col1isi0ns[21], so that the slopes observed in the
one or two—dimensional intermittency beyond that contained in the simulation. FRITIOF

We conclude from the comparisons in Figures 8 and 9 that the data do not exhibit

exhibit somewhat smaller slopes and more sagging than do those of the Monte Carlo.

2s+s, (c) peripheral 32S+Au, and (d) central 32S+Au collisions.
Figure 7: Iu(F2) through 1r1(F5) versus —lr1(6r]) for (a.) peripheral 32S-I-S, (b) central
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observed dependence of (F,) on 613 and 6415, we have studied a more schematic simulation
In order to obtain a deeper understanding of the experimental effects contributing to the

7 Alpha Model calculations

spectively.
(21n(F2)d.,a —- ln(F2)MC) are 0.0273, 0.0224, 0.0956, and 0.0194 for (a) through (d), re
scaled so that the leftmost point agrees with that of the data. The scaling factors
open points: Monte Carlo. The moments of the Monte Carlo calculation have been
2S+S collisions, (c) peripheral and (d) central 325-}-Au collisions. Filled points: data;
Figure 9: 111{F2} as 8 function 0f —ln(6n6¢), for (3) peripheral and (b) central
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presented in Figure 10.
multiplicity fluctuations. A hit efficiency of 100% was used for the Alpha Model results
to reproduce slopes of og :0.029, 0.015 and 0.00: the latter represents purely Poisson
Using equation 5, Alpha Model parameters for the numerical calculations were chosen
for “semicentral” S4-Em collisions reported in the two——dimensional analysis of ref. [19].
2S+S and 32S+Au events. The solid line corresponds to the intermittency slope qbq :0.029
shown are the data (solid circles) and Monte Carlo moments (open circles) for central

Results from calculations with the Alpha Model are given in Figure 10. Also

1000 events.

mittency using the same method as described in section 4, but with a subsample size of
The resulting hit distributions were analysed for one and two—dimensional inter

(see section 3).
were merged into a single large hit to approximate the effect of finite cluster sizes
two—track resolution: Hits lying within dx = 2 cm and dy = 5 cm of each other

plane and the requirement of a coincidence between them.
emciencyz 81% of the hits were kept to simulate the 90% efficiency of each detector

Lthitw which could be altered in two ways:
from their "target vertex”. The intersection of these tracks with the plane constituted a
tracks within the WASO acceptance were then projected onto a plane eight meters distant
bins for particle generation and the bins for scaled factorial moment analysis[17]. The
by a random amount in both 1; and ¢ to prevent artefacts due to the fixed phasing of the
space interval was used for the particle generation, and the bin boundaries were shifted
generations of cascade were used (this is our practical computational limit). A large phase
to the measured track densities of central 32S+S and 32S+Au events, respectively. Eight

Particles were generated in r;—<;5 space with dN/dn == 48 and 115, corresponding

etc.

bins of the first subdivision have area Ar;A¢/ 4, those of the second subdivision AnAq5/ 16,
studied in We have used A = 4; that is, given an initial phase space area AnA¢, the
is the number of subdivisions of a bin in each step of the cascade. The case of A = 2 was
where W is a random function associated with each bin, · g} denotes mean value, and /\

¢q = <5>
q

In the notation of [7], the Alpha Model slope is given by

the data analysis.
mate way, independent of the complex simulation and reconstruction procedures used in
scale in phase space. It allows us to isolate and study experimental effects in an approxi
solvable cascade model that generates truly intermittent distributions to arbitrarily small
based on the Alpha Model [7, 35] in two dime11sions[34, 36]. This is a, simple, analytically
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function of decreasing bin sizes in ry and 05 and increasing pseudo-rapidity density.
solid line and the topmost dashed line for the case of 45,, :0.029) increases rapidly as a
data. The deviation from a power—law behavior (i.e. the vertical distance between the
have been scaled vertically so that their leftmost point in the plot matches that of the
pected power law behavior, as exemplified by the solid line. All Alpha Model calculations
individually caused a significant deviation of the resulting factorial moments from the ex

(iii) the efficiency of the streamer tubes

(ii) the limited WA80 acceptance in ry and eb, nor

(i) the finite number of cascade generations in the numerical calculation, nor

with the distributions seen in the data. In contrast, it was found that neither
tributions (dashed lines) in Figure 10 sag at small resolution, in qualitative agreement

When imposing the two—track resolution described above, the Alpha Model dis

point in the plot matches that of the data. A hit efhciency of 100% was assumed.
resolution. All Alpha Model calculations have been scaled vertically so that their leftmost
the Alpha Model for a slope of 0.029 but without hit merging due to the finite two—track
(Monte Carlo results) for central 32S—l—Au events. In both cases the solid line represents
Carlo results) for central 32S-l-S events; (b) dN/dr; = 115: closed (open) circles are data
with slopes 0.029, 0.015 and 0.0: (a) dN/dr; = 48: closed (open) circles are data (Monte
Figure 10: ln(F2) as a function of ln(6n6<;$) for Alpha. Model calculations (dashed lines)
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called the "empty bin effect” [31, 35], which should more accurately be named the “finite
In addition to the statistical bias described above, there exists another effect

taken this kind of bias into account in their analyses.
Experiments with small event samples such as emulsion experiments usually have not
is sufficiently large that this systematic effect is negligible, as illustrated in Figure 11.
event samples. We used a subsample size of 2000 events throughout our analysis, which
factorial moments are biased estimators and are systematically underestimated for finite
fact that a scaled factorial moment is the ratio of two moments (see equation 1); scaled
based on event sample size has been discussed previously]31, 37] and arises from the
subsample size increases, the moments approach an asymptotic value. A statistical bias
sizes the moments are underestimated by the same factor at all resolution scales. As the
same central 32S+Au data set but using five different subsample sizes. For small subsample
by our data in Figure 11, which shows (F5} obtained from one—dimensional analyses of the
higher order, depend strongly on the number of events in a subsample. This is illustrated
Statistical biases: The magnitudes of scaled factorial moments, especially those of

estimation of the magnitude of the factorial moments.

resolution effects, that are present in all factorial moment analyses, and which affect the
ln this section we discuss statistical and experimental biases, in addition to two—track

8 Experimental Biases

of the data only to the Monte Carlo results and not the Alpha Model results.
of the detector response in the Alpha Model, one should make quantitative comparisons
level observed by KLM is not present in our data. Because of the crude implementation
are much closer than this difference, which leads us to conclude that intermittency at the
by the KLM[19] collaboration. As can be observed, however, the data and Monte Carlo
that would be seen in the data for two physics scenarios of no intermittency and that seen
Alpha Model curves for <f> = 0.029 and 0.0 are indicative of the magnitude of the difference
mittency in these collisions. We argue that the magnitude of the difference between the
different slopes it is seen that we retain some sensitivity in our measurement to inter

In spite of this drastic effect, by comparing the Alpha Model calculations for

the bin multiplicity becomes larger, as it does for central collisions.
section. They are strongly affected by this truncation, which becomes more probable as
strongly dependent upon the high-multiplicity tail, as will be demonstrated in the next
any bin by the merging of very close-lying tracks. The values of the factorial moments are
be understood in terms of the truncation from above of the multiplicity distribution in
at a scale an order of magnitude larger in 67; and 6¢ than the resolution itself. This can
two—track resolution is ¤ 0.03 in both n and 45, the sagging of the moments is noticeable
of the factorial moments at fine resolution in our experiment. Note that even though the

These results demonstrate that the two—track resolution dominates the behavior
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constitute only 2/10,000 of the multiplicity distribution, they practically determine the
is solely a consequence of the events with multiplicity 2 30. Even though these events
of 3 smaller than that obtained using equation 1. We have found that the disagreement
Calculations for (F2) agree to within 1%, but (F5) for the NB fit calculation is a factor
the NB fit. If the fit is a good description of the data then the calculations should agree.
moments either from the data by using equation 1 or by a straightforward integration of
the data well except for a few high multiplicity events. One may calculate the factorial
total data set. The solid line is a negative binomial (NB) fit to the data, which describes
tracks within the acceptance for the analysis (see Figure 4) for approximately 1/3 of the
level of sensitivity. This figure displays the peripheral 32S+Au multiplicity distribution for
exceptionally sensitive to high multiplicity fluctuations. Figure l2 is an example of this
High multiplicity fluctuations: Factorial moments, especially the higher moments, are

are symmetric and this effect is negligible.
are calculated from sufficient number of events that their parent moment distributions
mean, which results in an underestimation of the moments. All moments presented here
moments. The most probable value of these asymmetric distributions is smaller than the
calculated using only a few events is asymmetric, as shown in Figure 5, for the higher order
the calculation of the moments for a given order q. The parent distribution of a moment
a bin size (resolution) sufficiently small that only a few events from the set contribute to
event number effect.” For a data set containing any number of events, there always exists

numbers of events, for (a) peripheral and (b) central 32S+Au collisions.
Figure ll: ln(F5) in a one—dimensional analysis, calculated for subsamples with different
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cascade models, if intermittency is strictly present only in a higher dimension with slope
Ochs[34] which describes the relationship between moments of different order. In most

In this section we concentrate on the latter. A scaling law has been proposed by

• scaling of the moments themselveslll, 34, 38].

• scaling of the intermittency slopes[8, 13]; and

relationships or "scaling” have been discussed in the literature:
We turn to the relationship between moments of different order. Two types of simple

9 Scaling

triggers extrapolated to the data for peripheral triggers.
frame expands the view for central collisions. The lines are fits to the data for central
Figure 13: ln(Fq} versus ln(F2) for all systems in the one—dimensi0nal analysis. The inset
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q 2 3, we restrict ourselves to the normalized two—particle correlation function, which is
moments are calculable from the integration of pq. Because of the complexity of pq for
This is the most general multi-particle quantity one can calculate; in fact, the factorial
for the joint probability per event of observing q particles with pseudorapidities (nl, . . . , qq).

mMm »---. vg) — dm _ _ _ d (7)
dg-N

defined as

particle production is to calculate the inclusive q—particle density function ,0q[39, 40],
An alternative method to investigate the strength and scale of correlations in

discussion in section 7).
correlated particle production produces distortions at scales much larger than this (see
observable with no distortions. However, the factorial moment method for investigating
of $ 0.03 in dr]—dq5 space; correlated particle production down to that scale should be
cially the two—track resolution. The WA80 Streamer Tubes have a two-track resolution
Factorial moment analysis is extremely sensitive to a number of experimental effects, espe

10 Correlation Function Analysis

information of the higher moments.
factorial moments; for example, the second moment may already contain all the relevant
dynamics of heavy ion collisions[38], but is rather a consequence of the mathematics of
between moments of different order expressed in equation 6 might not be due to the
the moments resulting from the two—tracl< resolution. We conclude that the relationship
higher moments is due, for the qbq = 0 Alpha Model calculation, solely to the sagging of
(F2) are similar to those quoted above. Note that the variation in the values of (F2) and
same scaling as seen in Figure 13, and the slopes relating the moments of higher order to
two—track resolution) corresponding to ¢q = 0, i.e. no intermittency. We observed the
using the moments from a two—dimensional Alpha Model calculation (incorporating the
induced by the two—track separation. As a test we generated the same plot as in Figure 13

It is interesting that the moments exhibit this scaling in spite of the distortions

12.03:h0.34, for moments of order 3, 4 and 5, respectively.
to the data for peripheral events. The slopes of the lines are 3.18d:0.06, 6.80i0.16, and
The lines are fits to the data for central events (see inset window), and are extrapolated
Figure 13 is a plot of ln(Fq) versus ln(F2) for all moments in the one—dimensional analysis.
member" the intermittency if the higher order moments scale with (F2) in this fashion.
lf two—dimensional intermittency is present, the one—dimensional moments should "re

¢2
ln(F) = d + ln{F) q q 2 (6)

¢q, then the moments calculated in lower dimension analysis will obey the relation
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apply to dR as well. Experimentally, the normalized two—particle correlation function can
for the factorial moment analysis. The details of the analysis will be explained for dr; but
dn El nl — nl | and dR E \/(nl — UZ)2 + (¢1 — q52)2[42] with the same data set as was used

We have performed a "traditional” two—particle correlation analysis (eg. [41]) in

correlations to the scale of the detector resolution without bias.

considerable advantages over any moment analysis, and allows one to investigate particle
include othervariables such as ¢]_ and ¢2. We will show that the correlation function has
where p(vyl) is simply the pseudorapidity distribution. Equation 8 can be generalized to

CO2 ln ) = —‘ 2 p(m)p(n2) (8)
( )

defined as

vertical scale for the central trigger data.
the detector simulation by a grey band of width :1; 10. Note the extremely expanded
acceptance of the present analysis. The data are represented by crosses with error bars,
Figure 14: Two—particle correlation function as a function of dn = | nl — nl | within the
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corrections were made to these distributions, as is sometimes done in intensity interfer—
to calculate C(dr;) was the same as for the scaled factorial moment analysis. No cuts or
ity were used to generate pairs in the background distribution. The ry—gb acceptance used
residual or artificial correlations as much as possible, only events with the same multiplic·
from artificial pairs of tracks from different events in the same data sample. To suppress
pairs in each distribution, respectively. The background distribution was constructed
the acceptance but without correlations; and Nf;" and NQ°;;,; are the total number of
ceptance; Backgr0und(dr;) represents the same “background” distribution of pairs within
where Actual (dr;) is the "actual” measured distribution of all pairs of tracks within the ac

Backgr0und(dn) N5;
CM )_ U _ (9)

Actual(dvy) Nag;

be calculated according to

the central trigger data.
simulation by a grey band of width t lo. Note the extremely expanded vertical scale for
of the present analysis. The data are represented by crosses with error bars, the detector
Figure 15: Tw0—partic1e correlation function as a function of dR within the acceptance
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box in the figure. Small values of dn correspond to the region close to the line nl = ng,
with M = 4 bins. The interval An of the detector acceptance corresponds to the large
is the sum of shaded boxes S-2,,, of length 6r; on each side in Figure 16, for factorial moments
where N is the average multiplicity within An. The domain of integration Sl in equation 10

(N/M>
<F2(6U)> : (10)(1/M)E3$=1lfiQ,,, d’71d’72P2(’l1»'l2)

factorial moments can be calculated directly from C(dn) according to the equation
section is motivated to a large extent by reference [40]. The horizontally~averaged scaled
functions in Figure 14 and the sagging seen in the factorial moments in Figure 7. This
We turn now to the relationship between the "dip” at small dn seen in the correlation

11 Relationship Between the Two Methods

physics conclusion.
in FRITIOF combined with a detailed model of the detector response. This is our main
seen for correlation lengths 0.05 < dn < 0.4 or 0.05 < dR < 1.0 beyond that contained

From Figures 14 and 15, we conclude that no correlated particle production is

in central collisions were not easily observed using factorial moments.
moments. However, because of the "hole" at small values of dR, the correlations present
responsible for the stronger intermittency signal present in the two—dimensional factorial
are reproduced reasonably well by the Monte Carlo. The peaks in these distributions are
for peripheral collisions. The scale and strength of the correlations present in the data
for dR < 0.2 in both central and peripheral collisions, though the peaks are much larger
plots are outside the frame limits. Unlike C (dn), significant correlation peaks are observed

The dip in C(dU) becomes a hole for C(dR): the Hrst few values of C(dR) in all

occur for dn < 0.05 or dn > 0.4.
consistent with unity, which implies that any correlated particle production in ry must
the central and peripheral plots). Apart from the dip at small dry, all distributions are
observe in central events because of better statistics (note the difference in scales between
central trigger data. This dip is a result of our finite two—track resolution, and is easier to
Carlo in Figure 14 is not surprising, including the 1% dip at small dn noticeable in the
the one—dimensional factorial moments well, the agreement between the data and Monte
which were analysed in the same fashion as the data. Since the Monte Carlo described
respectively for all triggers. Also shown (as grey bands) are the Monte Carlo results
ogously to C'(dn), were shown in Figure 3. Figures 14 and 15 display C(dv;) and C(dR)

The two—dimensional correlation functions C(dx, dy) and C(dr], dql), defined anal~

to the two—track resolution.

ometry measurements, since we wanted to observe explicitly any distortion of C(dn) due
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of the moments as follows: as M gets larger, 61] becomes smaller, and the domain of
one can easily explain how the dip at small dn is completely responsible for the sagging
gral of the correlation function. From inspection of Figure 16 and applying equation 11,
where {lm is any of the m shaded boxes. Therefore (F2} is simply a two—dimensional inte

uu<F2<6¤>> Z (-/ / d¤id¤2c<d¤> Tg1 L 3) l m
can be shown using equation 8 that equation 10 reduces to

If dN/dr; is constant within Av], and assuming that C(n1,n2) = C(dn), then it

in this region due to the two—tracl< resolution.
shown as the hatched area in the figure. One expects experimental distortions of C(n1, nz)

in which a finite two—track resolution will result in reduced efficiency.
factorial moment analysis, in this case for M = 4. The hatched area represents the region
moments are calculated. Shaded boxes $2,,, correspond to the bins of size 67; in the scaled
pq(n1, ng) is defined. The large box corresponds to Ar] for which one——dimensional factorial
Figure 16: Two—particle phase space (r;1,r;2) in which the two—particle density function
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intermittency of the magnitude observed in ref. [19]. Thus, the absence of the observation
Alpha Model calculations, we show that the WA80 detector is, however, sensitive to
much larger event multiplicities as compared to previous studies. Through schematic
scales much larger than the two—track resolution because of the higher statistics and
of other detectors used to study intermittency, the distortions are observed at resolution
WA80 Streamer Tube Arrays. Even though this resolution is on par with the resolution
decreasing bin size has been isolated and identified as the two—track resolution of the

The primary experimental reason for the distortion of the factorial moments for

strong intermittency in the heavy ion collisions we have studied.

simulation, we conclude that there is no evidence of collective behaviour giving rise to
without any collective behaviour. Because of the agreement between the data and the
the resulting particle distributions are incoherent superpositions of elementary sources,
leon—nucleon collisions with no rescattering. As such it represents a model in which

FRITIOF models nucleus—nucleus collisions as the convolution of multiple nuc

correlation function analysis for correlation lengths 0.05< dr; <0.4 or 0.05< clR <1.0.
predicted by FRITIOF. This holds true for the factorial moment analysis, as well as the
model of the WA80 detector show no observed correlated particle emission beyond that
comparisons with predictions of the FRITIOF event generator coupled with a detailed
in conjunction with two—particle correlation functions in 1; and ¢. For all systems studied,
GeV / nucleon has been studied using one- and two—dimensional scaled factorial moments
Multiparticle production in peripheral and central collisions of 32S+S and 32S+Au at 200

12 Conclusions

as the scale 61] that characterizes factorial moments.
pair of particles be produced at a fixed distance dn in phase space. This is not the same
correlation function is conceptually simpler as well: it is related to the probability that a
correlations down to the two—track resolution of the detector. The interpretation of the
dn on the order of the two—track resolution. This allows an unbiased measurement of
ones. In contrast, there is no distortion of the correlation function above some value of
experiments, which in turn distorts the measured values at all values of 6r;, even large
ous drawback that they integrate over the region of distortion that is usually present in
than correlation functions, which use every pair only once. However, they have the seri
cles more than once. Thus they appear (but this is only apparent) to have better statistics

Because factorial moments represent integrals of pq they use every pair of parti

usually decreases C'(dn), the resulting moments are smaller than they should be.
completely absorbs it. Since the distortion introduced by the finite two—track separation
smaller, the distorted region occupies a larger share of the domain of integration, until it
region represented by the hatched area in Figure 16 stays the same. Hence as 617 gets
integration Q becomes more tightly centered around ry, = nz. However, the "distorted”
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