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Abstract

The fractional partial width of the ZY to b quarks, I'vi/Thad, has been measured by OPAL
using an impact parameter technique. The method has been developed using 130000 hadronic
events collected by OPAL in 1990. We find:

I‘ —
—bb = 0.222 4+ 0.007 (stat) = 0.008 (sys).
had

The measurement assumes the relative rates of the Z° to uds and ¢ quarks given by the Standard
Model. Varying the charm fraction from the Standard Model value of ['z/Thaq=0.171 changes
the result by an additional AT/l g = —0.135 x Al'z/Tz.
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1 Imntroduction

The success of LEP has provided a considerable body of experimental evidence confirming the
predictions of the Standard Model of electroweak physics. The partial widths of the Z° into
hadrons and leptons have been measured to a precision of 1% [1, 2]. The Standard Model
prediction for the hadronic width, Fp.q, depends on the unknown mass of the top quark. In
contrast, cancellations hetween the contributions of top quark loops to the boson self-energies
and Z° — bb vertex corrections make the partial width of the Z° to b quarks, I'.;, relatively
insensitive to the top quark mass [3]. A precise measurement of ', will therefore provide a
stringent test of the cancellations in the radiative corrections predicted by the Standard Model
and restrict the contributions of possible extensions [4].

Previously published measurements of I',; have used leptons produced in the semi-leptonic
decay of B hadrons to identify bb decays of the Z° [5, 6], or have used event shapes, for example,
the boosted sphericity product [7]. Combinations of various identification criteria have been
used as inputs to artificial neural networks [8]. The MarkII collaboration has used the long
lifetime of the B hadron to separate bb events from the other quark species produced at the Z°
peak [9]. In this article we will describe a measurement using a similar lifetime based technique
to determine the fractional partial width of the Z? to b quarks, fiz = [ 5/Thaa- The present
analysis is based on a data sample of 130000 multihadronic decays of the Z° collected by
OPAL during the 1990 LEP run, corresponding to an integrated luminosity of 6.6 ph~'. Future
applications of this method within OPAL will benefit from both the increasing data samples
and the introduction of a silicon micro-vertex detector in 1991.

The bb quark-antiquark pairs from a Z° decay are produced predominantly back-to-back,
and the b and b both fragment to B hadrons. These B hadrons carry a substantial fraction of
the centre-of-mass energy. Because of the long B hadron lifetime, the trajectories of particles
produced in the B hadron decays do not point back to the production point. In contrast, most
of the particles produced in light quark events, (utl, dd, s5, and ¢€), originate there. Tracks from
the decay of a B hadron will intersect the B direction of travel in front of the production point
rather than behind it (the B direction is taken to be forward). Tracks from primary particles
that do not point back to the production point because of multiple scattering or reconstruction
errors will be equally likely to intersect the B direction in front of and behind it. The thrust
axis is used to approximate the B hadron direction. Thus bb decays of the Z° can be selected by
requiring the events contain several tracks that intersect the thrust axis in front of the primary
vertex (forward tracks). Such a method offers substantially better efficiency than methods
using leptons and is insensitive to uncertainties in the branching ratio of B hadrons to leptons,
Br(B — £X). On the other hand, the detector performance and the production and decay of
B hadrons must be well understood if the tagging efficiency and background contamination are
to be determined accurately.

In principle, the fractional width could be determined by a simple fit to the data if the dis-
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tribution of the number of tracks that significantly miss the primary vertex could be calculated
reliably via Monte Carlo simulation for both the bb and light quark components. However,
given the current knowledge of B production and decay, and the difficulty of accurately mod-
elling the detector response, such a result would suffer from large systematic uncertainties
associated with the modelling both of B physics and of the detector. The back-to-back nature
of the bb quark-antiquark pair can be exploited by using the forward track multiplicities in
each hemisphere separately. This double-tag technique reduces the sensitivity of fip to the
details of B hadron production and decay physics. By selecting events in which one hemisphere
preferentially contains a B, the experimental shape of the b forward multiplicity distribution on
the other side can be determined. By considering the number of forward and backward tracks
(tracks that intersect the B direction behind the production point) separately, the sensitivity
of the measurement to modelling of the detector can also be reduced.

The paper begins with a brief description of the OPAL detector, the criteria used to select
a sample of multihadron events, and the determination of the primary vertex. The number of
tracks in each hemisphere that intersect the thrust axis in front of and behind the primary vertex
are defined as the forward and backward multiplicities respectively. A Monte Carlo simulation
1s used to calculate the distributions of forward and backward multiplicity in hemispheres of
Z° -3 bb and other Z° — hadrons events. In addition to the fractional width, two variable
parameters relating small changes in the component multiplicity distributions to small changes
in the modelling of the B hadron production and decay and detector response, respectively,
are fit for. The fractional partial width, f,3, is determined by fitting the forward multiplicity
distribution of the data to the sum of components predicted by the Monte Carlo, while allowing
the fit to determine the best value for all three parameters. Finally, the sensitivity of the result
to sources of systematic uncertainty such as detector resolution, the B hadron lifetime and B
decay multiplicity are discussed.

2 The OPAL Detector and Simulation

OPAL [10] is a general purpose 47 particle detector at one of four interaction regions of the
LEP e*e™ storage ring at CERN. The position and momentum of charged particles produced
in the ete™ collisions are measured by a system of drift chambers inside a 0.43 T solenoidal
magnet. The system consists of three chambers: a precision vertex chamber measuring the
position of charged tracks close to the beam; a large cylindrical main drift chamber measuring
curvature and angle; and thin drift chambers measuring the z coordinate of charged tracks as
they exit the magnetic volume. Outside the solenoid, the energy of particles is measured by a 25
radiation length lead-glass electromagnetic calorimeter and a 5 interaction length iron-streamer
tube hadronic calorimeter. Muons are identified by drift chambers and limited streamer tubes
surrounding the calorimeters. The luminosity of the beams is monitored by a system of cham-
bers and calorimeters sensitive to electrons and positrons scattered through small angles. The

5



detector has been described in detail elsewhere [10], but because they are important in this
analysis, a brief description of the vertex chamber and the main tracking chamber will be given
here.

The vertex chamber is a cylindrical jet-cell drift chamber separated from the interaction
region by an 8 cm radius, 1.4 mm thick carbon fibre beam pipe. The chamber is divided into 36
axial sectors of 12 sense wires each, spaced radially between 10.3 and 16.2cm. Each wire can
measure the azimuthal position of a track to an average precision of 50 um. The main tracking
chamber is a jet-cell drift chamber with an outer radius of 1.85m and a length of 4m. The
chamber is divided into 24 azimuthal sectors of 159 sense wires each, spaced radially between 25
and 184 cm. Each wire can measure the azimuthal position of the track to an average precision
of 135 um. The impact parameter resolution of the two chambers combined for {cos#| < 0.7
can be approximated as:

Ohy = ((ﬁ) i 3-52) ()’ (M)

where p;, is the component of momentum in the z-y plane measured in GeV/e, 8 is the polar
angle of the track with respect to the z axis' and the impact parameter of a charged track is
defined as the distance of closest approach in the z-y plane to the primary vertex.

The response of the detector to multihadronic decays of the Z° was simulated using a
Monte Carlo program. Events produced by the JETSET [11] event generator were passed
through a simulation [12] of the detector, and through the entire chain of analysis programs
used to reconstruct the data. The events were generated using Lund symmetric fragmentation
with parameters that reproduce the measured properties of multihadronic events at the Z°
peak [13]. B hadrons produced in the fragmentation of b quarks were allowed to decay with a
lifetime of ¢rg=0.039 cm. The simulation includes the eflects of multiple scattering, secondary
interactions, chamber resolution, chamber inefficiencies, and reconstruction inefficiencies.

Several corrections were made to the Monte Carlo to bring it into agreement with the data.
For tracks both with and without vertex chamber hits, Gaussian noise was added to the impact
parameters of the Monte Carlo tracks to bring the width of the impact parameter distributions
as a function of pyac=p.,Vsin# into agreement with the data®. The estimated errors for the
track impact parameters of both the Monte Carlo and the data were scaled to reproduce the
measured resolution of the data. To reproduce the non-Gaussian resolution tail of the data,
randomly selected tracks were given large impact parameters according to the non-Gausstan
distribution predicted by the Monte Carlo. The relative population of tracks with and without
vertex chamber hits was reproduced by degrading the resolution of a small fraction of tracks at

LOPAL uses a right-handed coordinate system. Positive z is along the e~ beam direction: ¢ is the azimuthal
angle; and # is the polar angle.

2If the resolution was due entirely to a single cylindrical scatterer at a fixed radius from the beam, the r.ms.
impact parameter would be expected to behave as 1/pgcat.
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random. The process was iterated until the Monte Carlo reproduced the width of the resolution
peak, the resolution non-Gaussian tail, and the relative track populations to 2 percent or better.

The resolution for Monte Carlo tracks with vertex chamber hits was degraded in this way by
18% at 1 GeV.

3 Event and Track Se’le'ction

An initial sample of 132726 multihadronic events was selected from the data collected in 1990
by imposing the same requirements used by OPAL to measure the hadronic width of the
7 [14]. The selection required that the vertex chamber, the main tracking chamber, and the
electromagnetic calorimeter be in good working order.

Events were used in this analysis only if the measured thrust axis (calculated using charged
tracks and calorimeter clusters) was within the range | cos f7| <0.866. This requirement rejects
14% of the events, but ensures that most of the tracks in the event will be detected by the
chamber systemn and eliminates events where the impact parameter of the tracks is more sen-
sitive to the resolution of the detector than to the lifetime of long-lived particles. To suppress
events where the quark-antiquark pair was not produced in a back-to-back topology, the thrust
of the event was required to be greater than 0.90. The restriction on the thrust rejects a further

23% of the events. The combined event selection requirements reduced the data sample by a
factor of 0.632 to 83837 multihadrons.

The same selection requirements were applied to a sample of 289947 Monte Carlo events.
Of these, 185374 (63.9%) survived. Of 62893 Z° — bb Monte Carlo events in the generated
sample, 40121 (63.8%) met the selection criteria. Thus there is no evidence the event selection
introduces any bias in the bb fraction of the data sample.

Charged tracks in the events were used in the analysis only if they had:

e a transverse momentum with respect to the beam axis of more than 0.1 GeV/c;
e a momentum greater than 0.15GeV /¢;

e an impact parameter with respect to the beam spot of less than 2.0 cm;

more than 50 space points (of a possible 159) measured by the main tracking chamber;
and

they missed the beam spot by less than 20 cm in z.
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The efliciency of each of these cuts individually was reproduced by the Monte Carlo to better
than 2%, while the number of Monte Carlo tracks per event surviving the combination of all
six requirements agreed with the data to within 0.1%.

4 Primary Vertex Determination

An initial determination of the primary vertex position for each event was made by fitting the
selected tracks to a common vertex, rejecting the track with the largest contribution to x? for
the fit, and repeating this process until all tracks were within 3 standard deviations of the
common vertex. This determination was combined with the position of the beam centroid [15]
using a weighted average, taking into account the width of the beam spot and the uncertainty
in its position, to obtain the final beam-constrained primary vertex position.

The z and y distributions of the unconstrained primary vertex with respect to the beam
centroid are shown in Figures 1(a) and 1(b). The data is well modelled by the Monte Carlo.
The effective y spot size, 0,=27 um, is dominated by the uncertainty in the beam position,
while the effective x spot size 0,=157 um, is dominated by the physical width of the beam.
The separation, { Xprimary — X1p )/ ¢ of the unconstrained primary vertex from the beam centroid
is shown in Figures 1(c) and 1(d). The width of the data distribution is reproduced by the
Monte Carlo to within 1%.

5 The Forward and Backward Multiplicity

The signed impact parameter for a charged track was defined as illustrated in Figure 2:

dsign = Sign((dzy - sz)(ny Toy))|dayl; (2)

where d,, 1s the vector in the z-y plane from the primary vertex to the point of closest approach
of the track; T, is the component of the thrust axis in the same plane; and p,, is the z-y
momentum of the track. With this sign convention, tracks produced by the decay of a long-
lived particle travelling along the thrust axis will be preferentially assigned a positive impact
parameter. Due to the detector resolution, the tracks of particles that originate at the primary
vertex will be assigned positive and negative impact parameters with equal probability.

Figure 3 shows the signed impact parameter distribution for all tracks that satisfy the
selection criteria, while Figure 4 shows the distribution of the signed separation, dsgn/cs. The
dashed curves on the two plots show the distributions for Monte Carlo events where the Z°
decayed via the bb channel. Both the peak and the tails of the data distributions are in
reasonable agreement with the Monte Carlo. There is an excess of data tracks with intermediate

8



values (+5¢) of signed separation because the Monte Carlo does not adequately describe the
impact parameters of low momentum tracks with no vertex chamber hits.

It is apparent from Figures 3 and 4 that many of the tracks with positive signed impact
parameter come from bb decays of the Z°. Up to 40% of the tracks with a separation of more
than 2.6 come from bb decays of the Z°, while there is little enhancement of the bb signal for
impact parameters beyond 0.3 cm. A track was classified as a forward track if it had a positive
separation greater than 2.60 and a signed impact parameter less than 0.3 cm:

e Forward Track: 2.6 < dggn/0q and deign < 0.3 cm.

Similarly, backward tracks were defined to be those tracks with signed separation less than
—2.60 and an impact parameter greater than —0.3 cm:

e Backward Track: dggn/0q < —2.6 and —0.3cm < dsign.

By requiring several forward tracks, bb decays of the Z° can be selected with high purity and
good efficiency. Figure 5 shows the distribution of signed separation for all tracks, forward
tracks, and backward tracks. The low momentum fracks without vertex hits that produce
the excess at £50 in the distribution of all tracks are rejected by the requirement that the
magnitude of the impact parameter be less than 0.3 cm.

The number of forward (backward) tracks in each event was defined as the forward (back-
ward) multiplicity of that event. The forward and backward multiplicity distributions for the
Monte Carlo sample are shown in Figures 6 and 7 respectively.

The shape of the multiplicity distributions for light quark (udsc) events is determined by
the resolution of the detector. Both the forward and backward tracks in these events are
predominantly tracks from the primary vertex reconstructed with a large impact parameter
due to detector-tesolution. The forward and backward multiplicity distributions for these
events are similar in shape. Although the average decay length of weakly decaying charmed
particles at LEP is similar to that of the B hadrons, the forward multiplicity distribution of the
T events is closer to that of the uds events than that of the bb events due to the lower mean
decay multiplicity of the charmed hadrons.

The backward multiplicity distribution for bb events is similar to the distributions for the
light quarks. In contrast, the forward distribution for bb events has a distinctly different shape.
Because the tracks from B decays are preferentially given a positive sign, the bb events have a
higher mean forward multiplicity than light quark events.

The difference in shape of the forward multiplicity distributions for bb events and the other
quark species produced at the Z? allows these events to be separated from each other on a
statistical basis.



6 Fitting the Fractional Width

If the Monte Carlo could accurately predict the shapes of the forward multiplicity distributions
for both light quark decays, Pugs(n), and bb decays, Bip(n), of the Z°, the fractional width,
fip, could be determined by binning the data events a,ccordmg to their forward multiplicity, n
and fitting the distribution to the form: -

P(n) = (1 = fy5) Pusucln) + fo Pos(n). | (3)

It is possible to modify the fit to take into account di.screpancies between the Monte Carlo
predictions and the true forward multiplicity distributions of the data.

The thrust axis was used to divide the event into two hemispheres, and each of the tracks
in an event was assigned to one of the two. The data was binned in n;, and n,, the forward
multiplicity in the respective hemispheres: '

- ny+ny (4)
P(n) —  P(ni,n2)
udsc(n) — Pudsc(n'l-; nz)
Pg(n) — Bglny,ng).

The back-to-back nature of the bb pairs produced at the Z° allows the fit to effectively select bb
events using one hemisphere, and determine the shape of the b forward multiplicity distribution
from the opposite hemisphere. The backward multiplicity of the data can be used to correct the
Monte Carlo distributions for the resolution of the detector, and hence determine the forward
multiplicity distribution for udsc events, F,gec(n1,n2).

For example, if the average B hadron lifetime is underestimated in the Monte Carlo, the
simulation will underestimate the forward multiplicity of the data. Whereas a B decay with a
decay length comparable to the resolution of the detector might produce two forward tracks,
an otherwise identical decay generated with a slightly longer average B hadron lifetime might
produce three forward tracks. The net result of a small increase in the average B hadron lifetime
will be that some fraction of the hemispheres containing a B decay will have an additional
forward track. |

If a fraction, z, of b hemispheres contain an additional forward track®, the true forward
multiplicity dlstrlbutlon for a hemisphere containing a b decay will be

Po(myle) = (1 — 2)Po(m1) + aPo(ng — 1). (5)

3Alternatively, r can be thought of as the increase in the mean number of forward tracks in the hemisphere:
7= (1 — 2)Ame + 2(fimc + 1) implying that 7 = fime + «.
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If the correction to one hemisphere is assumed to be independent of the distribution in the

other, the joint distribution for the forward multiplicities, n, and ns, in the two hem;spheres
will be:

Fgln,najz) = (1 - 2)’Pg(n, na) (6)
+2(1 — z)(Bplra — 1,m2) + Fg(ni, n2 — 1))
—|—:L‘2Pbg(n1 —1l,ny —1).

The fractional width, f,; = I'\z/T'had, can then be determined by fitting the forward multiplicity
distribution of the data to the form

Plnynelfig. @) = (1 = fup) Pudse(1, n2) + fup Pop(na, n2)2), (7)

to find the optimum value of f i, while treating = as a free parameter. To first order, the Monte
Carlo will account for geometric and kinematic correlations. The additional parameter, z, will
allow the fit to make small changes to the shape of the bb multiplicity distribution predicted
by the Monte Carlo so as to get the best agreement with the distribution of the data in one
hemisphere when the forward multiplicity in the other indicates the events are likely to be bb
decays.

To take into account uncertainties in the peak width and non-Gaussian tails of the resolution
used to generate the Monte Carlo events, an additional degree of freedom was allowed in the
fit. The resolution of the detector determines the shapes of both the forward and backward
multiplicity distributions, and the backward multiplicity of the data can be used to correct
the forward multiplicity predicted by the Monte Carlo. In exactly the same fashion as the bb
distribution was modified to take into account the possibility of additional forward tracks, the
Monte Carlo forward and backward multiplicity distributions for both udsc and bb events were
modified to take into account the possibility that small changes in the Monte Carlo resolution
could add an additional forward or backward track to some fraction, i, of both the udsc and
bb hemispheres;

Piic(ny,ng) = Pt (ny,malt); (8)
Pbb (ny,nalz) — Péb (ny, nalz, t);

Plct(ni,ng) —  PRai(ni,nalt); and
PbaCk (ny,mg) — Psf‘:k(nl,nﬂt).

The parameter, ¢, will allow the fit to simultaneously change the shapes of the Monte Carlo for-
ward and backward distributions. The value of ¢ will be determined primarily by the backward
multiplicity distribution of the data. Because the shapes of the backward distributions for both
udsc and bb events and the forward distribution for udsc events are determined primarily by
the resolution of the detector, this effectively allows the fit to determine the shape of the udsc
forward distribution from the data. Asymmetries between the backward and forward distribu-
tions due to strange and charm particle production are taken into account in the Monte Carlo
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distributions. Because the shape of the bb backward multiplicity distribution, Pé’f"k(nl,nglt),
is primarily determined by the resolution of the detector, it is expected to depend only on the
parameter {.

Thus the data was fit to the functional forms:

P (ny, malfyp 2.ty = (1 — fig) PIE (na,malt) + fos PR (1, ns]2,t); and (9)
PP¥(nyngifigt) = (1= fip) PR (ny, nalt) + fosPREM(ny, nalt);

to find the best values of f,¢, =, and t.

Tables 1 and 2 give the distributions of forward and backward multiplicity respectively for
the data, udsc, and bb Monte Carlo events. The Monte Carlo distributions were calculated by
binning the udsc and bb Monte Carlo events separately in the same way. The bb events were
weighted to reproduce the average B lifetime of ¢rg=0.04110.003 cm previously measured by
OPAL [16]. The distributions were symmetrized in ny and n,, and a combined x? was defined
as follows:

Pfor _ Pfor - ¢ 2 .
X2(fbg,1',t) _ Z ( data(nlﬂnz) (n11n2|fbb’$’ )) + (10)

12 N2 O-for(n].?n’E)

> (Pk:tc;‘(nl,nz) - Pb“k(m,nﬂfbg,t))?

gback(n17 n2)

nlznz
where 0™(n;, ny) and o®¥*(n;, ny) represent the combined statistical error of the data and the
Monte Carlo samples for each bin. To ensure that each bin contained enough events that the
errors would be normally distributed, the fit was restricted to the bins shown in bold-faced type
in Tables 1 and 2.

7 Fit Results

Minimizing x? with respect to fiz, z, and ¢ yields values of:

fig = 0.222 40.007;

0.102 £+ 0.019;
t = —0.006 & 0.002;
prz = —0.884;
px = —+0.233;
pre = —0.442;

X2/Naot = (243 +12.4)/(19 + 11 — 3);
12



for the parameters and their correlations, p. The errors of the fit include Monte Carlo statistics.
The x?/Ngor of the fit suggests that the functional form chosen for the fit provides an adequate
model of the data. The two terms in the numerator represent the individual contributions
to x%/Ngor of the forward and backward distributions respectively. In Figure 8 the forward
multiplicity distribution for the data is compared to the distribution predicted by the Monte
Carlo corrected using the results of the fit. The distribution for the Monte Carlo bb component
is also indicated.

The fractional width is strongly correlated with z. If z is fixed to zero, the x?/Ngy is
substantially larger, (54.1 4 13.8)/(19 + 11 — 2), and the value of f,; determined from the fit
is 0.258. The Monte Carlo bb events have a mean of 1.0 forward tracks per hemisphere: the
value of z from the fit indicates the Monte Carlo underestimates the number of forward tracks
in bb events by about 10%. Since the mean number of backward tracks per hemisphere is 0.3,
the value of ¢ is consistent with a mismatch of 2% between the non-Gaussian resolution tail
of the data and the Monte Carlo. The value of  and the large increase in x?/Ngo when z is
fixed to zero indicate that some aspect of b fragmentation or hadronization or some aspect of
B decays is not properly modelled by the Monte Carlo.

The average energy of the B hadrons produced at LEP has been determined using
leptons [5, 6], and the average B lifetime has been measured by OPAL to be
ctp=0.041+0.003 cm [16]. The average multiplicity of B® and B* mesons has been measured
at CLEO [17], but the decay multiplicity of the mix of B hadrons produced at LEP is not well
known. As will be shown in the next section, the fit is able to compensate for modelling uncer-
tainties in all of these aspects of Z° — bb decay, but the values of the parameters determined
by the fit can not, by themselves, indicate which particular aspect is improperly modelled.

8 Systematic Uncertainties

The shapes of the multiplicity distributions for the different quark components are determined
using the Monte Carlo simulation, and any systematic effect that can cause the shape of these
distributions to change can potentially affect the value of f,; determined by the fit. The results
of systematically varying detector resolution and non-Gaussian tails, beam spot size, B hadron
lifetime, decay multiplicity, fragmentation, charm production, the event and track selection
criteria and the event generation, are described below. The parameters, f,, x, and t were
allowed to vary freely as the Monte Carlo parameters and event selection criteria were changed.
With the exception of the B hadron lifetime and the B decay multiplicity, z does not show a
strong systematic dependence on any of the parameters being varied. The resolution correction,
¢, is only sensitive to changes in the resolution and the B hadron decay multiplicity.
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8.1 Detector Resolution

The Monte Carlo reproduces the impact parameter resolution of the data to better than 2%
after the iterative correction procedure described earlier. The systematic uncertainty due to
uncertainties in the simulation of detector resolution. was estimated by varying the Gaussian
noise added to Monte Carlo impact parameter resolution about the optimal value and deter-
mining the resulting changes in the fitted partial width. As illustrated in Figure 9, fip 1s
relatively insensitive to the Monte Carlo resolution if ¢ is determined by the fit. If ¢ is fixed to
zero, however, f, - is far more sensitive to the resolution. The information about the resolution
contained in the backward multiplicity distribution allows thefit to reduce the sensitivity of the
fractional width to the resolution by a factor of more than two at the cost of a slight increase in
the statistical error. Because the resolution is known to better than 2%, the overall systematic
uncertainty in the width due to uncertainties in the resolution is: Afz=20.001. Uncertainties
in the scaling of the impact parameter errors lead to a negligible uncertainty in the width.

8.2 Non-Gaussian Resolution Tails

The same technique was used to estimate the effect of systematic uncertainties in the non-
Gaussian tail of the resolution function. The fraction of tracks in the Monte Carlo tail was
varied over a range of £2%. Using the modified Monte Carlo samples in the fit changed fob
by 0.001 if ¢ was allowed to vary. In contrast, if ¢ was fixed to zero, the same variation of
the Monte Carlo tail fraction resulted in a change of £0.011. A systematic uncertainty in the
fractional width of Af,r=+0.001 was attributed to uncertainties in the non-Gaussian tail of
the resolution function.

8.3 Beam Spot Size

Varying the horizontal (&) width of the Monte Carlo beam spot by +£5% resulted in a change of
the fractional width of less than Af =0.001. Because the corrected Monte Carlo reproduces
the beam spot width to 2%, uncertainties associated with the beam spot size were neglected.
Systematic uncertainties in the position of the beam centroid are small compared to the width of
the beam spot and the impact parameter resolution of the detector and this source of unccrtamfy
was also neglected.
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8.4 Average B Hadron Lifetime

The average B hadron lifetime measured by OPAL is ¢75=0.041£0.003 cm. The error represents
the sum in quadrature of a statistical uncertainty of 0.002cm and a systematic uncertainty of
0.002cm. Monte Carlo events were weighted to model average B lifetimes between erg=0.037 cm
and 0.045 cm rather than the lifetime of ¢rg=0.039 cm used to generate the events. The weighted
samples were then used in the fit. The results are illustrated in Figure 10. If = is fixed to zero,
increasing the Monte Carlo lifetime by 10% decreases the fitted width by Af,+=0.017. When
x is determined by the fit, the same percentage change in the lifetime changes f,; by less than
A f,5=0.001. Because the B lifetime is known to 7%, a systematic uncertainty in the width of
Af,;==20.001 was ascribed to the uncertainty in the lifetime.

8.5 B Hadron Decay Multiplicity

The mean charged decay multiplicity of B and B¥ mesons has been measured to be 5.50 +0.03
+0.15 at CLEO [17]. At LEP, 80% of B hadrons are expected to be B® and B mesons; 12%
are expected to be strange B mesons; and 8% are expected to be B baryvons. Assuming the
decay multiplicity of B hadrons not produced at the T(4S) is within one full unit of that of
the B® and B*, the mean charged decay multiplicity of the mix of B hadrons produced at LEP
is known to within half a unit. Weighting the Monte Carlo events to vary the mean charged
decay multiplicity of B hadrons by £0.5 changes the width by Afiz=40.004. If z is fixed to
zero, the same change in the mean decay multiplicity changes f,z by Af,3=+0.013.

8.6 b Fragmentation

The uncertainty associated with the modelling of b fragmentation in the Monte Carlo was stud-
ied using 980000 JETSET events produced using an approximate simulation of the detector.
The Z° — bb events of the sample were weighted to model Peterson [18] fragmentation with
values of (zg)p (the mean fraction of the beam energy carried by the heavy hadron) between
0.68 and 0.73 [5], rather than the Lund symmetric fragmentation used to generate them. Each
of the weighted samples in turn were used to analyze the unweighted sample. Because the
impact parameters of the tracks from B hadron decays are insensitive to the boost of the B
hadron, the fractional width depends only weakly on {xg},. The fractional width changed by
less than A f,;=+0.001 as (zg), was varied over the range above.
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8.7 Charm Production

The charm meson lifetimes are well measured [19}, but the relative production rates are not
accurately known. JETSET predicts rates for D%, D° D, and A% of 25:54:12:8. Varying the
vector to scalar production rates between 2.5:1 and 4:1, and varying the D¥ and AT fractions
between 10-20% and 5-15% respectively varies the D¥ fraction between 20 and 28%. Weighting
the Monte Carlo events to vary the D¥ fraction over this range systematically changes fi; by

A fup=0.002. :

In contrast, varying the relative production rates of charm via cascade from B hadrons, will
lead to changes in the width similar to the changes caused by varying the average B hifetime.
This is accounted for by the & parameter of the fit and leads to a negligible change in the width.

8.8 Charm Fragmentation

The uncertainty in f,; associated with the modelling of charm fragmentation was studied by
weighting the Z° — ¢C events to model (zg). between 0.49 and 0.53 [5]. This changed f,; by
A fi,5=10.001. A systematic error of this size was attributed to uncertainties in the modelling
of charm fragmentation.

8.9 Charm Partial Width

The Monte Carlo simulation used the Standard Model prediction for the fractional partial
width of the Z° to charm, I'cz/T'haa = 0.171. The sensitivity of f i to the value of 'z has been
investigated by weighting the Monte Carlo Z° — c€ events to model charm fractions between
0.130 and 0.210. This systematically reduces f,; from 0.229 to 0.215 in a roughly linear fashion,
giving a sensitivity to 'z of:

AT\g/Typ = —0.135 x AT /I

This measurement technique is sensitive to charm only through the ratio:
FCE
Fuﬁ + Fda + FsE + PCE‘
Within the Standard Model this ratio is predicted to great precision. If these Standard Model
relative couplings are maintained, no systematic error need be attributed to this source. If no
Standard Model constraints are used whatsoever, then the most precise direct determination of
the charm partial width is a measurement by OPAL of the production rate for high momentum

D* mesons [20] which has a fractional precision of 22%. If only this measurement were used to
constrain the charm fraction, this would lead to an additional uncertainty of A f,;==0.007.
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8.10 Charged Multiplicity

To gauge the size of potential uncertainties associated with the Monte Carlo modelling of
light quark fragmentation, the Monte Carlo events were weighted to vary the mean charged
multiplicity of the udsc component. The distribution of the charged multiplicity was weighted
to vary the mean multiplicity between 20 and 24. This resuited in a change of the width
of Af,;==0.004. Since the mean charged multiplicity of the data, 21.40 £0.02 +£0.43 [21], is
known to half a unit, a systematic uncertainty of Af,;==0.001 was attributed to the modelling
of light quark fragmentation.

8.11 Event Selection

As a consistency check, the effects of changing the following event, track, and forward multi-
plicity selection requirements were studied:

¢ the minimum allowed | cos 67| was varied between 0.866 and 0.707,

e the minimum allowed thrust of the events used in the analysis was varied between .80

and 0.90;

¢ the maximum allowed impact parameter for forward tracks was varied between 2.0 and
3.5mm; and

¢ the minimum allowed impact parameter separation for forward tracks was varied between

2.4 and 3.0c.

Varying the restriction on cos fr results in a maximum change of Af,£=0.003. Changing the
minimum allowed separation between 2.4 and 3.0¢ changes fiz by Af,;=20.003. Varying
the maximum alloWed impact parameter changes f, by less than A f +=+0.004. All of these
changes are comparable to the expected statistical variations. Varying the restriction on the
thrust between 0.80 and 0.93 changes the size of the event sample by +£20% and varies fi;
between 0.226 and 0.216. The width was determined separately for each of 4 approximately
equally populated bins between 0.8 and 1.0. Averaging the results for these 4 bins gives a value
for fip of 0.218%0.007. An uncertainty of A f y=20.004 has been assigned to account for a
possible systematic trend as the thrust requirement is varied.

8.12 Event Generators

The systematic uncertainty associated with the choice of JETSET as the Monte Carlo event
generator was studied by comparing 980000 JETSET and 830000 HERWIG events [22] gen-
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erated using an approximate simulation of the detector. The two generators predict different
distributions for the backwards multiplicity of bb events, and this can influence the fit. With
this exception, there was no evidence that the choice of event generator leads to any systematic
bias in the measurement.

The data and JETSET were examined for any difference in the bb backwards distribution
by comparing the mean backward multiplicity of those hemispheres opposite a hemisphere with
high forward multiplicity. No significant discrepancy was found.

Varying the backward bb distribution within the statistical uncertainiy of the data-JETSET
comparison resulted in a change in the width of A fiy=+0.004. A systematic uncertainty of this
size has been assigned to account for possible deficiencies in the modelling of the backwards
multiplicity of bb events. '

8.13 Combined Systematic Uncertainty

A summary of the statistical and systematic uncertainties is presented in Table 3. The combined
systematic uncertainty of Af, z=+0.008 was obtained by adding the individual contributions
from all sources in quadrature.

9 Additional Checks

The fit for f,i relies on the knowledge of the shapes of the four distributions in Equation 9.
Discrepancies between the data and the Monte Carlo are taken into account by two parameters
which allow the fit to change the shape of the Monte Carlo distributions. The parameter x
accounts for discrepancies in the forward multiplicity of b jets. The parameter { accounts for
discrepancies in the detector response. The fit determines x by effectively selecting events
likely to be a B using one hemisphere and comparing the shapes of the forward multiplicity
distributions in the other. The fit determines t by comparing the shapes of the data and Monte
Carlo backward multiplicity distributions.

Reconstruction errors due to the higher multiplicity of b jets, for example, might lead to
larger discrepancies for b events than for udsc events. Reconstruction errors in the dense core
of a jet might lead to larger discrepancies for forward tracks than for backward tracks. Such
effects can not be accounted for using a single parameter to describe the detector response, and

could bias the fit.

These issues can be addressed by relaxing the assumption that only one parameter is needed
to account for discrepancies in the detector response. The shapes of each of the four Monte Carlo
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distributions can be allowed to change independently by introducing two additional parameters,
a and d:

P (ni,ng) = Pl (na,nolt + a); (11)
Pfor(nl,nz) — PbE (n1,nz|lz + ¢);

Pk(ni,ng) = Poick(ny,mylt); and
PRM(ny,ny) — PR¥(ni,nglt + d).

The parameters z and ¢ are determined by the fit. The parameter a allows for differences in the
detector response for forward and backward tracks and the parameter d allows for differences
between detector response for tracks in udsc and b hemispheres. Any systematic effect that can
change the shapes of these distributions can be classified by its effect on these four parameters.

The size of a can be estimated by selecting an enriched sample of udsc events using one
hemisphere and comparing the data and Monte Carlo forward multiplicity distributions in
the opposite hemisphere. The size of d can be estimated selecting an enriched sample of b

events using one hemisphere and comparing the data and Monte Carlo backward multiplicity
distribution in the other.

Such a comparison yields values for a and d of:

a = (.004 £ 0.003;
d = 0.011 £0.010.

Varying these parameters within their statistical uncertainty changes f,z by
Afg = —0.003 +0.008.

Within the limited statistical precision of the check, there is no evidence of bias in the fitted
value of fiz. The result of this study is not treated as an additional systematic error but
rather as an independent check that the magnitude of the systematic error estimates above are,
indeed, reasonable.

10 Conclusion

The fractional partial width of the Z° to b quarks has been measured using an impact parameter
technique to separate Z° — bb events from the other hadronic decay channels. The method has
been developed using 130000 hadronic events collected by OPAL in 1990. We find:

Typ/Thea = 0.222 £+ 0.007 (stat) £ 0.008 (sys).

19



With the silicon micro-vertex detector installed in 1991 and the larger data samples collected
during 1991 and 1992 we expect to improve both the statistical and systematic uncertainties.

- This measurement assumes the relative rates of the Z° to uds and ¢ quarks are given by the
Standard Model. Varying the charm fraction from the Standard Model value of T' g/ haa=0.171
changes the result by AL /Ty = —0.135 x A/l Allowing the charm fraction to vary
by 22% (the precision of the best direct measurement) would lead to an additional systematic
uncertainty of £+0.007.

The result is in good agreement with the OPAL measurement [5] of I',; using high momen-
tum, high transverse momentum leptons to identify Z°-+bb events:

[ig/Thaa = 0.220 £ 0.002 (stat) £+ 0.006 (sys) & 0.011 (modelling).

The modelling error includes systematic effects from b and ¢ fragmentation and decay uncer-
tainties and .

The statistical and systematic errors of the two measurements are almost completely un-
correlated. The combined result is

Iig/Thaa = 0.221 £+ 0.008 (stat-sys)

Uncertainties associated with 'z have been excluded from this average. Allowing the charm
fraction to vary by 22% will lead to an additional systematic uncertainty of +0.005. Combining
this value with the total hadronic width measured by OPAL [1] ,

Fhad = 1738 + 12 MeV,
yields the partial width of the Z% to b quarks,
I'g = 384+ 14 (stat+sys) = 3 (hadronic width) MeV.

This is in good agreement with the prediction of the Standard Model for this partial width,
376 MeV.
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Table 1: The number of data and Monte Carlo events in each bin of forward multiplicity in the
first hemisphere versus the forward multiplicity in the second. The first line for each bin shows
the number of data events. The second shows the number of Monte Carlo events produced by
udsc decays of the Z°. The last line shows the number of Monte Carlo events produced by bb
decays. The bins used in the fit are indicated by bold-faced type. The bb events have been
weighted to reflect an average B hadron lifetime of ¢rg=0.041 cmn, and Monte Carlo has been
normalized to the total number of data events to allow comparison. After the fit, the Monte
Carlo distribution agrees well with the data at large n; and n,.
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Table 2: The number of data and Monte Carlo events in each bin of backward multiplicity
in the first hemisphere versus the backward multiplicity in the second. The first line for each
bin shows the number of data events. The second shows the number of Monte Carlo events
produced by udsc decays of the Z° The last line shows the number of Monte Carlo events
produced by bb decays. The bins used in the fit are indicated by bold-faced type. The bb
events have been weighted to reflect an average B hadron lifetime of erg=0.041 cm, and Monte
Carlo has been normalized to the total number of data events to allow comparison.
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l Source _ . | Contribution

Resolution 40.001
Non-Gaussian tails +0.001
B Lifetime +0.001
B Decay Multiplicity 40.004
b Fragmentation £0.001
Charm Modelling +0.002
¢ Fragmentation 40.001
Charged Multiplicity +0.001
Event Selection +0.004
Event Generator 10.004

' | Overall Systematic Error [ +0.008 |

| Statistical Error | +0.007 f

Table 3: A summary of the statistical and systematic uncertainties in the measured fractional
width. The individual systematic errors were combined in quadrature to obtain the overall
systematic error.
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Figure 1: The distributions in = (a) and y (b) of the position of the unconstrained primary
vertex with respect to the fill-by-fill beam centroid. The dimensionless separation in z and y
of the primary from the beam centroid is plotted in (c¢) and (d). The data is represented by
the squares in each of the plots while the distribution of the Monte Carlo primary is indicated
by the solid line. The data is described well by the Monte Carlo.
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Figure 2: Schematic diagram showing the definition of the signed impact parameter.
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Figure 3: The distribution of the signed impact parameter for all the data tracks (squares) that
meet the selection criteria. The solid line shows the same distribution for the Monte Carlo.
The dashed line shows the Z° — bb component of the Monte Carlo distribution. The ratio of
the data to the Monte Carlo is shown in (b).
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Figure 4: The separation for all selected tracks in the data (squares). The solid line shows the
same distribution for the Monte Carlo. The dashed line shows the Z° — bb component of the
Monte Carlo distribution. The ratio of the data to the Monte Carlo is shown in (b).
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Figure 5: The distribution of signed separation, dsign/ 04, for all selected tracks in the data
(squares). The triangles and diamonds show the same distribution for forward and backward
tracks. The lines show the corresponding distributions for the Monte Carlo. The ratio of the
data to the Monte Carlo for forward and backward tracks is shown in (b).
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Figure 6: The forward multiplicity distribution for Monte Carlo events (solid line). The dashed
line shows the Z° — bb component predicted by the Monte Carlo. The dark region in (b) shows
the fraction of events in each bin produced by Z° — bb decays. The hatched region shows the
fraction of events produced by Z° —cz.
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Figure 7: The backward multiplicity for Monte Carlo events {solid line). The dashed line shows
the Z° — bb component predicted by the Monte Carlo. The dark region in (b) shows the fraction
of events in each bin produced by Z° = bb decays. The hatched region shows the fraction of
events produced by Z° — €.
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Figure 8: The distribution of forward multiplicity for the data events (squares). The solid
line shows the distribution predicted by the Monte Carlo corrected using the results of the fit
described in the text. The dashed line shows the bb component. The difference between the
data and the Monte Carlo for each bin, A, divided by the statistical error for the bin, &, is
shown in (b).
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Figure 9: The fractional width determined by the fit with ¢ as a free parameter {closed squares)
when the Monte Carlo impact parameter resolution is varied. The open squares show the width
determined when 1 is fixed to zero.
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