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Abstract

The strong coupling constant for b quarks has been determined, and its
flavour independence, as predicted by QCD, investigated. The analysis involved
events with lepton candidates selected from approximately 356,000 hadronic
decays of the Z°, collected by the DELPHI detector at LEP in 1990 and 1991.

A method based on a direct comparison of the three-jet fraction in a b en-
riched sample, selected by requiring leptons with large momenta and transverse
momenta, to that of the entire hadronic sample, illustrated the significant ef-
fect of the b quark mass on the multi-jet cross section, and verified the flavour
independence of the strong coupling constant to an accuracy of £6%.

A second procedure based on a fit to the momentum and transverse momen-
tum spectra of the lepton candidates in both two-jet and three (or more)-jet
event samples simultaneously determined the b content in each, and, using sec-
ond order QCD calculations, gave an absolute measurement of a; for b quarks
of 0.118+0.004(stat) £0.003(syst)+0.008(scale). A comparison with oy for all
quark flavours, as measured from the three-jet fraction in all hadronic events,
further allowed the coupling strength for b quarks to be expressed in terms
relative to that for udsc quarks, thereby cancelling certain common systematic
uncertainties, and yielded a®/a%¥*¢= 1.00 & 0.04(stat) & 0.03(syst).

(To be submitted to Physics Letters B)
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1 Introduction

The strong coupling constant, as(Q?), is, apart from the quark masses, the fundamen-
tal parameter of the theory of Quantum Chromodynamics, QCD. Its determination is
therefore an important experimental goal with many different methods of analysis being
employed [1,2]. Presently the error on «y, as determined from a study of topological
variables [3,4], is 5%, and is dominated by theoretical uncertainties, in particular that
due to the renormalization scale.

For the most part, previous analyses have concentrated on a determination of o, with-
out distinguishing between quark flavours. A further important test of the validity of
QCD is to determine the coupling constant for the individual quark flavours as these are
predicted by the theory not to differ. The first experiments to address the question of
the relative strength of the strong coupling constant of heavy quarks, at centre-of-mass
energies between 28 and 46 GeV [5], suffered largely from a lack of statistics and were
thus unable to derive any precise conclusions. Better statistical precision was obtained
from comparisons of «, measurements in decay processes of ¢é and bb quarkonium states
with those in the lower energy continuum, where only the light uds quarks are produced
[6]. The energy scales involved, however, are very different to those applicable here. A
further indirect method is to compare the three-jet rate, which is a measure of ay, at
the Z° resonance with that at lower centre-of-mass energies where the flavour compo-
nent of hadrons is very different. Extrapolating the results from lower energies to the
7 resonance and then separating the contribution from quarks with different charges,
one concludes that the strong coupling constants for u-type and d-type quarks agree to
within 10% [7]. More recently, the L3 Collaboration [8] has studied the large yield of
b events at the Z° resonance, using the semi-leptonic decay of the b as a tag; selecting
events containing leptons with large momentum and transverse momentum relative to
the nearest jet direction, and comparing the number of three-jet events in this b enriched
sample to that of the entire hadronic sample, the error for the relative strong coupling
constant for b quarks was reduced to 8%.

In this article, a description is presented of a measurement of the relative strength
of the coupling constant for b quarks following a procedure similar to that in reference
[8]. Another approach presented here is to fit the momentum and transverse momentum
spectra of the various processes yielding leptons to the corresponding distribution in the
two- and three-jet data samples simultaneously. The b component in the two- and three-
jet samples can thus be extracted and a measurement for o’ obtained. Results adopting
this procedure are also presented. The data correspond to approximately 356,000 selected
hadronic Z° decays collected during the 1990 and 1991 LEP data taking periods at centre-
of-mass energies on or around the Z° peak. For the 1991 data, both muon and electron
candidates within the hadronic final state have been analysed, while for the 1990 data,
only muon candidates have been investigated.

2 The DELPHI Detector

The DELPHI detector at the Large Electron Positron collider at CERN has been used
to collect a sample of events containing a hadronic final state produced by the decay of
the Z° into a ¢g pair. A detailed description of the detector, the trigger conditions and

the readout system can be found in reference [9]. Here, only the main components of
DELPHI relevant to this analysis are briefly described.



The detector is centred on the interaction point and, in the barrel region, consists
of a system of central tracking chambers and an electromagnetic calorimeter, positioned
inside a superconducting solenoidal coil which provides a uniform magnetic field of 1.23 T'.
The central tracking detectors, which include the vertex detector, the inner detector, the
time projection chamber (TPC) and the outer detector, measure charged particles with
an average momentum resolution of o(p)/p = 0.001p in the polar angle region between
30° and 150°. The tracking of charged tracks in the forward region is supplemented by
two systems of drift chambers on either side of the detector. The main tracking element
is the TPC, whose 192 sense wires provide a measurement of the energy loss, dF/dz,
for charged particles, with a resolution of 45.5% in dimuon events. The High Density
Projection Chamber (HPC) is the barrel electromagnetic calorimeter. The HPC is a gas
sampling calorimeter which measures with high granularity the three-dimensional charge
distribution induced by electromagnetic showers, enabling the identification of electrons
in a hadronic environment. Surrounding the solenoid is the return yoke of the magnet,
instrumented with limited streamer chambers to serve as a hadron calorimeter.

The muon detection system is contained within the outer layers of the yoke and be-
yond. The barrel muon detector consists of three modules of drift chambers, with each
module comprising two active layers, enabling the r, ¢ and 2z coordinates of penetrating
charged particles to be recorded. The muon detection system in both forward regions
consists of two modules of drift chambers arranged in quadrants. A module consists
of two orthogonal planes of drift chambers with delay line readout, each providing zyz
measurements of the penetrating tracks.

3 Selection of Hadronic Events Containing a Lepton

The selection of hadronic Z° decays was accomplished essentially with charged parti-
cles [10], which were retained only if they satisfied the following criteria:

(a) a distance of closest approach to the event vertex of less than 5 ¢cm in r and 10 cm
in z,

(b) a measured track length of at least 50 cm,

(c) a momentum greater than 0.1 GeV/c,

(d) a polar angle in the region between 25° and 155°.

A sample of hadronic decays of Z° was then obtained by requiring that:

(a) the total energy of charged particles in each of the two hemispheres defined with
respect to the beam axis was greater than 3 GeV (in calculating the energy, a pion
mass was assumed),

(b) the sum of energies in the two hemispheres exceeded 15 GeV,

(c) the total number of charged particles with momentum above 0.2 GeV/c was greater
than six,

(d) the polar angle of the thrust axis was within the region between 40° and 140°.

In addition, events containing charged particles with reconstructed momenta greater
than 50 GeV/c were rejected. The cut on the charged multiplicity of the event reduced
the contamination from 777~ events to less than 0.1%. The cut on the polar angle of
the thrust axis ensured that events were well contained within the active volume of the

detector. The total number of hadronic Z° events passing the selection criteria was found
to be 84,100 and 181,100 for the 1990 and 1991 data taking periods respectively. Those



events in which the muon detection system (or the HPC) was operational were further
subjected to the muon (electron) identification procedure.

Muon candidates were selected by requiring that particles detected in the tracking
chambers penetrate the hadron calorimeter into the muon detection system. A complete
description of the muon detection system and the procedure used in selecting muon candi-
dates appears in references [11,12]. The salient features are repeated here for convenience.
Charged particle tracks were extrapolated from the outer edge of the tracking chambers
to the muon detector, taking into account the energy loss of the particle in the calorime-
ter and allowing for multiple scattering. All charged particles whose extrapolated tracks
were associated with a series of hits in the muon chambers were treated as muon candi-
dates. The analysis was restricted to muon candidates with polar angles in the regions
between 25°-45°, 53°-88°, 92°-127° and 135°-155°, thereby excluding regions with poor
geometrical acceptance. After applying these criteria, totals of 4,610 and 10,110 events
containing muon candidates in the momentum range 4 to 35 GeV/c were selected in the
1990 and 1991 data samples respectively.

The identification of electrons was achieved by examining the response of the HPC to
charged particles, and by the energy loss, dF/dx, measured in the TPC. As the analy-
sis was restricted to the barrel region, only particles with polar angles between 45° and
135° were considered. In a first step the energy of the shower was measured from the
total charge deposited in the HPC. The initial electron selection then involved the use
of a discriminant analysis in which several variables, V;, describing the longitudinal and
transverse shower profiles in separate samples of electromagnetic and hadronic showers
of a given energy, were assigned, by means of Monte Carlo simulation, energy dependent
coefficients (or weights), n;(F), that maximized the separation between the electron sig-
nal and hadron background. The set of coefficients which corresponded to the energy
that best matched that of the shower, was then applied to the variables obtained from
the experimental data, and the products n;V; were summed to produce a single canonical
variable. Electron candidates were then selected by applying a loose cut on the canonical
variable, such that a high efficiency (at the expense of a large background) was main-
tained, and by requiring a dF/dx greater than 1.3 times that for a minimum ionizing
particle. A full description of the electron identification procedure is given in reference
[13]. Finally, to reduce further the contribution from photon conversions and Dalitz pairs,
electron candidates which could be combined with any oppositely charged particle arising
from the same secondary vertex to form an invariant mass not exceeding 0.02 GeV/c?,
were removed. After applying these criteria, 7,900 events containing electron candidates
in the momentum range 3 to 30 GeV/c were selected in the 1991 data sample.

4 Data Analysis

For the purpose of this analysis, the data were categorized into three event samples
containing:

(a) inclusive muon hadronic events,

(b) inclusive electron hadronic events,

(c) all hadronic events.

For each event in each of the three samples, charged particles were grouped into jets,
using a particular jet finding algorithm, following the general procedure briefly outlined.
For each pair (7, ) of particles a scaled mass was calculated from the corresponding four-
momentum vectors according to a given definition of the jet resolution variable, y;;, the
value of which was required to exceed a certain threshold, y..;, for particles to be resolved



into different jets. The pair with smallest y;; which satisfied the condition y;; < Y., was
combined to form one pseudo-particle whose four-momentum was determined using a
given recombination scheme. The procedure was repeated until all pairs of particles or
pseudo-particles no longer fulfilled the requirement y;; < y.. The remaining particles
or pseudo-particles are referred to as jets. A description of the available jet-finding
algorithms, with their corresponding recombination schemes and jet resolution variables,
Yi;, together with a discussion on their relative merits, appears in reference [14]. The
different possibilities investigated in the course of this analysis are listed in table 1.

The processes yielding lepton candidates in hadronic decays of the Z° can be classified
into the following categories, :

(1) b= p,e
2)b—c— p,e

Jb—T = e
)¢ = e
ym, K =, moy—e

(6) Hadrons misidentified as leptons.

Categories 1 = 1 to 4 are processes yielding ‘prompt’ leptons, while 1 = 5,6 are
regarded as ‘background’.

Owing to the hard fragmentation of the b quark and its large mass, leptons arising
from the decay of b-flavoured hadrons are characterized by their large momentum, p,
and transverse momentum, pr, relative to the direction of the parent hadron. Their
contribution to the lepton yield can therefore be separated on a statistical basis either by
applying kinematic cuts, or by using fitting techniques. In this analysis, both procedures
were investigated as they are subject to different systematic uncertainties and are thus
able to provide an important cross check of the final result.

In Method 1, as in reference [8], a sample of events enriched in b content was obtained
by selecting events with leptons of large p and pr. The parent hadron direction was
estimated by the direction of the axis of the jet to which the lepton is associated; this
was determined using the Lund cluster algorithm, LUCLUS [18], with the parameter,
djoin, for the cluster distance scale set to 2.5 GeV/c. For the computation of the lepton
transverse momentum, the momentum of the jet containing the lepton was re-calculated
with the contribution from the lepton itself removed. The transverse momentum of the
lepton was then measured with respect to this new jet axis and is represented by the
symbol p5¢. Monte Carlo simulation studies show that the use of p7° results in a purer
sample of b events when kinematical cuts in the transverse momentum are applied. Having
imposed large p and p7°® cuts, the b purity of this sample was estimated from the Monte
Carlo simulation which incorporates parameters obtained from fits to the inclusive lepton
data [11]. The corrected fraction of three-jet events in the inclusive lepton sample was
then compared with that of the entire hadronic event sample, in which the fraction of b
events has been verified to agree with the Standard Model prediction [11,19-21]. Since
the b content in the two samples is known, then the relative coupling strengths can easily
be computed.

Method 2 uses a more sophisticated approach. The inclusive lepton data were divided
into two-jet and three (or more)-jet event samples, and the predicted spectra of the
different processes yielding leptons were fitted to the observed distributions in p and pr
in both samples. In this way the b fraction in each of the two- and three (or more)-jet
samples was determined and an absolute measurement for o’ obtained by comparing the
corrected experimental value to the prediction of the full second order QCD analytical
expression, the coefficients for which have been calculated in reference [16]. Here, in

(

(3
(4
(5



contrast to Method 1, the transverse momentum was computed with the lepton included
in the jet direction, and is represented by the symbol pi?¢. This definition is preferred in
a fitting procedure as it has been shown to reflect better the dynamics of the mass of the
heavy quark and to be less correlated with the lepton momentum [22]; these features lead
to a more accurate measure of the true py with respect to the parent hadron direction

and enable the b content to be determined with minimal model dependence.

4.1 Method 1: a comparison of the three-jet fractions in differ-
ent event samples

erc

By imposing p and p3° cuts of 4 GeV/c and 1.5 GeV/c respectively for muons, and
3 GeV/c and 1.5 GeV/c for electrons, the fractions of b events in the two samples is
greatly enhanced. The number of leptons remaining after these cuts is 3480 (1590) in
the 1991 (1990) inclusive muon sample and 2190 in the 1991 inclusive electron data. It is
estimated from the Monte Carlo simulation program and from fits to the inclusive lepton
data [11] that the b contents are (76 £ 4)% and (68 4+ 6)% in the muon and electron
samples respectively.

The computed fractions of three-jet events (within a given recombination scheme with
a given value for the minimum jet resolution cut-off, y.,;) in the two samples were com-
pared with the fraction found in the entire hadronic sample, and the following ratios
formed:

Ry(l)  Na(l)  Nig(had)
Rs(had) ~ Nyy(l)  Ns(had)’

where Nj refers to the number of three-jet events in a given event sample, and Ny is the
total number in that sample.

These ratios were corrected for detector and hadronization effects, for each recom-
bination scheme and for each value of y.,; using the Monte Carlo JETSET 7.2 Parton
Shower model [18] - (the jet multiplicity at parton level was calculated from the final
state partons at the end of the QCD shower).

They can easily be expressed in terms of the contribution from light quarks, 4%, and
b quarks, I, assuming that the strong coupling constant is independent of the flavour of
the light quark:

[=eorp,

Rs(l) Ry B + Ry™ ~
R3(had) a Rg Pfi)ad + Rgdsc (1 - Pfi)ad)
where PP . is the b content in the hadronic event sample, (22.0 & 0.5)%. The 3 and v
terms are:

B = PO+ POy + PYCy + PYCs + PG,
v o= PiCy4 PG5 + PGy

where P? denotes the contribution of process, i, due to quark flavour, ¢, to the inclusive
lepton sample, as estimated from the Monte Carlo simulation model, such that:

S P

1=1,6

The coefficients, C;, were required in order to account for the bias introduced by the
imposition of the p and p7*© cuts of the leptons. Such cuts at detector level were found
to inadvertently bias the event sample at the parton shower level, with the p (p7*°) cut

tending to reduce (increase) the corrected three-jet fraction of the inclusive lepton sample.



The net correction factors, C; = Ri(i)/R%, were determined from Monte Carlo simulation
studies as a function of y.,; for each of the processes, 7, yielding leptons. While they were
small for leptons from b decay (C; ~ 0.94 to 1.0 depending on y..), they were found to
be particularly sensitive to the modelling of background processes in the Monte Carlo
simulation model. In view of the apparent sensitivity, a large range of values was assigned
to U5 and Cg for each y.,;. For the 1991 muon sample, typical values were Cs &~ 1.5 to
1.9 and Cs & 1.1 to 1.3; the effect of their variation was incorporated into the systematic
uncertainty.

The above expression was then solved for the ratio RS/ Ri%. Figure 1 displays this
ratio, as determined from the combined lepton data, for different recombination schemes
and Y. values. It is seen that all four recombination schemes give results that are
consistent with one another. The data points, however, have not been corrected for
the effect of massive quarks which tends to reduce the three-jet cross section. Recent
calculations [23] (which specifically include the Z° propagator) based on ‘massive’ matrix
elements giving the three and four parton cross section at O(as) and O(a?) respectively,
predict that for b quarks, the depletion of the three-jet rate is significant. Within the
E? scheme, for instance, the ratio of the three-jet cross section for b quarks to that for d
quarks varies from 0.90 to 0.96 as y.,; goes from 0.01 to 0.20. The deviation from unity
is somewhat greater than that predicted by the JETSET generator [18] when including
the earlier calculations of reference [24] in which only the photon propagator, in O(ay),
had been considered. The new approach considers the different mass coefficients entering
the vector and axial terms of the three-jet production cross section and includes a more
complete treatment of the available phase space [25]. The combined effect is a further
reduction in the three-jet cross section for b quarks, of approximately 2% on average,
with respect to that obtained from JETSET.

In order to extract a measurement of the relative strength of the coupling constants,
the predicted ratios RS/ Ri%¢ were therefore corrected for mass effects. These were in-
corporated using the O(ay) and O(a?) tree level calculations of reference [23]. As these
calculations do not include the complete O(a?) corrections to the three-jet rate cross sec-
tion, different approaches to their implementation were tried. As a first approximation,
the mass corrections to O(a;) only were directly applied. A second, more appropriate
approach, was to weight the O(ay) and O(a?) predictions for massive quarks by the multi-
jet cross-sections given by either of the massless Matrix Elements or the Parton Shower
Monte Carlo generators of reference [18]. The hatched area in figure 1 encompasses the
spread in values obtained when incorporating the mass effects in these different ways; a
comparison with the data points illustrates the significant effect of the b quark mass on
the multi-jet cross section.

Systematic uncertainties were then investigated using the numbers obtained within
the EY scheme and for a value of y.,; of 0.06, which has the experimentally favoured
property of yielding a large three-jet fraction for a given four-jet rate of approximately
0.5% [14]. At lower y., values, where the four-jet rate becomes significant, the O(a?)
calculations at scale values of pu? = s are known not to give a good description of the
experimental multi-jet rate [15,26].

(1) The size of the uncertainty due to hadronization effects was evaluated by de-
termining the hadronization correction factors using the Monte Carlo Parton
Shower model with different fragmentation tunings. Specifically, the mean value
of xgp=Fhudron/ Eveam for primordial b flavoured hadrons was varied in the range
0.68 < (xg(b)) < 0.74 [11,19,20,27] by adjusting the ¢, parameter of the Peterson
fragmentation function [28]; in addition, parameters of the Lund fragmentation func-



tion [29] for the udsc quarks were varied in a range compatible with tuned values
[30].

(2) The stringent p and pF° cuts applied in order to achieve a b enriched sample of
events severely reduced the number of Monte Carlo events for the computation of
the detector and hadronization correction factors. The uncertainty introduced by
the limited Monte Carlo statistics proved to be one of the main contributions to the
overall systematic error.

(3) The uncertainties due to the errors on the percentages, P!, in the inclusive lepton
samples and the correction terms, C;, were also considered. The latter uncertainty
was found to be particularly significant owing to the large correction factors appli-
cable to the contributions from background processes.

(4) The experimental error was obtained by repeating the analysis for a variety of cuts
on the polar angle of the thrust axis. Any deviation outside expectations from
statistical fluctuations was assigned to the systematic error.

(5) Finally, a small systematic error was assigned due to the uncertainty inherent in
implementing the mass corrections.

The magnitudes of these uncertainties are listed in table 2. The final values (using
the E? scheme with y.,, = 0.06) with their statistical and systematic errors, corrected for
mass effects, are:

Rb

1 (1990) Ru—jsc = 1.01 + 0.08(stat) + 0.10(syst) ,
3
Rb

1 (1991) : Rui,c = 0.99 £ 0.05(stat) £ 0.06(syst) ,
3
Rb

e (1991) : Ru—jsc = 0.91 £ 0.08(stat) £ 0.07(syst) .
3

A weighted average of the above measurements, taking into account the common
systematic errors outlined in table 2, gives:

Ry

Tudss = 0.97 + 0.04(stat) £ 0.04(syst) .
3

In first order QCD, the three-jet rate is directly proportional to the strong coupling
constant, i.e. R3 oc a,. The ratio R}/RY%*° is therefore a direct measure of the relative
strength of the coupling constants. It has been verified that the influence of second order
QCD corrections to the relation between Rj/R4%* and o’/a“¥*¢ does not significantly
affect the determination of the relative coupling strengths within the present statistical
accuracy of the experiment, particularly when small energy scales (u? ~ yeu.s) in the
second order QCD expression are considered. The ratio for the relative strength of the
coupling constants is thus determined to be:

b
L _ 097 + 0.04(stat) + 0.04(syst) .

udsc
Qg

4.2 Method 2: fitting the lepton p and p; distribution in two-
and three-jet events

In the second method, rather than applying stringent cuts to obtain an enriched sample
of b events, the predicted shapes of the lepton spectra from the processes 1 = 1 to 6 were



used to fit the corresponding p and pi¢ distributions of the data. Here, the momentum
range considered was 4 < p(u) < 35 GeV/c for muons, and 3 < p(e) < 30 GeV/c for
electrons.

The analysis proceeded first by deducing from the Monte Carlo simulation the two-
dimensional p and p%*¢ probability distributions for each of the sources of prompt and
background leptons. These are taken separately for two- and three-jet events at parton
level leading to two- or three-jets at detector level. To help obtain smooth distributions,
dedicated samples of inclusive lepton simulation events were generated. The probability

distributions are thus denoted by:
P

where m is the number of jets at parton level, n the number of jets reconstructed at
detector level, and 1 refers to the six categories of lepton candidates. The value of y.,;
was chosen such that the fraction of four-jets at parton level is not greater than 1%.
These were grouped with the three-jet events. A correction was later made for their
contribution to the m = 3 sample when computing a’. For the prompt leptons, the
probability distributions, p[21 ,, were constructed as a function of fragmentation variable,
z [22]; this allowed the heavy quark fragmentation functions to be fitted.

Next the data were binned in p and p$¢ space for two- and three (or more)-jet event
samples and fitted simultaneously by a maximum likelihood method to the functions
F(n-jet):

F(Q_Jet): Z(NZZ f222 p222 + NZS fz’32 p?2)7
1=1,6
F(g_Jet): Z(NZS f233 p?S —I_ N22 f223 p223)
1=1,6
N gives the total number of m-jet events at parton level of type ¢, and f" is a fraction
that gives the probability of an n-jet event at detector level to have originated from an
m-jet event at parton level, such that:

fi22 —I_fi23 = 1 and fi32 —I_fi33 = 1 °

The corrections due to detector and hadronization effects, obtained using the Monte Carlo
simulation model and calculated as a function of z for processes 1 = 1,4, are therefore
incorporated into these fractions.

The free parameters in the fit are o, the total number of b events (or equivalently
the product branching ratio BR(Z — bb) x BR(b — p,¢)), and ¢, of the Peterson
fragmentation function [28]. Together, these parameters control the entries NZ, 5 and
their respective detection efficiencies (which themselves are a function of z), the shapes
of the probability distributions, p{] 5, and the fractions fZ7} ;. In calculating the cascade
contribution to the inclusive lepton signal, the ratio of the branching ratios BR(b —
¢ — u,e) /BR(b — p,e) was taken to be 1.0 £ 0.2 [31], and the product branching ratio
b — 7 — p, e was taken as 0.9% [32,33]. The contribution from charm (i.e. N2, p7% and
frn) is likewise governed by of, the total number of ¢ events (or equivalently the product
branching ratio BR(Z — ¢¢) x BR(¢ — p,€)), and €., while the amount of background
from misidentification and decays is determined by N and NJ* respectively. However,
owing to the large overlap between the charm and background distributions in p and pi©
space, no significant result for charm is obtained. The charm contribution was therefore
fixed to the Standard Model prediction (with BR(¢ — p) = 9% [34]), and aS(Mzo) set to
the current world average a; value of 0.118 [2], while the number of background events
from misidentification and decays was allowed to vary.



For the a; determination there is a dependence on the choice of renormalization scale,
z, = p?/s (here i denotes the energy scale); a®(Myo) was therefore determined as a
function of the scale in the range 0.003 < x, < 1, which corresponds to a choice of
p in the range between the b quark mass and Z° mass. The quoted value of ay(Myo)
is then the arithmetic mean of the two most extreme values; an error due to the scale
uncertainty is assigned by taking half the difference between the two extreme values.
The results have also been corrected for the small contamination of four-jet events in the
three-jet (m=3) sample (at parton level), for initial state radiation and for the b quark
mass [23]. The latter correction amounted to a change in o of about +4% when using the
E® recombination scheme with y.,;=0.06. Figure 2 shows the p(u), p#°(u) distribution
of the 1991 n-jet data, together with the results of the fit.

A number of sources of systematic uncertainties were investigated. These, together
with their estimated errors, are listed in table 3, and are as follows:

(1) The contributions to the inclusive lepton sample from background processes were
varied by £15% from the fitted values, while the contribution from charm was left
free. The contributions from Dalitz decays of the 7°, and from photon conversions in
the DELPHI material, were further varied by £50% in the inclusive electron sample.

These variations resulted in a large change for charm, but had only a small effect on
b

(2) The contribution from charm was varied by changing the product branching ratio
BR(Z — c¢) x BR(¢c — u,e) by + 25%, by allowing the ¢, parameter to vary such
that 0.48 < (xg(c)) < 0.56 [20,35], and by changing the value of of by + 30%.
Large differences in the fitted level of background were seen, but the effects on o®
were small.

(3) The contribution from bottom was likewise varied by changing the product branching
ratio BR(Z — bb) x BR(b — p,¢) by £ 10% from the fitted value (which was
in excellent agreement with published values [11,19-21]); the uncertainty in the
contribution from the cascade decays was studied by varying the ratio BR(b — ¢ —
ye) /BR(b— p,e) by £ 20%. These changes, however, had little impact on the o’
measurements. The fit was repeated using several other forms for the fragmentation
function [29,36]; these not only influence the momentum spectra of leptons from
direct and indirect b decay, but, in addition, influence the hadronization corrections
that are applied. Only small deviations in a® were, however, apparent. Typical
values of (zp(b)) were in the order of 0.71 to 0.73, in agreement with published
values [11,19,20,27].

(4) The result for o’ was found to be slightly sensitive to changes of £2% in the relative
lepton detection efficiencies for two- and three-jet events.

(5) Systematic effects due to details of the fit were investigated by repeating the fit with
different binning. The results for o’ were found to be relatively stable.

(6) The influence of kinematic cuts was also investigated. Fits were repeated with the
lower cuts varied over the range 3 to 5 GeV /c for p, and 0 to 0.5 GeV /c for pi#<; only
small deviations outside expectations from statistical fluctuations were evident.

(7) The fit was repeated with different definitions of the transverse momentum. In
computing p¢, the value of dj,;, in the LUCLUS algorithm was altered to 4.0
GeV/c; in another fit, pi#¢ was measured with respect to the jet axis computed by
the E jet finding algorithm with y.,; = 0.02; in a third fit, p5*¢, as used in Method 1,
was chosen. The changes in a® due to these various pr definitions were incorporated
in the systematic error.

(a4
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(8) To investigate the effects of possible deficiencies in the simulation of the detector,
fits were repeated using tighter cuts on the polar angle of the thrust axis.
(9) A systematic error due to the uncertainty in the size of the mass corrections was
also applied.
(10) Finally, a systematic error was assigned due to the uncertainty inherent in the choice
of renormalization scale.

As a further consistency check, fits were also repeated with y.,; values of 0.05 and
0.07; the results obtained were in good agreement.
The results quoted, in O(a?) and at the Mo scale, are:

S

©(1990):  ob = 0.126 4 0.009(stat) £ 0.005(syst) £ 0.009(scale) ,
@ (1991):  o® = 0.115 £ 0.006(stat) £ 0.004(syst) £ 0.008(scale) ,
e (1991):  a° = 0.117 £ 0.009(stat) £ 0.005(syst) & 0.008(scale) .

Combining the above measurements, taking account of the common systematic uncer-
tainties outlined in table 3, the final result quoted, at the Mo scale is:

b = 0.118 £ 0.004(stat) + 0.003(syst) £ 0.008(scale) .

A comparison with «a, for all flavours as measured from the three-jet fraction of all
the hadronic events, Rs(had), further allowed the b coupling strength to be expressed
in terms relative to that for the udsc quarks. Such a comparison has the advantage of
cancelling certain common systematic errors, in particular that due to the scale.

For a value of y.,; = 0.06 within the E° recombination scheme, using 1990 and 1991
data, oy, in second order [16] and corrected for mass effects [23], is measured for all
flavours at the Mz scale to be:

ot = 0.118 £ [< 0.001](stat) £ 0.002(syst) £ 0.008(scale) ,

where the systematic error includes uncertainties in the hadronization process and detec-
tor acceptance. This result is in excellent agreement with that obtained from a multi-jet
analysis appearing in a previous publication [3].

The relative coupling strengths are thus computed to be:

o
°— = 1.00 + 0.04(stat) £+ 0.03(syst) .

udsc
Qg

5 Summary

The strong coupling constant for b quarks has been determined from a multi-jet analy-
sis of a total of 356,000 hadronic events, and that subset containing leptons. An analysis
based on a comparison of the three-jet fraction in a b enriched sample of events (selected
by requiring leptons with large p and p5*®) to that of all hadronic events, yielded:

b
Qg

dsc

= 0.97 + 0.04(stat) + 0.04(syst)  [Method 1] .

oy
A study of the predicted ratio R}/RY4* as a function of ye..:, for different recombination
schemes, further illustrated the significance of the effect of the b quark mass on the
multi-jet cross section [23].
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By fitting the p and pi#¢ spectra of the lepton candidates in both two- and three-jet
event samples simultaneously, using the spectra predicted from the Monte Carlo simula-
tion for b, ¢ and background events, a measurement of a’ at the Z° mass scale, in O(a?),
was obtained:

b = 0.118 £ 0.004(stat) £ 0.003(syst) + 0.008(scale) .

A comparison with a; for all flavours as measured from the corrected three-jet rate in
the hadronic event sample enabled a measurement of the relative strength of the coupling
constants, thereby cancelling some of the common systematic errors, in particular the
scale error:

b
% 1.00 £ 0.04(stat) £ 0.03(syst)  [Method 2] .

udsc
Qg

The two methods, which are subject to different systematic uncertainties, give results
that are in gratifying agreement.

The results presented are in agreement with those of reference [8], and verify the
flavour independence of the strong coupling constant as predicted by QCD.
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Algorithm |Reference| Resolution, y;; Recombination
it+py)? = B - 7
E° [15] % Pr = m(}% ‘|‘pj)
By = B + B
. 2
p [16] p) Py =D + D,
By = |px

2.min(Ei2 ,E? ).(1—cosb;j)

Durham (D) [17] T Pk = pi + pj
Geneva (G) [14] W Pk =Di +p;

Table 1: Definition of the jet resolution variable, y;;, and of the recombination schemes for

various jet finding algorithms; E,;s is the total visible energy of the event, and p; = (E;,p,;)
denotes a 4-vector.



15

N (R
Systematic 1990 (1991 11991 e
(1) hadronization +0.01 | £0.01 | £0.01
(2) MC statistics +0.08 | £0.04 | £0.05
(3) B, v terms +0.05 | 0.04 | £0.05
(4)
(5)

4) detector effects | +£0.01 | £0.01 | £0.01
5) mass corrections| +£0.01 | =0.01 | =0.01
total (1) to (4) | +0.10 | £0.06 | £0.07

Table 2: Systematic effects on the experimental measurement of RS/ R4%¢ (Method 1). A
common systematic uncertainty of +0.03 is estimated within the muon samples, mainly
from the background processes contributing to the 3, v terms of (3). Systematics (1),
(4) and (5) are also common to the muon and electron samples.

A b

Systematic 1990 g [ 1991 | 1991 e
(1) background +0.002 | +0.002 | £0.002
(2) charm, e., af +0.001 | £0.001 | £0.001
(3) bottom, fragmentation|+0.001 |£0.001 |+0.001
(4) lepton detection eff.  |£0.001 |£0.001 |£0.001
(5) details of fit 40.002|40.001 | £0.002
(6) kinematic cuts +0.002 | £0.001 | £0.001
(7) pr definition 40.002|40.002 | £0.002
(8) detector effects +0.001 | £0.001 | £0.001
(9) mass corrections +0.001 | £0.001 | £0.001

total (1) to (9) 0.005 | £0.004 | £0.005
(10) renormalization scale |£0.008 | +0.009 | +0.008

Table 3: Systematic errors (rounded to the most significant decimal place) on the exper-
imental measurement of o’ (Method 2). The errors due to (1) to (4), (8) and (9) are
common to the two inclusive muon samples, and lead to a common systematic uncer-
tainty of £0.003. Systematics (2), (3), (8) and (9) are largely common to the muon and
electron samples, from where a common uncertainty of £0.002 is estimated.
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Figure Captions

Fig. 1

Fig. 2

The ratio R}/ Ry corrected for hadronization and detector effects, as a function of
Yeut for the different recombination schemes for the combined lepton data - (note the
different abscissa scales). The error bars are statistical only. Also indicated is the
value of y.,; at which point the four-jet rate falls below the 1% level. The dashed
line at unity represents the expectation from a flavour independent strong coupling
constant assuming massless quarks; the hatched area, on the other hand, encom-
passes the spread in values obtained when incorporating mass effects as described
in the text. The uncertainty due to the limited number of Monte Carlo statistics in
the computation of the mass effects is also taken into account.

(a) The pif© distribution of muon candidates in the 1991 two-jet hadronic data within
the range 4 < p(u) < 35 GeV/c, together with the predictions of the fit.

(b) The pic distribution of muon candidates in the 1991 three-jet hadronic data
within the range 4 < p(p) < 35 GeV/c, together with the predictions of the fit.

(¢) The p distribution of muon candidates in the 1991 two-jet hadronic data, together
with the predictions of the fit.

(d) The p distribution of muon candidates in the 1991 three-jet hadronic data,
together with the predictions of the fit.
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Figure 2a

022504
% DELPHI

20004 |
3 2-JET E° Scheme
o\ * (ycut:0.06)
= 1750
< ° 1991 data
§ 15007 [ ] background
O E N C—> U
= 1250 ¢ Q  boorop
% | - | b—u
O 1000+
- |
O
D)
>

0.2

1.0 15 20 25
(

Transverse momentum (GeV/c)



19

(o) O =
E © O - \ﬂ
o 2 =
c © O O -
o | O - -
N s WR@MCM
o =
tu 2 T T
— — O o a o
LLl
2
™
m o [ |/
- al
N -
: L
20 O o
=
+
+
f f f f
(@) () ) )
O O O O
@) LY ~r N

(0/N2O GZ'0)/S23DPIPUDD UoN

Transverse momentum (GeV/c)



20

Figure 2c
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Figure 2d
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