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is the most rigid. The second one is very flexible, very expensive, and not fast enough (not yet).
The first way can produce the fastest machine for precisely defined problems, though it

peculiarities of our task and built around a powerful microprocessor.
past categprjp for we envisage not simpy workstations (what was called "brute force"); we t in to a farm of processors adapted to thela farm ofWe shall ut the 'farm" in the l

Semi-custom designed systems.
c Commercially available p1pel1ned image processing systems.
lb A commercially available_ general purpose massive y parallel supercomputer.
These two solutions can perent wqys : a A dedicated architecture (fully custom designed) optimized or a class of algorithms.be imlemented in diff
erio . P
tg ppplrocessors, or a mprstreams assing through one processor which accomplis es the entire processing job in a longer-than-decision

ultitude of aallelhe cells of a lonchain o ielinedrate: to allow enougi laten?. This means either a single stream of data jumping serially into
itthe former by a lar e factor and, in act, this is the o y way to reac the necessary decisionthe decision or, equivalently, the run period of the trigger algorithm)[2]. The later can exceed

d to the machine (10It was recognizeecision rate im oseus) and latency (the period needed to process the bulk of event data fiom the input instant tod the basic distinction between d
1.3. About possible structures of the machine.

to modern microprocessors.

ther t e seed nor the lexibilitwe need in the second level hine because thneipfy triggering macey are intended for standard image processing tasks. Conceming the exibility they give precedence
level triggering machine. Nevertheless the commerci image processing systems do not have
in the class just described. Hence the advantage of imgge processing systems in building second

The algorithms tested so far for future detectors data (mostly simulations) mainly enter
time which accept nuclei up to 15x15.

n thgcoprocessors. Iis res ect the image processin architectures went further : There are true convolution units (convolirers) for standard TV real?(inteer) multipliers or (floating point)
e need of fast multiplying has led to supplementing the processor’s ALUs with

form &yi, which is used for convolution.
hen the val ly the look-up table" (LUT)wues are in a reasonay] grange, nametechni ues. For the former ones the core is t e " ot pro uct" operation : an expression of thebly (not verarc)transformations. For the last ones the nowaday technology allows a very fast implementation

illin sequences of simpler ones : ear integral transformations and point nonlinear

ilosoborrowed f

phlphy, rom imag; processing techniqilies, is to concentrate a feature in a oint _ y app ying transformations to t e mptlt data bulk. sually these transformations are split up
distinguish by the1r features (themselves difficult to choose - to define). The general
leads to characterige them as images and what we look for are pattems which we have to

plrocessing s. Our signals are complex ones (t e events are very complex), their appearance intuitivelyfunctional brick1.2. General remarks on data (signal)

thought as a minimum.
Mbyte every 1 ns to 2 kbytes every 10 ps -could be smaller and these 200bytes/ s must begyact that the stgpposed reduction factor of about 5* 105 by the first level tri ering - from 1 %
stems under development for other applications handle today; still we must be aware of the

give the main characteristics of the input : 200 Mbytes/s which is at the limit of what the

ut 2 kbtes i.e. onlso calle rens o d bhe first levelaboyy giof interest pointejgltriggering machine are further sent to the second ana yzing / deciding machine. ese two parameters, combined,
bunch crossing - 1S reduced bg the first level triggering to a rate of 10ys and to a volume of
_ owmg anay1S suppose, ptriggering [1], that_the amount of the data from_ detectorgs) - of tie order of 1 Mbyte per

lsis it das usuall seakin about the second levelpIn the oH1.1. The assumtion about the data stream.

1. Introduction.
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lThe commutator is controlled straightforward by the output of the FIFO ( ig. 2).
designing phase. As the machine is fully scalable, more processors must be snspplied to the farm.
input data will be lost; that must be acknowledged. But this situation has to be avoided from
consuming, or the number of processors is too small, the FIFO_will become empty and the new
rocessor numy ap en a processor finishes a task it sends its number as a new input to the FIFO. If the tasks are too time

bers in natural order. Ever10 s a steforward is made.that it is ready for the next task. The controller can be simply a FIFO initia$s; containing the
Su pose a processor jy are: send the diecision to the global decision processor and inform the controller of the commutator_ has ust finished its current task. The actions to be done bit
2.3. The input commutator and its controllers

a fast implementation of it.
lthat the main macro-operation is the dot product and t e gain in speed depends essentially on
Finally, the processors are to e pleculiari? of sigpal processing algorithms which must be considered. The benchmarkingalgorit _ ms use so far s ow once more

be defined. It is th
time-order of the decisions.
the flow of decisions due to the fact that having various processing times results in changing the
decisions and the dialogue with the external worl ) the task of this last processor is to re-orderthem. Apart fom a possible processing at a higher level (comparison of region of interest

he machine h dtput for the external world, a globaltas an unique ouecision rocessor (or a decision mana er) must collect every particular decision from farm members anti) further process g
i.e. the result of processing the 2 kbytes or more will be contained in a few bytes. So the output of any processor does not put any hard problem of communication compare with the input. As

_ Whatever algorithm machine w1ll run, we know that the decision about an event is short
the working state from all processors.
which distributes the successive jobs to the processors, having as its input the information about
the machine will work in a macro-asynchronous regime. It is the controller of the commutator
s are not necessary qse rqgions of interest of successive events can vary in number and size; so, the computing time for ifferent events will differ andileual becaue thThe data Iiock
machine when bi est blocks would come one after another.
make provision of enough computmg power (number of processors) as not to overload the

d at the mut of the machine andinto another rocessor. Consequently a commutator is nee epa controller for it, so that always the new data block reaches a free processor. One must only
sjdata, correspon mg to an event is fed into (the memory o a processor. The next block is fedFig. 1 dpicts a block diagram of a farm fed throu a HIPPI interface. Each block of
2.2. The block diagram.

system and at the same time IS enough flexible.
to accompjor an event, or o y or a relgion of_ interest, within a_reasonab e tune. That is possible with a well balanced structure whic contains less than a full image processinglish the ob f lfvto use just a "farml. e have to build thsprocessors so that each has enough computing power

eve set olp. This fact, impgficitely accepted in any approac so far, is essential for the opportunenessf data can be and will be rocessed independentlyuncorrelated and

diameter if we ta at the light eed is only 30cm/ns and the bunchke into account thspcrossing rate is 16 ns; but this is a task of the front en electronics). So, the successive "images" are

uncne.e. aetime to the triggering machi, ill thdata pertaining to a bh crossing are in the same stream (this time-or ering could not be trivial m machmes 20 m long and a few meters in a
One of the main assumptions about the data made so far is that they come ordered in

2.1. Why a farm can be the right choice.

2. The Farm.

advantage of a given solution with respect to others.
estimated developing time, and the cost - prototype and machine - which will decide the

ineandj-complexity of the mach, exibility (the a to be adapted to other gorithmic tasks and invariance to the input data format an output ata format). There are also actors like theand latency for benchmarking ajgorithms or eqjiivalent ones· also degree ogparallelism and
As pointed out in [2]_, the technical performances to be considered are : the decision rate

1.4. The comparison criteria to be taken into account.

HIPPI interfaces will e used [2].
se second level triggering machine with the first level triggering one is the custom job. Mugiple
till the inherent restrictions in flexibility are the same. In all cases tle need for interfacin thThe third could manage the data stream also as a small farm of such s stems working in parallel; il
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y one a coarse esf tprocessors. An extended analysis to other algorithms will be done to prove that, indeed, for t e second levelWe merelhave d timation of the needed number o
It results 5*30+ input time = 160 ps. It means that at least 1 processors are needed in the farm.to one event, 5 region of interest at most (as estimate ing2]) are fed m the same processor.

fulused for inut data. This means the totaly ptime — input plus processinagl - necessary for one region of interest of an event is about 40 ps in thisexample. ow suppose_ the data pertainingSu pose the 10 ps between two events at the input of the second level triggering machine are l
the slowest version of modern RISC microprocessors, 20MI-Iz, is 600*50 = 30OO = 30 ps.for the whole algorithm. Hence, the order of magnitude for the run time of this al orithm, with g
time estimated of the same order as te total computing time. Approximately 600 cycles resultIthe dot products. The same for UT o erations. Instead, we shall supplement a communication if

for 5 divisions. Wds about 30cclesi.e. 150 ccl

ivision nee_y, yes are necessary e can suppose these operations (accomplis ed by the microprocessor) are done in parallel with
%0. ll"he scalar d

terms every mac_gysor every ou of 16 terms products, let it be 0%. Then the total number of machine cycles amounts toproduct of 16 tphine ccle. An overhead of a few ccles mut be adde f
he 256 ixels field will be done 16h bi er than 4x4). Thmucen every operation on tin ste s. The totalénumber of equivalent dot products amounts to 1%. The machine must comute a dlot

l16 multipliers constitute t e convolver (as we mentioned , there are TV real-time convolversnumber of equivalent dot products rises to 13. Let consider the hypothesis that a battery of only
parallelism for the comparison and_multiplication is the same as for the dot product. So the
to read and store the log we need once more the time to input the data. Suppose the degree of
[and a nonlinear function (logarithm). The astest way for the ast operation is a LUT technique;a set of 3 operations over the entire fiel (ector operations) : a comparison, a multiplication,
products over the entire f1eld 256 pixelg) lus 5 scalar divisions, 4 scalar multiplications, and €
iand the program in [3], Annex . ere are 8 sums (trivial dot products) and 2 non-trivial dotcomputing power it needs : the algprithm for electron-pion separation in Spacal (the algorithm

_ Let us analyze a rather complex benchmar g algorithm from the pomt of view ofpomtwise transformations. The Annex exp ams the pppcessor structure (Fig. 4 an 5).
memory if the needed_outcome is a vector (Fig.5). The proposed architecture also provides fast
machine cycle. The products - the intermediate results - can also be stored ack in the

because th as to be accessed in a highlr arallel waand a batterof mu ti h)e memory hgpy y ers is needed. Fig.4 shows a rather general structure w ich allows in the limit one dot roduct per b
microprocessor. From the architectural_point_ of view this means more than a coprocessor
convolution so, in fact, a very fast convolver must be attached to the general purpose
for fast implementation of it. In general this dot product is just a step in computing a
y e processor im oses a general purpose microprocessor but the fact we have a specific operation - the dot proguct — means we need a special facilityThe flexibilitwe demand from th

3. The processor.

iworthwhile to write them in assembler language the gain in speed is significant.they run repeatedly every 10 ps. They must be implemented to achieve the fastest run and it is
Contrary to tg pp, gms are maintained unc anged for long periods - let be only days - when running in real experiments;he usual. situation durinthe develoment hasethe alorith
2.6. On the algorithms and programs which implement them.

a special hardware must implement the functions mentioned above.
It must also be a chip for which the developing tools are rather well known. round tle coreand whose integer arithmetic precision IS sufficient for most needs of our sign rocessin tasks. gfprocessor. It means a 32 bit engine which executes most instructions in a sirggle machine cycle

e vprocessors. e envisage the use of modern fast RISC microprocessors or DSPs as the core of the
2.5. Th

for various regions of mterest of the same event.
farm processor task). The supplementary computation might e the comparison of the resultsThis allows enough time for supplementary computation at higher level (above the vel of the

10 few - (depending ofvom, f one every ps - or at most a the distribution otp tasks: one region of interest per processor or one full event per rocessor). le
lue as the out uts arewith a rate o

erii 10 us. On the average, its inputs (coming from the processors of the farm) are of the same sma
lordered. his allows thenumb, erprocessor memory, natur y simplest recovery of the order (Fig. 3). e global decision processor outputs a decision everthe results will be stored in ththe labels of data (the event numaer, regions of interest positiqp). Accordin to the event T

ecisions. The result of the event data rocessing sent to the global decision processor contains also lf
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characteristics.
parallelism of the system (Erocessor blocks) to its limits bearing in mmd the c}ups’

e conThfiguratioraims at g ypoperat1ons_, vector/dot product, floating oint) at the evel of a "region of interest" and pushing thebalancinthe needs all tes of (LUTin e en ent access to an ocation in t e memory. P ii
[SQ. Regarding the CY7CB30 131 duzal ports memory: "Two ports are provided permitting "
for concurrent operation throu the use of an optional second processor" (from User’s Cyuide

for ecfl he CY7C602 Pinstuctions excet ifiating pont acoprocessor o‘pTerations. TU does its floating point calculations concurrently with CY7C601 I . The architecture also allowsflfo ll" 1 s t e rima rocessin en e m t e arc itecture, executin a iip5 gygiiiii E

CY7C601integer unit supporla_ coprocessor iriterfzgzeglgigows cioncurrent execution of floating pomt, ctgpéocaeésor agd integer mstruct1onsH `'ts a tightly couped floating pomt interfce and
r standard high speed chips. As for microprocessor we shall quote om DataBook [4]: "TheThe LUT is simply a 64K memory (e.g. two chips of 64K*82and the MACs are also
ta en.timemories, dual port memories, an SPARC RISC am y rom Cypress Semiconductor were

b) the existence o port lTlCmOQ' ce existence os_programae multipliers and fast large memories 364 ).As an example Sonly), the multipliers, _fast access large
bldual f fat 16*16hips; c) thare: a) the possibility of concurrent operation of master unit, coprocessor and floating point unit;

The parallelism canbe achieved with modern circuits. Some key features in this respect

c A floatirpg pomt elpegtiong _ An ot er intern 0 eration. y p

A DMA-te LUT LUT memory;a ypocperation : memory b A multiple product/ ot product operation;
iparallelism at the level of the processor blocks, name y :

The architecture shown in the system block diagram of the processor suppose a multiple

Annex.

for the machine with two coprocessors.
super·processors containing microprocessors 1S much more difficult than using existmg software
microprocessors constituting the "processor_(0n the farm)._Also developing the software for
the identzjied computing _need.s, appears far more efficient than simply multiplying the ”

level of a region of interest woueggy pution to surround a powerful microprocessor with speci coprocessors and dedicated hardware fitted forllld ned to eloit ankind of aralle sm. e solactually there is little correlation between two suceessive units. Optimizing the prpcessing at the
solution; in our case the un1t_ for processing is the processing of one region of interest, and
processor per node. The jit of the architecture to the computing needs is essential for an ejicientthe last decade show a firm evolution rom the one bit processor to powerful man bits i
enough speed and the prices are extremely high. The massively parallel machines developed in
Une may sum up e reasons _ m ogpurpose supercomputers cannot be used as a second l_evel triggering machme because they do not avefor thefarsolutin : The eneralth

4. Conclusions.

that with nowaday faster chips the number of processors could be even less than 10.
sca abiblty of the machine insures the possi ility to add more processors if necessary. We believetriggering demands, a farm of 20-30 such processors will be always sufficient. Nevertheless the
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Fig. 3
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Fig. S Connecting MACs in the system
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