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Measurement of o, in Hadronic Z Decays
Using All-Orders Resummed Predictions
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Abstract

Using 109000 hadronic events obtained with the ALEPH detector at LEP at energies
close to the Z resonance peak, the strong coupling constant «;(M3%) is determined from
an analysis of the global event shape variables thrust, heavy jet mass and the differential
two-jet rate based on the kr-clustering scheme. The analysis uses improved theoretical
predictions in which leading and next-to-leading logarithms, resummed to all orders,
supplement second order expressions. After combining the results from all variables,
as(M2) is measured to be 0.125 & 0.005, where the error is the quadratic sum of
experimental and theoretical uncertainties, and is dominated by the latter.
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1 Introduction

The strong coupling constant a, is the only free parameter of Quantum Chromodynamics (QCD).
In the framework of the standard model of strong and electroweak interactions, it is related to
one out of three fundamental gauge couplings, and it is the coupling constant which is least well
known. '

The best measurements of o, in Z decays have resulted from the analysis of hadronic final
states by comparing jet rates [1-7], distributions of global event shape variables [1, 8, 6, 7] and
energy-energy correlations [8, 9, 10, 11, 6] with second order QCD predictions (e.g. {12, 13]). The
systematic precision has been limited by the necessity to compare a hadronic final state with a
second order partonic state (with at most four partons), and by the residual dependence of the
theoretical predictions on the choice of the renormalization scale, u {13].

Although QCD predictions to O(a2) are not within immediate reach, there has recently been
significant theoretical progress concerning the resummation of large logarithms in the perturbation
series to all orders of a,, performed by S. Catani et al. [14, 15, 16]. This reduces the uncertainties
related to the transition between the perturbatively computable parton level and the hadron level
as well as the uncertainties related to the renormalization scale. It also extends the range of
validity of the predictions into the region where the emitted gluons are close in phase-space to
the original quarks (the so-called two-jet region), and where the experimental statistics are high.
In particular, all leading and next-to-leading logarithms have been resummed for the global event
shape variables thrust [14], and heavy jet mass [15]. Also the logarithms in the expressions for jet
multiplicities are known to exponentiate in the case that jets are defined by a proper clustering
scheme (defined in section 2). For these multiplicities all leading logarithms and part of the
next-to-leading logarithms have been resummed [16].

In this paper, the variables thrust, T, heavy jet mass with respect to the thrust axis, p = M} /s,
and differential two-jet rate, ya, are (re-)analyzed in the framework of the additional theoretical
results. After a brief recapitulation of the event selection and data analysis in section 2, section 3
suminarizes the theoretical predictions. The uncertainties due to the hadronization process and
unknown higher orders are discussed in sections 4 and 5. The final measurement for a is presented
in section 6; section 7 contains the conclusions.

2 Event Selection and Data Analysis

The ALEPH detector, which provides both tracking information and calorimetry over almost the
full solid angle, is described elsewhere [17]. The analysis is based on 109000 hadronic events at
center-of-mass energies in the range 91.0 GeV < /s < 91.5 GeV. Only charged particles measured
in the tracking chambers of the ALEPH detector are used and the pion mass is assigned to them.
The event and track selection is identical to that used previously [1, 8].

The experimental distributions are corrected using hadronic event generators and the ALEPH
detector simulation program for the effects of geometrical acceptance, detector efliciency and
resolution, decays, neutral particles, secondary interactions, and initial state photon radiation.
All distributions are in addition corrected back to a fixed center of mass energy, /s = 91.2 GeV.
The corrections are dominated by the cuts defining the geometrical acceptance. In order to keep
the corrections for neutral particles small, the total visible energy of charged particles is used in
the computation of all event shape variables instead of the center of mass energy. The inclusion of
the calorimetric information on neutral particles would result in a loss of experimental resolution,
especially in the two-jet region. The systematic experimental errors are estimated by varying
selection cuts and by employing different event generators tuned to describe the overall structure




of hadronic final states [18].

The analysis is based on the distributions of the global event shape variables thrust (1'), heavy
jet mass with respect to the thrust axis (p) and the differential two-jet rate (y3). Definitions can be
found in reference [13]. The variable ys is used in the context of the kr-clustering algorithm [16, 19].
For this algorithrn each final state particle is initially considered as a jet. For each pair ¢, j of jets
the metric

2min { £2, E? 4k2
yi; = éz J) (1 —cos®;;) = EZT (1)

is evaluated, where ©;; is the opening angle between the three-momentum vectors of the jets and
kr is the smallest of the two transverse momenta of the jets with respect to the axis dividing
©,; into two equal angles. The pair with smallest y;; is merged into a single jet by adding the
corresponding four-momenta (“E-scheme” recombination). The procedure is iterated until exactly
three jets are left, at which point the smallest y;; defines ya.

3 Theoretical Predictions

Previous ALEPH measurements [1, 8] of a,(M%) using event shape variables were based on exact
second order matrix-elements [12], which were integrated to predict distributions for suitable
event-shape variables following the procedure of [13]. For any event shape variable X, the second
order predictions for the cumulative distribution, defined by

R(y,a:) =

o(X <y) , ()

Tiot

can be expressed as

nR(y,e0) = a, A(y) + 02B(y) + 0(a5) . 3)

Here and in the following the explicit dependence on the renormalization scale, g, is dropped in
the arguments for simplicity. The functions A and B are specific {or the event shape variable and
are obtained from appropriate integrals over the first and second order matrix elements.

Alternative expansions of In R in terms of the logarithms L = —Iny, as displayed in table 1,
have been performed in the case of y = 1 — T, p, y3. These logarithms become large in the two-jet
region. The expansion can be expressed in the form

InR(y,00) = L fro(asl)+ fxre(es L) +O (% (o L)”) . (4)

The functions frz and fyrz depend only on the product of e, and L. The first two terms in
eq. (4) represent the leading and the next-to-leading logarithms. They have been computed for
the variables 1 —T, p and (partially) for y; in [14, 15, 16]. The following terms are called subleading
and have not been calculated in [14, 15, 186].

The relationship between eq. (3) and eq. (4) becomes apparent when the latter is in addition
expanded in powers of a,:

o0

lIlR(y,Ofs) = Za"; (anLn+1+ann+_”) . (5)

n=1

This expansion is shown schematically in table 1. The first column (o o L™ represents the
leading logarithrns, the second column (o o L") the next-to-leading logarithms and the first two
rows tepresent the complete O(a?) predictions of eq. (3).



An improved prediction thus can be constructed by combining the exact second order pre-
dictions of eq. (3) with the leading and next-to-leading logarithms of eq. (4), starting in O(a3).
There are several ways this matching can be done.

e The contributions up to (}(a?) can be subtracted from the resummed expression of In B in
eq. (4) and the result added to the complete second order prediction in eq. (3). From this the
prediction for R is derived by taking the exponential, and finally the distribution dR/dL is
determined by differentiation. This method will in the following be called “In B matching”.

e In analogy, the second order prediction for R, instead of In R, can be combined with the
exponential of the all-order resummed leading and next-to-leading expression for In R. This
will be called “R matching”.

e An intermediate matching method can be used as well?, where all the known logarithmic
terms (including the known subleading term proportional to a?L) are exponentiated.

All these matching schemes lead to predictions which contain the complete O(a?) part and all
resummed logarithms. The differences, which are due to different schemes for the exponentiation
of the corrections, are of O(a?); they are subleading for thrust and heavy jet mass and next-to-
leading in the case of ya, since not all next-to-leading terms have been computed for y3. The third
scheme is in principle best justified theoretically when a complete calculation is considered. This
is not necessarily true, however, when the perturbation series is truncated at the next-to-leading
order. All three schemes are therefore considered as realistic approaches in this analysis. Since the
In R and the intermediate matching are found to produce results which are practically identical,
only the differences between the In R and the R matching schemes will be used to assess one of
the theoretical uncertainties, which is referred to as the matching ambiguity.

In view of the improvement of the theoretical predictions obtained when using the new cal-
culations [14, 15, 16], the role of the renormalization scale parameter, y, has to be rediscussed.
The explicit g-dependencies of the different terms in eq. (3) are given in [13]. Those for eq. (4)
can be found in [14],[15] for 1 — T and p, and in the appendix for ys. In the past, when compar-
ing data with second order calculations, very small values of the renormalization scale have been
used with the goal of mimicking the large missing higher than second order corrections (2, 4, 6].
The introduction of such small scales results in the addition of some terms of the next-to-leading
logarithmic type to the prediction.

Since leading and next-to-leading terms are now included to all orders in the theoretical pre-
diction, there is no longer motivation to consider small scales [14, 20]. These would introduce
large terms In 4?/Q? in all orders in the perturbation series which are not any longer needed to
compensate unknown leading and next-to-leading logarithms. Therefore, the convergence of the
perturbation series would deteriorate. Nevertheless, moderate changes of the scale around the
so-called natural value, f = p2/s = 1, will be allowed for as estimates of theoretical uncertainties.

The fits to the experimental distributions have been performed with two independent imple-
mentations of the theoretical predictions. In one case the functions A and B in eq. (3) have been
computed for the variables ~lnys, —In(1 — 7') and — In p, using the appropriately modified inte-
gration program EVENT [21]. The resulting second order predictions were then combined with
the formulae in [14, 13, 16] in the way indicated above. Independently, the original program [22] of
the authors of references [14, 15, 16] including the combination with the second order calculation
was used. ‘The differences between the two implementations were found to be negligible.

2This scheme is defined by equations (3) and (4) in reference [14].




4 Correction for Hadronization

The theoretical predictions described above concern a purely partonic final state and do not deal
with the hadronization of these partons. The predictions therefore have to be folded by a response
matrix [1] which has to be determined using fragmentation models. They have to be chosen such
that the hadronization starts from partonic final states corresponding as closely as possible to the
analytic perturbative calculations.

Most suited are therefore parton shower (PS) models based on the probabilistic interpretation
of the leading-log approximation [23, 24]. In this analysis, the Lund PS model [25] {version 7.2)
as implemented in the JETSET package and the HERWIG [24] generator (version 5.3) are used.
The models have been tuned [18] and describe well the general structure of the hadronic final
state. There are important differences between the Lund PS model and HERWIG:

e The hadronization in Lund PS is based on the break-up of color strings [26] between final
state partons, while HERWIG uses a cluster fragmentation scheme [27].

e The first branching in the parton shower follows the exact O(a,) matrix element in Lund
PS while HERWIG uses the leading-log approximation already in first order.

e Effects of gluon coherence [28] and spin correlations [29] (which are partly beyond leading
logarithmic order) are taken into account to a larger extent in HERWIG than in Lund PS.

The differences hetween the corrections as derived from Lund PS and HERWIG are therefore
included as part of the hadronization uncertainties.

Although PS models resemble closely the structure of the analytic formulae, the correspondence
is not perfect:

e Parton showers have to be stopped after a finite number of branchings when the virtual
masses of the partons have reached a non-perturbative regime of Qo ~ 1GeV. The exponen-
tiation of leading logarithms, however, corresponds to a sum over all branchings down to a

(o of the order of the QCD scale, A.

o PS models contain leading logarithms but not all of the next-to-leading logarithms. Since
the models are tuned to describe the data, missing terms can be effectively accounted for
by the hadromization process. Some of the next-to-leading logarithms may therefore be
double-counted due to the folding of the hadronization correction.

e PS models do not contain the full @(a?) while it is present in the theoretical predictions. The
subleading terms of second order may therefore be double-counted. In the case of HERWIG
the same is true even for the O(as,).

The corresponding uncertainties are estimated in the following way:

e The parton showers are stopped at different values Qo of virtual parton masses. For each
value the corrections for hadronization are computed. The dependence on (o is then used
to extrapolate the correction (linearly) from Qo &~ 1GeV to (Jo = 0. These extrapolations
are found to be very small. They correspond to changes in the fit value for a,(MZ) around
0.001 in ali cases.

¢ The differences between Lund PS and HERWIG contain a combination of hadronization
uncertainties and double-counting effects. In order to isolate the double-counting, Lund PS
is also used with the explicit O@(a,) matrix elements switched off. The influence of the missing
O(ce) should result in a realistic estimate of the systematic effects since all possible double
counting for Lund PS8 is of higher order.



The error due to hadronization corrections is defined as the quadratic sum of the full size of
the change in o, due to the extrapolation of the corrections to Qo = 0 and half the range of
corrected values of o, obtained by using the three PS models HERWIG, Lund PS, and Lund PS
without the O(c,) matrix element. The corrected value of a, is taken to be the center of this
range, extrapolated to Qo = 0.

The fit ranges were chosen such that the hadronization corrections for the theoretical predic-
tions stay below 10%. In addition it was required that the fit ranges do not approach the three
parton phase-space boundary (2/3 for thrust, 1/3 for heavy jet mass and 1/3 for the differential
two-jet rate), where the resummed logarithms are no longer large and therefore the matching
ambiguities due to the omission of sub-leading terms start to be big. The fit ranges which meet
these criteria are [1.6,4.0] for the variable — In y3, [1.2,2.6] for —In(1—T'), and [1.8,2.8] for —In p.
These fit ranges are considerably larger than the ones used in the earlier ALEPH analysis [1} even
though the requirement for the maximal size of the hadronization corrections was weaker.

An example is given in table 2, where the fit values of a,(M%) (using the R matching and scale
parameter f = 1), extrapolated to Qo = 0, are shown for the uncorrected case, after correction
by the three PS models, and for the center of the range spanned by the models. It can be seen
that the fit results change only slightly when leaving out the exact O(«,) matrix element in the
Lund PS model, in contrast to the naive expectation of an O(a,) (i.e. #10%) difference. This
is explained by the fact that the main differences between the two tuned models occur for the
parameters governing the perturbative parton shower, while those governing the hadronization
process are almost identical [18].

5 Theoretical Uncertainties

Two methods have been used to estimate the theoretical uncertainties in the QCD prediction:
¢ Applying the In R and R matching schemes as described in section 3.

¢ Changing the renormalization scale in a limited range of —1 < In f < 41 around its natural
value In f = 0. These scale variations are somewhat larger than those used in [14].

The central value of o, is taken as the mean of the results using the two matching schemes at
In f = 0. The theoretical error is defined to be the maximum difference between this central value
and the fit results obtained from all combinations of scales and matching schemes. The theoretical
uncertainties are found to be small for the differential two-jet rate (40.0043) and slightly larger
for thrust (£0.0065) and the heavy jet mass (£0.0057).

Fig. 1 exhibits the dependence of ¢, on the renormalization scale parameter f. The bands
represent the ranges covered by the different matching schemes. For illustration, these dependences
are also shown in the case that pure first order predictions or pure second order predictions are
used without applying any further correction for missing higher orders. In these cases the R and
In R matching schemes are defined in analogy to the case of the full prediction,

In R matching: R(y) = exp (asA(y) [-{—aiB(y)])

R matching: R(y) = 1+ o,A(y) [—i—ai (B(y)—l— %A?‘(y))] ) (6)
where the terms within squared brackets only apply to the second order case. It is seen from
fig. 1 that both, scale dependencies and matching dependencies, drop drastically from first order
to second order and finally to second order improved by resummed logarithms. This reflects the
expected improvement in the rate of convergence of the perturbative series after the inclusion of
the resummed {erms.




In the case of thrust and heavy jet mass, the scale dependence is the dominant uncertainty while
the matching ambiguity dominates the theoretical error for ys. This larger matching ambiguity
for ys may be due to the next-to-leading terms missing in [16].

The scale dependence for ys vanishes locally around the natural scale. On the other hand, for
In f below —1.5, the scale dependence becomes very strong. At the same time, the quality of the
fit degrades, as can be seen in fig. 2. Similar but somewhat weaker trends are observed for the
other two variables, also shown in fig. 2.

A number of checks have been performed to ensure that the theoretical errors are not under-
stimated. They include:

e Dropping the second order terms not included in the resummation of large logarithms and re-
peating the fit. The maximum variation in the fitted value of o, is well within the theoretical
errors.

e Adding or subtracting an estimate of the unknown third order terms obtained from the
corresponding second order terms, rescaled by the ratio of the second and first orders. The
maximum change is again within the theoretical errors.

e Moving the phase space boundary. In the implementation of the theoretical predictions used
in the fits all unknown subleading terms are replaced by a constant such that In i = 0 at
the phase space boundary for the event shape variable under consideration. This ensures
that the differential distribution is properly normalized to the total cross-section. One can
argue that, since the predictions are complete only to O(e?), the normalization should be
performed at the phase space boundary for & four-parton final state [22]. The effects of this
modification, as well as the effects of removing altogether the constraint, have been found to
be negligible.

For comparison, an exponentiation of part of the leading infrared corrections, as suggested
in [30], has been combined with the second order prediction®. The results agree with the approach
described above within the 5% accuracy claimed in {30], except for the case of the heavy jet mass,
for which the discrepancy is almost 9%.

6 Fit Results

As can be seen from fig. 3, the theoretical predictions are in good agreement with the data inside
the previously defined fit ranges for all three variables —Inyz, —In(1 —7'), —Inp. Even in the
two-jet region outside the fit ranges, where hadronization corrections as well as corrections due
to detector effects are very large, reasonable agreement is found. The tail towards the three
parton phase space limit is also well reproduced by the predictions for the variables —Inys and
—1In(1 — T'). This tail is less well described for the —In p distribution. In this case the fit quality
becomes poor if the fit range in fig. 3 is extended by one or two data points towards the left.
The resulting values for a,( M%), however, do not change significantly compared to the systematic
errors. The other two variables turn out to be insensitive to any small variations in the fit ranges.

*The simple procedure used in [30] to obtain the improved « values amounts essentially to a constant shift of around
10% with respect to the results obtained with pure second order predictions. On the contrary, in this comparison the matrix
clements are explicitly modified following the exponentiation prescription of [30] before applying hadronization corrections.
The resulting fits lead to different shifts for the a. values obtained from the three variables.
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Using the above definitions of hadronization uncertainties and uncertainties in the theoretical
predictions, the results from the three distributions are found to be

ao(M2)|,, = 0.1257 £ 0.00104; & 0002540 £ 0.0007404r % 0.00431e0
a(M2)r = 0.1263 = 0.0008,0 = 0001055 = 0.00284a4r % 0.0065:5e0 (7)
as(M2)|, = 0.1243 £ 0.0010:; £ 000335551 = 0.0042404r £ 0.005T000

where the first error is statistical, the second estimates the experimental systematics, the third
concerns the hadronization correction, and the last is the estimate of theoretical uncertainties.

In order to derive a combined value for a, , weighted averages of all the individual fit results
that were used in the definition of the errors are computed. In each case the statistical errors of the
values of ¢, obtained for the three variables are conservatively assumed to be fully correlated. The
analysis is then redone in the same way as for individual event shape variables. The weights in the
average are chosen to optimally exploit the independent information in the three measurements
for a; which is reflected in the final overall error reaching a minimum. The combined measurement
which thus takes into account the correlations between all systematic errors is given by

@, (M2) = 0.1251 £ 0.0009,45; & 0.00214y57 =& 0.0007pqq, + 0.00384pe0 (8)

If the weights are simply taken to be the inverse of the squared overall errors of the individual
measurements, the final result does not noticeably change. After adding all errors in quadrature,
the combined measurement corresponds to a,(M2) = 0.125 £ 0.005. This number is compatible
with the earlier ALEPH measurements [1, 8] but carries a significantly smaller error.

7 Conclusions

A new measurement of o, (M%) has been performed using the global event shape variables thrust,
heavy jet mass and differential two-jet rate, and exploiting improved theoretical predictions which
combine second order matrix elements with an all-order resummation of leading and next-to-
leading logarithms. These lead to a better description of the data without the necessity to intro-
duce small renormalization scales. The combined result of the measurements, a, = 0.125 1 0.005,
agrees with the earlier ALEPH measurements but is more precise by almost a factor two. The
overall uncertainty is still dominated by theoretical errors.
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Appendix: Prediction for y; Including Scale Dependence

The resummed expression (before combining it with the second order prediction) for In E(ys) is
given in [16] as

. Cr (V5 dg s 3
In R(ys) = —2?"’ jﬁs_ ?as(qz) (1n i 5) : (9)

with Cp = 4/3. The explicit dependence on the renormalization scale  is obtained by expanding
as(q?) in terms of a,(p?), using the solution

an(g?) = ) (1 ULECO w) (10)

w o w
of the renormalization group equation

g do
a djs?

= —bga? — blai’ + (’)(a:) , (11)

where
2

w = l—bgas(;ﬁ)ln'u—2

q
. 33 — an
by = ——
127
153 — 19n;
by = — 2
! 2472 ’ (12)

with n; = 5 being the number of active flavors. This second order solution is at the same time
exact to all orders in leading and next-to-leading logarithmic accuracy.

The integral can be performed analytically. After dropping all terms of subleading order, the
remaining part constitutes the leading and (incomplete) next-to-leading logarithmic prediction for
ya, including the scale dependence,

Cr

by fz+In(l—2) 1 , 3
+ %< T = +21n(1—$) —21n(1—$)
2
i _ il
(1 © +n(t ;r:)) mt (13)
with
z = —as () bo Inys (14)
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Leading Log | Next-to-Leading Log Subleading
First Order a,L? a,L o | a0 (%
Second Order all? alL? a’l a? Y, (%)
Third Order a®L? Q23 Sl a3l ol a2 0 (%)
Fourth Order o A atl?

Table 1: Schematic representation of the order by order expansion of theoretical prediction in leading logarithms,
next-to-leading logarithms and subleading logarithms.

a, from —Iny; | o, from —In(1 — T) | @, from —In(ME/s)
in range [1.6,4.0] | in range [1.2,2.6] in range [1.8,2.8]

Uncorrected value 0.1152 0.1314 0.1276
Corrected with:

Lund PS 0.1221 0.1298 0.1231

HERWIG 0.1234 0.1246 0.1295

Lund-PS, no O(a;) 0.1226 0.1272 0.1218
Average corrected value 0.1228 0.1272 0.1257

Table 2: Fit results for ¢, from different hadronization corrections extrapolated to Qp = 0. The average corrected
value is defined by the center of the range spanned by the different hadronization models. The theoretical predictions
were applied with R matching and the scale parameter f = 1.
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Figure 1: Fit results for a,(M%) as a function of the scale parameter for the variables y3, T and p. The
bands correspond to fits from first order, second order and complete predictions (see text). The width of
the bands represents the matching dependence. The dotted vertical lines show the range in In [ used in
the evaluation of the theoretical uncertainty.
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Figure 2: x? per degree of freedom as a function of the scale parameter for the variables ys, T and p. The
R matching scheme was used and the hadronization corrections were taken from Lund PS. Only statistical
errors in the data are taken into account in the fits.
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18



	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18

