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Abstract

A search is performed for dark matter produced in association with tt pairs in data
from proton-proton collisions at a center-of-mass energy of 13 TeV at the LHC. The
data corresponds to 35.9 fb−1 collected with the CMS detector in 2016. The analysis
looks for an excess of events with large imbalance in transverse momentum and a top
quark pair decaying in the dileptonic mode. The results are interpreted in the context
of simplified models of dark matter production. Assuming unitary coupling values to
standard model (SM) particles gq, and dark matter (DM) particles gχ, and DM mass
mχ = 1 GeV, the observed (expected) 95% CL exclusions for a scalar mediator are
mφ < 74 (99) GeV. The 95% CL exclusion expected for a pseudoscalar mediator is
ma < 50 GeV, while none is observed.
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1 Introduction
Initially postulated by F. Zwicky [1], the existence of dark matter (DM) is strongly supported
by indirect evidence from astrophysical observations, such as galactic rotation velocity disper-
sion curves [2] and gravitational lensing from cluster mass measurements [3]. The standard
model (SM) does not predict the nature of DM nor of the forces governing SM-DM interac-
tions. The possibility remains open that DM interacts with ordinary matter via forces besides
gravity. Compelling extensions to the SM aiming at circumventing the hierarchy problem [4–
6] postulate the existence of new, stable, weakly interacting particles at the electroweak scale
(∼ 100 GeV), so-called WIMPs [7]. The typical WIMP annihilation cross sections would lead
to the observed DM relic abundance from the freeze-out mechanism, known as the “WIMP
miracle”. Consequently, the LHC provides a rich playground for the direct production and de-
tection of DM by all-purpose detectors such as CMS and ATLAS. If DM particles are produced,
they would escape the detector undetected, creating an imbalance of momentum in the plane
transverse to the beams (~pmiss

T ).

The Minimal Flavor Violation (MFV) [8, 9] hypothesis is strongly motivated by the apparent
lack of new flavor physics at the electroweak scale. If the new physics associated with DM
obeys the principle of MFV, then mediator interactions inherit the Yukawa structure of the SM.
In this scenario, the coupling of DM to heavy flavors such as the top quark is favored. At
leading order, the process is gluon-induced and a tt pair is produced in association with a pair
of DM fermions, as shown in Fig. 1. The DM fermions can be either Dirac or Majorana with the
difference being a factor of two in the cross section; they are taken to be Dirac fermions in the
following.

Figure 1: Leading order Feynman diagram describing the production of DM particles (χ) in
association with a top (bottom) quark pair through a spin-0 mediator (φ/a).

This note describes a search for DM in the tt dilepton final state, in which both W bosons from
the top quarks decay into a lepton and the corresponding neutrino. Three strategies that ana-
lyze the proton-proton (pp) collision data collected by the CMS detector in 2016 at

√
s = 13 TeV

are presented. One strategy exploits the increased ~pmiss
T due to the undetected DM particles in

a possible signal scenario. The other two strategies follow multi-variate analysis (MVA) ap-
proaches and rely on the kinematic reconstruction of the tt system, detailed in Sec. 5. The MVA
strategies exploit differences in the tt reconstruction between SM processes and the possible
signal. An artificial neural network (ANN) trained on a discriminator which estimates the
potential signal mediator pT is used in one of the MVA strategies. Another MVA strategy em-
ploys a boosted decision tree (BDT) method to explore top quark spin correlation modifications
through the radiation of the DM mediator.

The interpretation of searches for DM in these and other channels at the LHC assume simplified
DM models, which are most appropriate when considering DM mediator production spanning
a broad range of mediator and DM particle masses. Spin-0 mediators with pure scalar or pseu-
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doscalar couplings are assumed. The simplified model scheme employed in this analysis is
consistent with the recommendations of the LHC Dark Matter Forum [10–12] where the free
parameters are the masses of the DM particle (mχ) and mediator (mφ), the coupling strength of
the mediator to fermions (gq) and the coupling of the mediator to the DM particles (gχ).

2 Signal and background modeling
Monte Carlo (MC) simulation events are employed to model the expected signal and back-
ground processes. Several different generators are used in the simulation.
MADGRAPH5 AMC@NLO (v5.2.3.3) [13], including MADSPIN [14], is used to generate tt +DM
signal events with at most one additional parton from initial state radiation at leading-order
(LO) accuracy, where the MLM scheme [15] is applied to merge the different parton multiplici-
ties. Yukawa couplings (gSM = gqmq/ν, where mq denotes the quark mass and ν is the vacuum
expectation value) between the mediator and SM quarks are assumed in these signal models.
Additionally, the coupling constant gq is set to unity and assumed to be flavor-universal. The
DM particle itself is taken to be a Dirac fermion and its coupling to the mediator, gχ, is also
set to unity for all interpretations shown. The formulae used to calculate the minimum me-
diator widths are given in [16]. The NNPDF3.0 [17] parton distribution functions (PDFs) are
utilized as default in the MC calculations for all generated samples. Fragmentation, hadroni-
zation and underlying events are simulated using PYTHIA (v8.2) [18, 19] and the CUETP8M1
tune [20, 21]. For the dilepton channel tt decay, exclusive samples are employed whereas for the
semileptonic and fully hadronic channels, inclusive samples are used. Table 1 summarizes the
generated mediator and dark matter mass points as well as the corresponding cross sections at
next-to-leading order, which are used for normalization.

Table 1: Summary of the signal MC samples and their corresponding NLO cross sections as
used in this analysis. mχ = 1 GeV is assumed in all samples. Left column: mass of the media-
tors; central: scalar mediator case; right: pseudoscalar mediator case.

mφ (GeV) S NLO cross section (pb) PS NLO cross section (pb)
10 26.09 0.6218
20 13.96 0.5653
50 3.923 0.4314

100 0.8891 0.2716
200 0.1229 0.1189
300 0.04079 0.05946
500 0.007796 0.008171

Background contributions from tt, associated tt production with an additional Z/W boson,
single top-quark events, Drell–Yan background (i.e. quark-antiquark annihilation into lepton-
antilepton pairs through virtual photon or Z boson exchange), single W boson and diboson
events (WW, WZ, and ZZ) with multiple jets are taken from MC simulations and corrected
either with a data-driven approach or by scaling with the most precise available theory predic-
tion.

The next-to-leading-order (NLO) POWHEG (v2) [22, 23] generator is employed to generate tt
background events, assuming a top quark mass of mt = 172.5 GeV. The events are interfaced
to PYTHIA (v8.2) for fragmentation, hadronization and to simulate the underlying event using
the recently determined CUETP8M2T4 tune [24]. Finally, the events are normalized to the
theoretical tt cross section calculated at next-to-next-to-leading order (NNLO) in perturbative
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QCD, including soft-gluon resummation at next-to-next-to-leading-log order (NNLL) [25–30].

The tt Z and tt W background samples as well as the contribution from single boson production,
Z/W with multiple jets, were generated using MADGRAPH5 AMC@NLO (v5.2.2.2). tt Z and tt
W events are generated at NLO applying MC@NLO [31] merging. For single boson production,
up to four additional partons were added at LO and the MLM matching scheme are used to
combine the different parton multiplicities. The generation of Drell–Yan events is split into two
distinct invariant mass ranges: 10− 50 GeV and > 50 GeV.

Single top quark production is generated at NLO and normalized to the approximate NNLO
cross section [32]. While W boson associated single top production was simulated using POWHEG (v1) [33],
t-channel single top production was generated using POWHEG (v2) and MADSPIN. As for tt
production, the CUETP8M2T4 tune is applied. Diboson production (WW, WZ, and ZZ) is sim-
ulated with LO accuracy using PYTHIA (v8.2) and the CUETP8M1 tune, and normalized to their
NLO cross sections [34].

The detector response is simulated with the GEANT4 program [35]. PYTHIA (v8.2) [18, 19]
is used to simulate pileup events, which are additional interactions per bunch crossing. All
samples are reweighted to match the luminosity profile observed in data.

3 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside
the solenoid, with detection planes made using three technologies: drift tubes, cathode strip
chambers, and resistive plate chambers.

The particle-flow event algorithm [36] reconstructs and identifies each individual particle with
an optimized combination of information from the various elements of the CMS detector.
The energy of photons is directly obtained from the ECAL measurement, corrected for zero-
suppression effects. The energy of electrons is determined from a combination of the electron
momentum at the primary interaction vertex as determined by the tracker, the energy of the
corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially com-
patible with originating from the electron track. The energy of muons is obtained from the
curvature of the corresponding track. The energy of charged hadrons is determined from a
combination of their momentum measured in the tracker and the matching ECAL and HCAL
energy deposits, corrected for zero-suppression effects and for the response function of the
calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energy. Jet momentum is determined as the vecto-
rial sum of all particle momenta in the jet, and is found from simulation to be within 5 to 10% of
the true momentum over the whole pT spectrum and detector acceptance. An offset correction
is applied to jet energies to take into account the contribution from additional proton-proton
interactions within the same or nearby bunch crossings. Jet energy corrections are derived
from simulation, and are confirmed with in situ measurements of the energy balance in dijet
and photon + jet events [37]. Additional selection criteria are applied to each event to remove
spurious jet-like features originating from isolated noise patterns in certain HCAL regions. The
momentum resolution for electrons with pT ≈ 45 GeV from Z → ee decays ranges from 1.7%
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for nonshowering electrons in the barrel region to 4.5% for showering electrons in the end-
caps [38]. Muons are measured in the pseudorapidity range |η| < 2.4. Matching muons to
tracks measured in the silicon tracker results in a relative transverse momentum resolution for
muons with 20 < pT < 100 GeV of 1.3–2.0% in the barrel and better than 6% in the endcaps,
The pT resolution in the barrel is better than 10% for muons with pT up to 1 TeV [39].

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [40].

4 Event selection
Signal events contain a pair of non-interacting DM particles and a pair of top quarks. Large
pmiss

T (magnitude of ~pmiss
T ) is expected to manifest from the production of the DM particles, and

the top quark decays proceed via on-shell W boson decays to lepton-neutrino pairs.

The data used for this analysis are collected using a combination of triggers designed to record
events containing either one or two high-pT leptons passing isolation and identification criteria.
Double lepton triggers include a dimuon trigger requiring two muons satisfying pT > 17 GeV
and pT > 8 GeV, a dielectron trigger requiring two electrons satisfying pT > 23 GeV and
pT > 12 GeV, and muon-electron triggers requiring a muon with pT > 8 GeV (23 GeV) and an
electron with pT > 23 GeV (12 GeV). Single lepton triggers include an electron trigger requir-
ing pT > 27 GeV and a muon trigger requiring pT > 24 GeV. The overall trigger efficiency is
ensured to be greater than 90% in the analysis once offline pT and tight lepton requirements are
applied.

In this document, three strategies targeting a dilepton final state with additional pmiss
T are pre-

sented, where signal extraction is performed by fitting the shapes of three different observables:
pmiss

T , a BDT discriminant, and an ANN discriminant. The strategies are described in greater
detail in Sec. 6, but the event selection requirements are, in large part, common to all three.
Events with pmiss

T > 50 GeV, two or more jets of which at least one is b-tagged, and exactly
two leptons passing tight isolation and identification criteria are selected. Jets are required to
have a pT above 30 GeV and |η| < 2.4. The Combined Secondary Vertex (CSVv2) b-tagging
algorithm [41] is used to identify jets originating from bottom quark hadronization. Jets are
considered b-tagged if the jet CSVv2 discriminant passes the medium working point require-
ment (CSVv2M). This corresponds to efficiencies of 69% to tag b jets, 35% to tag c jets, and 1%
to misidentify light-flavor jets. The leading lepton is required to have pT > 25 GeV and the
trailing lepton is required to have at least pT > 15 GeV. Furthermore, the event must not have
any additional leptons satisfying loose lepton requirements with pT > 10 GeV. Same flavor
events (ee and µµ) must have a dilepton mass at least 15 GeV away from the Z boson pole mass
(MZ) in order to reduce the large background from dilepton decays of Z bosons. In order to
reduce backgrounds from low-mass dilepton resonances (e.g. J/ψ, Y) and Drell-Yan (DY), the
dilepton mass of all events is required to be greater than 20 GeV.

5 Kinematic reconstruction of the tt system
A quantity estimating how closely the measured final state corresponds to a tt rather than a
tt plus additional pmiss

T topology is extracted by feeding the observed final-state objects into
an algorithm which reconstructs the tt dileptonic system kinematics [42, 43] and calculates a
measure for the quality of the reconstruction. In addition, the most sensitive spin correlation
variables are accessed by reconstructing the four-vectors of the top quark and antiquark in the



5

event. The algorithm estimates the kinematics of the top quarks for a given jet-lepton combina-
tion by obtaining an analytic solution for the system while imposing the following constraints:
the pmiss

T is assumed to come solely from the two neutrinos, the reconstructed W boson masses
must each be equal 80.4 GeV and the mass of the reconstructed top quark and antiquark must
be 172.5 GeV. Detector resolution effects are taken into account by smearing both the measured
energy and the direction of the leptons and b-jet candidates within their respective resolutions.
At each smearing, the solution which gives the smallest invariant mass of the tt system (mtt) is
chosen (see [44]) and a weight is calculated based on the invariant mass spectrum of the lepton
and b-jet from the top quark decay as follows. For each one of the two reconstructed pairs of
lepton and b-jet (or assumed b-jet if not tagged), the invariant mass, m`b, is computed. This
is assigned a probability according to the simulated m`b coming from a top quark, taken as a
probability density function. The event weight is the product of both probabilities. 100 smear-
ings are performed per event and the weights of each smearing are summed over so that the
kinematics of the top quark and antiquark are obtained as the weighted average. The lepton-
jet combination which gives the maximum sum of weights is chosen. When the event contains
two b-tagged jets, the kinematic reconstruction is first performed on the permutation which
contains both b-tagged jets. Only in the case when the reconstruction does not yield a solution,
are permutations with one or no b-tagged jets considered.

This tt reconstruction process is frequently unable to find solutions for signal-like events since
the pmiss

T constraint has an additional contribution from the invisible mediator. In the ANN
discriminant strategy, a procedure is applied on events failing tt reconstruction that estimates
the pmiss

T that would be consistent with tt production. The constraint that pmiss
T comes solely from

two neutrinos is relaxed. This algorithm begins with the original pmiss
T and applies a gradient

descent method to minimize a cost function which is based on the distance between the tt
solution polynomial and the real axis. In every iteration the pmiss

T is updated until a solution
to the tt system is found. The difference between this amount of pmiss

T and the original pmiss
T in

the event is an estimator of the transverse momentum of the mediator and is denoted as “dark
pT”(pDark

T ). This procedure is applied using only the b-tagged jets for events where the b-jet
multiplicity is greater than or equal to two, or using all the possible combinations between
the b-tagged jet and the other jets otherwise. The full definition of pDark

T is as follows. For
events where the standard tt reconstruction does not succeed, the variable has positive values,
corresponding to the estimation of the mediator pT as explained above. For events where the
standard reconstruction does succeed, the variable is defined to be a negative constant with the
appropriate dimension (-1000 GeV) multiplied by the weight obtained from the reconstruction.
Events where neither of the procedures succeed are discarded. This definition preserves the
consistency of the variable in such a way that events with very negative values of pDark

T are
very compatible with a tt topology, while events with very positive values of pDark

T are typically
incompatible with a tt topology since the observed amount of pmiss

T is not compatible with the
neutrino momenta.

6 Analysis strategy
This section outlines the details of the three distinct analysis strategies. All three strategies pro-
ceed with a template fit to a preferred discriminating distribution to extract the signal strength
of the dark matter signal. The maximum likelihood fits are performed with the Combine tool
that uses the ROOSTATS statistical software package [45]. The effects of uncertainties on the
normalizations and shapes of signal and background templates are represented as nuisance
parameters in the fit. Uncertainties that affect normalization only are modeled using nuisances
with log-normal probability densities (lnN). Uncertainties that affect shape, which may also in-
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clude an overall normalization effect, are incorporated using a template “morphing” technique.
These treatments, as well as the approach used to account for MC statistical uncertainties on
template predictions, follow the procedures described in [46]. A full discussion of the system-
atic uncertainties evaluated is given in Sec. 8. In this section all distributions are shown without
systematic uncertainties and without applying the fitted values for the nuisance parameters
(pre-fit).

6.1 pmiss
T shape analysis

A potential DM signal could be revealed as an excess of events relative to SM expectations in a
region of high pmiss

T . The shape of the observed pmiss
T distribution is fitted for the signal extrac-

tion procedure. Signal and background pmiss
T templates are derived from simulation and are

parameterized to allow for constrained shape and normalization variations in the fits. Events
are separated into different flavor (eµ) events and same flavor (ee and µµ) events, and further
categorized according to the stransverse mass variable, M``

T2 [47–49]. This variable is defined as

M``
T2 = min

~pmiss
T1 +~pmiss

T2 =~pmiss
T

(
max

[
MT

(
~p`1

T ,~pmiss
T1

)
, MT

(
~p`2

T ,~pmiss
T2

)])
, (1)

where the minimization happens over all possible two-way partitions of pmiss
T in the event. The

M``
T2 distribution has a kinematic endpoint at the W boson mass for dileptonic SM tt events,

while the additional contribution to pmiss
T from the DM particles means the distribution for

signal has no endpoint. Categories of high signal purity (M``
T2 > 110 GeV) and low purity

(M``
T2 < 110 GeV) are defined, giving a total of four regions that are fit simultaneously. Events

which have pmiss
T > 160 GeV, 3 or more jets, 1 or more b-tagged jets, and both leptons with a pT

threshold above 30 GeV are removed from the low purity category, in order to facilitate a com-
bination with a compatible semileptonic tt+DM search as has been achieved previously [50].
The low purity category allows the large data yield to provide constraints on uncertainties com-
mon to both categories, thereby improving the accuracy of the simulation-based background
estimation in the high purity category. The M``

T2 distribution after event selection for the pmiss
T -

shape analysis is shown in Fig. 2.

The pmiss
T distributions after selection and categorization are shown in Fig. 3.

6.2 BDT discriminant analysis

The second analysis strategy aims at an improved sensitivity to scenarios with low dark matter
mediator masses showing a modest increase in missing transverse energy. Exploring the spin
correlation properties of the tt pair gives access to the nature of the DM mediator and can offer
additional sensitivity. An interaction with a scalar mediator is expected to give SM-like tt spin
correlations while an interaction with a pseudoscalar mediator is expected to yield significant
deviations. Kinematic variables based on the amount of pmiss

T in the event are combined with
spin-sensitive variables in an MVA method to increase the separation between the dark matter
signal and the dominant SM tt background. A BDT method using GradientBoost is imple-
mented using the TMVA package [51]. The distribution of the BDT discriminant value is used
to set limits on and fit the signal strength. In this analysis, the pmiss

T selection is not applied on
the eµ decay channel, and the trailing lepton pT threshold is raised to 20 GeV from 15 GeV.

The following variables were included in the BDT training:

• pmiss
T and pmiss

T significance: In the tt + DM process there are more invisible par-
ticles in the final state than in the tt background, and larger values of pmiss

T or
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Figure 2: The M``
T2 distributions for events passing selection requirements for the (a) eµ and (b)

ee + µµ channels. The M``
T2 distribution of two example signals (scalar and pseudoscalar medi-

ator, mφ/a = 100 GeV) with mχ = 1 GeV is scaled up by a factor of 200. The last bin includes
overflow. Uncertainties are statistical only.

pmiss
T significance are therefore to be expected. The pmiss

T significance is defined in [52]
and is determined from the p-value corresponding to the hypothesis that the ob-
served pmiss

T is consistent with a truly zero pmiss
T . To calculate the pmiss

T significance,
the resolution of all observed particles is taken into account.

• M``
T2 : stransverse mass of the dilepton pair as described in Sec. 6.1.

• M`b,`b
T2 : stransverse mass of `b pairs. This variable is constructed similarly to the

M``
T2 variable but now the lepton is paired up with a b-jet. The `b permutation which

gives rise to the minimum M`b,`b
T2 is chosen in the event.

• |∆φ(pmiss
T , ``) |: the difference in azimuthal angle between the pmiss

T and the dilepton
pair in the event.

• kinematic reconstruction weight ln(w): the weight, w, returned by the kinematic
reconstruction algorithm as described in Sec. 5 is a measure for the quality of the tt
reconstruction. As the pmiss

T in tt + DM events is not solely due to the tt neutrinos, a
lower weight is expected in signal events.

• |∆η(``)|: the pseudo-rapidity difference between the two leptons in the lab frame.

• cos Φ``: the cosine of the full opening angle between the two leptons in their respec-
tive parent rest frames.

The distributions of these variables are shown in Fig. 2 and Figs. 4-6. To ensure sufficient statis-
tics in each bin of the template fit, trainings were chosen which smear the tt background over
a large amount of bins. The BDT training at the working point mχ = 1 GeV, mΦ = 500 GeV for
scalar and pseudoscalar provides generally optimal limits for all mass points of the respective
spin hypothesis. The scalar and pseudoscalar hypothesis are trained independently, giving two
BDT trainings which are used to evaluate the SM backgrounds and the DM signals to obtain
input templates for the fits to data. Below, the BDT discriminant distributions are shown in
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Figure 3: The pre-fit pmiss
T distributions in the four signal extraction regions. The pmiss

T dis-
tribution of two example signals (scalar and pseudoscalar mediator, mφ/a = 100 GeV) with
mχ = 1 GeV is scaled up by a factor of 200. The last bin includes overflow. Uncertainties are
statistical only.
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Figure 4: The (a) pmiss
T significance and (b) M`b,`b

T2 distributions for events passing selection
requirements. The distributions of two example signals (scalar and pseudoscalar mediator,
mφ/a = 100 GeV) with mχ = 1 GeV are scaled up by a factor of 200. The ee, eµ and µµ channels
have been combined. The last bin contains overflow. Uncertainties are statistical only.

Fig. 7 for 35.9 fb−1 of data for the two background templates with an example signal template
superimposed.

6.3 ANN discriminant analysis

The third analysis strategy exploits the discrimination power of the pDark
T variable in order to

increase the final sensitivity. The pDark
T distribution is shown in Fig. 8 for background events

and one signal model. To maximize the separation power between DM signals and the top-
quark-pair production process, an ANN has been implemented combining pDark

T with other
variables that have shown discrimination power, such as the pmiss

T ,M``
T2 , and ∆φ(pmiss

T , ``)
variables defined in Sec. 6.2.

Events passing the dilepton selection are used to train an ANN. The ANN strategy, similarly
to the BDT, does not apply the pmiss

T selection on the eµ decay channel, and the trailing lepton
pT is raised to 20 GeV from 15 GeV. Figure 8 shows the pDark

T distribution used by the ANN as
input after this selection. A different ANN training is performed for every signal considered.
Fig. 9 shows the shape of the ANN output distribution for background processes and for two
different signal models.
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of 200. The ee, eµ and µµ channels have been combined. Uncertainties are statistical only.
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Figure 7: The pre-fit BDT discriminant distribution trained on the working point 1 GeV
dark matter mass and 500 GeV mediator mass for a (a) scalar mediator and a (b) pseu-
doscalar mediator. The distributions of two example signals (scalar and pseudoscalar medi-
ator, mφ/a = 100 GeV) with mχ = 1 GeV are scaled up by a factor of 200. The ee, eµ and µµ
channels have been combined. Uncertainties are statistical only.
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7 Background estimation
Many of the background contributions are estimated from simulation. Corrections that aim to
reproduce the energy resolution and selection efficiencies as measured in data are applied to
the simulations. Furthermore, theoretical and experimental effects that impact the key analy-
sis observables shapes or normalizations are accounted for in the signal extraction procedure.
Systematic uncertainties are discussed in Sec. 8.

Data-driven techniques are used to model the DY+Jets background contribution at high pmiss
T ,

since most of this contribution originates from resolution effects that may not be well-modelled
by the simulation. The three approaches use the ratio method described below to estimate the
normalization of the Drell-Yan background contribution. For the non-prompt lepton back-
ground such as events with jets misidentified as leptons, the pmiss

T and ANN discriminant ap-
proaches estimate the contribution from a data control region, while the BDT discriminant
approach uses simulation.

7.1 Drell-Yan background

While simulation is used to estimate the shape of the Drell-Yan process in the designated signal
region of each approach, data event yields within 15 GeV of MZ are used to normalize the Drell-
Yan process. The ratio (R) of yields within 15 GeV of MZ to yields outside this mass window
constitute the data to MC normalization scale factors. The predicted Drell-Yan normalization,
NDY, is extrapolated from the observed Drell-Yan yield inside the Z boson mass window, Nin,
according to,

NDY = Nin
R0b

MC

R1b
MC · R0b

Data

(2)

The quantity denoted as R1b
MC is the ratio computed in Drell-Yan simulation with all other anal-

ysis requirements applied. To account for potential mismodeling of the data mass shape by the
simulation, additional ratios are computed in data and simulation with a zero b-tag require-
ment, denoted R0b

Data and R0b
MC, respectively.

Non-Drell-Yan processes, namely dileptonic tt, are subtracted in the computation of Nin and
R0b

Data. tt to eµ decays are used to predict the ee or µµ contribution after adjusting for reconstruc-
tion and identification efficiency differences between electrons and muons, given the assump-
tion that the branching ratios to electrons and muons is equal. The uncertainty on the Drell-Yan
normalization is dominated by the statistical uncertainty on Nin and R1b

MC.

7.2 Non-prompt lepton background

A jet from processes which only have one prompt electron or muon may be misidentified as
an additional “fake” lepton in the final state. Processes falling under this category are semilep-
tonic tt, W+jets, and semileptonic tW. The non-prompt lepton rate is measured as the fraction
of electron and muon objects passing a less stringent set of isolation and identification require-
ments, which also pass the tight lepton criteria of the analysis signal region. These objects are
referred to as fake-able objects (FO). The fraction, or fake rate (FR), is measured in a multi-jet
QCD-enriched control region and parametrized in FO pT and η. The measurement is performed
in a control region defined by exactly one FO, at least one jet, the azimuthal separation between
the FO and leading jet, ∆φ(FO, j1) must be greater than 2, pmiss

T < 40 GeV, and transverse mass
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computed from the FO transverse momentum and the pmiss
T ,

mT =
√

2pFO
T pmiss

T (1− cos ∆φFO,pmiss
T

), (3)

be less than 35 GeV.

The fake rate is then applied to a single lepton control sample, defined by events with one
lepton passing tight isolation and identification requirements, and at least one FO that fails
the tight lepton criteria, but passes all other event selection requirements. The non-prompt
background normalization is calculated as a sum of the weights of FR/(1− FR) obtained from
each combination of tight-plus-FO pair per event. In other words, the amount of non-prompt
leptons entering the signal region is deduced from the FR and the FO failing selection. A
significant fraction of this control sample contains true dileptonic events, mainly dileptonic tt,
and a simulation-based subtraction is performed to avoid an overestimation of the non-prompt
lepton background. Any systematic bias of the method is estimated by comparing observation
and prediction in a control region of same charge dilepton events, where the non-prompt lepton
background is enriched. The uncertainty on the non-prompt lepton background estimate is
dominated by the statistical uncertainty of the single lepton control sample.

8 Sources of systematic uncertainty
The following sources of systematic uncertainty, of which the foremost listed are the dominant
sources, are accounted for.

• Jet energy scale (JES). Reconstructed jet four-momenta in the simulation are simul-
taneously varied according to the uncertainty on jet energy scale. Jet energy scale un-
certainties are coherently propagated to all observables including pmiss

T , pmiss
T significance,

M``
T2 , and M`b,`b

T2 . Uncertainty effects due to the jet energy resolution were found to
be negligible.

• Factorization and renormalization scales. Uncertainties due to the renormaliza-
tion scale µR and the factorization scale µF in the simulation matrix-element gener-
ator are modeled by varying the scales independently by a factor of 0.5 or 2, and
propagating the changes to the distributions used in the fit. This is accommodated
via weights obtained directly from the generator information in the MC simulation
where available. The uncertainty is considered to be uncorrelated among the differ-
ent background processes.

• Fake pmiss
T uncertainty. For the M``

T2 > 110 GeV category, an uncertainty is assigned
to MC derived background shapes to account for potential mismodeling of the rate
of events with large fake pmiss

T in simulation. This uncertainty is derived as a func-
tion of hadronic recoil using Z(``) events passing M``

T2 > 110 GeV. This uncertainty
is only applied in the pmiss

T strategy as a variation of the unclustered energy uncer-
tainty.

• Unclustered energy. The variation of the unclustered energy is propagated to the
pmiss

T in the event, and the BDT and ANN discriminant approaches evaluate this un-
certainty on all processes.

• PDF uncertainties. Uncertainties on the parton distribution functions are estimated
by re-weighting the samples with the NNPDF3.0 [17] replicas [53].

• Single top and diboson normalization. The expected yields for background pro-
cesses are either scaled to data or to theory predictions with the best available accu-
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racy. The uncertainties on the cross section predictions are taken into account in the
PDF as well as renormalization and factorization scale uncertainties. In the single
top and diboson simulation samples, these variations are not available, so an un-
certainty of 20% and 10% is assigned respectively to the normalizations and these
uncertainties are treated independently of each other.

• Pileup modeling. Systematic uncertainties due to pileup modeling are taken into
account by varying the minimum bias cross section of 69 mb used to calculate the
data pileup distributions by ±4.6%.

• Luminosity. An uncertainty of 2.5% is taken on the integrated luminosity of the data
sample [54].

• Lepton reconstruction and selection. The uncertainty on lepton reconstruction and
selection efficiency is associated with the efficiency measurement with samples of Z
bosons decaying to dielectrons or dimuons. The pT- and η-dependent scale factors
are varied within their uncertainties which amounts to ≈ 2% per lepton.

• Lepton trigger. The uncertainty on lepton triggering efficiency is associated with
the efficiency measurement with samples of Z bosons decaying to dielectrons or
dimuons. The corresponding uncertainty ranges from 1% to 2%.

• b-tagging efficiency. The b-tagging efficiency and the respective uncertainty is mea-
sured on independent control samples. Uncertainties from gluon splitting, the b
quark fragmentation function, the selections used to define the control samples, etc.
are propagated to the efficiency scale factors [55].

• Simulation statistics. Shape uncertainties due to the limited size of the simulated
signal and background samples are included by allowing each bin of the distribu-
tions included in the signal extraction to fluctuate independently according to the
statistical uncertainty on the simulation.

The following sources of systematic uncertainty are accounted for on the pertinent sub-dominant
background processes in the signal regions. The uncertainty associated with the fake lepton
background is the sole uncertainty applied to this process, where the rest are applied in addi-
tion to the aforementioned sources of systematic uncertainty.

• Misidentified lepton background. The sources of uncertainty on the misidentified
lepton background stem from the uncertainty on the measured misidentification
rate, and from the statistical uncertainty of the single lepton control sample to which
the rate is applied. The uncertainties per channel are: 78% (ee), 70% (eµ), 74% (µµ)
in the high signal purity category and 47% (ee), 12% (eµ), and 20% (µµ) in the low
signal purity category, and are dominated by the statistical uncertainty of the ap-
plication sample. This uncertainty is applied as such on the pmiss

T analysis strategy.
In the ANN analysis this background is estimated using the same technique and
a weighted average of the per-channel uncertainties listed earlier is applied, as the
signal extraction distribution is not split by lepton flavor. In the BDT analysis strat-
egy, the misidentified lepton background is estimated from the tt simulation and an
uncertainty of 50% is associated to it.

• Drell-Yan background. The uncertainties on the data-driven Drell-Yan background
estimates in the dileptonic channels are 11% (ee) and 6% (µµ). This uncertainty is ap-
plied as such on the pmiss

T analysis strategy. In the ANN analysis the dependency on
M``

T2 of the Drell–Yan scale factor is studied, and the maximum deviation found, 30%,
is assessed as a systematic uncertainty. In the BDT analysis strategy, the uncertainty
on the Drell-Yan background covers the dependence of the data-driven Drell-Yan
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scaling on the pmiss
T content in the event by applying an uncertainty up to 300% at the

largest BDT discriminant values.

• Top pT reweighting. Differential measurements of top-quark pair production show
that measured pT spectrum of top quarks is softer than in simulation. Scale factors
to cover this effect are derived in previous CMS measurements and are applied in
the analysis by default. An associated systematic uncertainty is estimated by not
applying the scale factor re-weighting.

9 Results
Upper limits on the signal cross section have been calculated at 95% confidence level (CL) us-
ing the CLs criterion and an asymptotic formulation [56–59]. This method takes into account
the statistical and systematic uncertainties in the signal and background templates for the fit-
ted observable in each strategy (pmiss

T , BDT discriminant, ANN discriminant). The templates
are split according to same and opposite flavor leptons in the pmiss

T shape strategy, whereas the
lepton channels are combined in the each of the MVA strategy templates. The background
templates are split according to the following processes: tt (2`), fakes (comprising W+jets, tt
(1`), and tW(1`)), tt +V, single top, DY+jets, and dibosons. The normalizations and shapes
of both the background and signal processes are varied according to the nuisance parameters
which are constrained according to the uncertainties listed in Sec. 8. The data has been fit with
both the background-only and background-plus-signal hypotheses. The background hypothe-
sis post-fit distributions for the discriminant variable employed by each strategy for a chosen
scalar and pseudoscalar working point are shown in Fig. 10−12. No significant excess in any
of the respective search strategy channels is observed and limits are set on the signal strength
(µ), which is defined as the ratio of the signal cross section to the theoretical cross section,
µ = σ

σTH
. Explicit checks have been performed for a few signal mass samples demonstrating

the consistency of the results yielded by the asymptotic approximation with results from the
full CLs calculation. A good fit quality has been ascertained by the fit nuisance parameter pulls
produced using Asimov toy experiments and the data. The expected and observed limits on
the strength of tt+DM production as a function of mediator mass, with unitary couplings to SM
fermions and DM particles are shown in Fig. 13 and Tables 2− 3 for the respective strategies.
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Figure 10: The post-fit pmiss
T distributions in the four signal extraction regions of the pmiss

T shape
analysis. The pre-fit pmiss

T distributions for two example signals (scalar and pseudoscalar medi-
ator, mφ/a = 100 GeV) with mχ = 1 GeV are scaled up by a factor of 200. The last bin includes
overflow. Statistical and systematic uncertainties are shown.
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Figure 11: The post-fit BDT discriminant distribution in the signal region trained on the work-
ing point for mφ = 500 GeV, mχ = 1 GeV for a (a) scalar mediator and a (b) pseudoscalar
mediator. The pre-fit BDT discriminant distributions for two example signals (scalar and pseu-
doscalar mediator, mφ/a = 100 GeV) with mχ = 1 GeV are scaled up by a factor of 200. Statisti-
cal and systematic uncertainties are shown.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ANN output

1−10

1

10

210

310

410

510

610

710

810

910

E
ve

nt
s 

/ b
in

 Data
(2l)t t

 Single t (2l)
+Vt t

(1l) / tW(1l)t W+jets / t
 Diboson
 DY
 Bkg. unc.
 pre-fit

=100 GeV (x200)Φ S M

CMS
Preliminary

 (13TeV)-135.9 fb

0.0 0.3 0.5 0.7 0.8 0.95 0.96 0.97 0.98 0.99 1.0

ANN output

0.5

1

1.5

D
at

a 
/ B

kg

(a) scalar training

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ANN output

1−10

1

10

210

310

410

510

610

710

810

910

E
ve

nt
s 

/ b
in

 Data
(2l)t t

 Single t (2l)
+Vt t

(1l) / tW(1l)t W+jets / t
 Diboson
 DY
 Bkg. unc.
 pre-fit

=100 GeV (x200)Φ PS M

CMS
Preliminary

 (13TeV)-135.9 fb

0.0 0.3 0.5 0.7 0.8 0.95 0.96 0.97 0.98 0.99 1.0

ANN output

0.5

1

1.5

D
at

a 
/ B

kg

(b) pseudoscalar training

Figure 12: The post-fit ANN discriminant distribution in the signal region trained on the work-
ing point for mφ/a = 100 GeV, mχ = 1 GeV for a (a) scalar mediator and a (b) pseudoscalar
mediator. The pre-fit ANN discriminant distributions for two example signals (scalar and pseu-
doscalar mediator, mφ/a = 100 GeV) with mχ = 1 GeV are scaled up by a factor of 200. Statisti-
cal and systematic uncertainties are shown. The apparent bin width has been fixed to the same
size to improve the clarity. The axis labels indicate the actual sizes of the different bins.
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Table 2: Expected and observed limits on the signal strength including the one sigma uncertain-
ties for 35.9 fb−1 of data for the scalar hypothesis with mχ = 1 GeV in the respective strategies.

pmiss
T BDT ANN

mφ GeV expected observed expected observed expected observed
10 0.59 ± 0.37 0.72 0.48 ± 0.30 0.56 0.51 ± 0.29 0.36
20 0.51 ± 0.33 0.64 0.43 ± 0.28 0.49 0.46 ± 0.27 0.35
50 0.62 ± 0.40 0.74 0.56 ± 0.36 0.69 0.55 ± 0.33 0.64
100 1.01 ± 0.64 1.29 0.91 ± 0.57 1.13 0.93 ± 0.55 0.99
200 2.40 ± 1.48 2.97 2.14 ± 1.32 2.67 2.37 ± 1.36 2.89
300 4.61 ± 3.15 5.64 4.05 ± 2.77 5.05 4.22 ± 2.68 5.47
500 18.7 ± 15.2 22.9 16.3 ± 13.2 20.2 15.8 ± 11.9 20.5

Table 3: Expected and observed limits on the signal strength including the one sigma uncer-
tainties for 35.9 fb−1 of data for the pseudoscalar hypothesis with mχ = 1 GeV in the respective
strategies.

pmiss
T BDT ANN

mφ GeV expected observed expected observed expected observed
10 0.92 ± 0.64 1.16 0.73 ± 0.52 1.04 0.78 ± 0.52 1.01
20 0.92 ± 0.64 1.16 0.72 ± 0.50 1.00 0.77 ± 0.50 0.81
50 1.00 ± 0.72 1.26 0.79 ± 0.56 1.10 0.86 ± 0.56 1.03
100 1.18 ± 0.85 1.49 0.94 ± 0.67 1.32 0.99 ± 0.67 1.19
200 1.95 ± 1.34 2.45 1.54 ± 1.06 2.14 1.77 ± 1.13 2.18
300 3.23 ± 2.48 3.99 2.56 ± 1.97 3.53 2.73 ± 1.98 3.13
500 18.1 ± 14.5 22.3 14.2 ± 11.4 19.6 15.0 ± 11.2 19.9
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(c) BDT discriminant: scalar mediator
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Figure 13: The expected and observed limits for the three different strategies for scalar (left)
and pseudoscalar models (right) with mχ = 1 GeV and gq = gχ = 1.
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9.1 Interpretation

The results from the search strategies described exemplify the potential to gain sensitivity by
including additional information that helps distinguish the SM dilepton tt process from the tt
+DM process. Using such relevant observables as pmiss

T , stransverse mass (M``
T2 ), ∆φ(pmiss

T , ``) ,
and a derivative of the kinematic reconstruction of the tt system to train a discriminating ANN
output yields gains over a pmiss

T -M``
T2 fit strategy as seen in Fig. 14, when comparing the ANN

shape (orange) and pmiss
T shape (magenta) expected limit curves. Furthermore, a gain in sensi-

tivity is observed with the addition of information pertaining to the spin nature of the mediator
which helps discriminate between scalar (SM-like) and pseudoscalar mediated DM production.
The BDT approach uses the spin sensitive variables along with the aforementioned observables
in an MVA method to train an output variable which provides the added sensitivity, particu-
larly for the pseudoscalar mediator hypothesis as shown in Fig. 14.

Assuming coupling values of gq = gχ = 1 and DM mass mχ = 1 GeV, the expected 95% CL
exclusions for a scalar mediator are mφ < 99 GeV, mφ < 107 GeV, and mφ < 105 GeV using
the pmiss

T shape, BDT discriminant, and ANN discriminant strategies respectively, which high-
lights the gains from each strategy. The respective observed 95% CL exclusions for a scalar
mediator are mφ < 74 GeV, mφ < 85 GeV, and mφ < 101 GeV using the pmiss

T shape, BDT dis-
criminant, and ANN discriminant strategies. Analogously, the expected exclusions achieved
for a pseudoscalar mediator are ma < 50 GeV, ma < 110 GeV, and ma < 100 GeV using the
pmiss

T shape, BDT discriminant, and ANN discriminant strategies, respectively. The pmiss
T shape

strategy does not observe a 95% CL exclusion, while the BDT discriminant observes exclu-
sion at ma = 100 GeV, and the ANN discriminant observes exclusion for ma < 46 GeV, for
a pseudoscalar mediator. The observed (expected) upper limits on the cross section for scalar
mediators range from 14.6 (12.5) pb to 0.16 (0.13) pb for mφ = 10 GeV to mφ = 500 GeV, re-
spectively. For the same mass range, the observed (expected) upper limits on the cross section
for pseudoscalar mediators are 0.65 (0.45) pb to 0.16 (0.12) pb.
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Figure 14: The expected limits at 95% CL for the pmiss
T shape (magenta), BDT shape (green), and

ANN shape (orange) strategies for (a) scalar and (b) pseudoscalar models with mχ = 1 GeV
and gq = gχ = 1.



22 10 Conclusions

10 Conclusions
A search for an excess of events with large pmiss

T produced in association with a top quark
pair decaying to the dilepton final state has been presented. The integrated luminosity of the
proton-proton collision data sample used corresponds to 35.9 fb−1, and was collected by the
CMS detector at

√
s = 13 TeV at the LHC during 2016. Observations are consistent with no

significant deviation from the SM background expectation in the pmiss
T spectrum, the BDT dis-

criminant distribution, and the ANN discriminant distribution in same and opposite lepton
flavor channels. Results are interpreted in terms of simplified dark matter (DM) models with
scalar and pseudoscalar mediators using the NLO cross sections as shown in Table 1. Assum-
ing coupling values of gq = gχ = 1 and DM mass mχ = 1 GeV, the observed (expected) 95%
CL exclusions for a scalar mediator are mφ < 74 (99) GeV, and the expected exclusion for a
pseudoscalar mediator is ma < 50 GeV, while no pseudoscalar mediator exclusion is observed
using the pmiss

T shape strategy. This result improves upon the previous search for dark matter
production in association with a top quark pair [50] performed using a data sample with inte-
grated luminosity of 2.2 fb−1 collected by the CMS detector at

√
s = 13 TeV at the LHC during

2015. The previous search fell short of observing and expecting to observe an exclusion at 95%
CL for simplified DM models with scalar and pseudoscalar mediators.
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Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium);
the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); the Ministry
of Education, Youth and Sports (MEYS) of the Czech Republic; the Council of Science and
Industrial Research, India; the HOMING PLUS program of Foundation for Polish Science, co-
financed from European Union, Regional Development Fund; the Compagnia di San Paolo
(Torino); the Consorzio per la Fisica (Trieste); MIUR project 20108T4XTM (Italy); the Thalis
and Aristeia programs cofinanced by EU-ESF and the Greek NSRF; and the National Priorities
Research Program by Qatar National Research Fund.

References
[1] F. Zwicky, “On the Masses of Nebulae and of Clusters of Nebulae”, Astrophys. J. 86

(October, 1937) 217, doi:10.1086/143864.

[2] M. Persic, P. Salucci, and F. Stel, “The Universal rotation curve of spiral galaxies: 1. The
Dark matter connection”, Mon. Not. Roy. Astron. Soc. 281 (1996) 27,
doi:10.1093/mnras/281.1.27,10.1093/mnras/278.1.27,
arXiv:astro-ph/9506004.

[3] D. Walsh, R. F. Carswell, and R. J. Weymann, “0957 + 561 A, B - Twin quasistellar objects
or gravitational lens”, 279 (May, 1979) 381–384, doi:10.1038/279381a0.

[4] G. t’Hooft, “Naturalness, chiral symmetry, and spontaneous chiral symmetral breaking”,
NATO Sci. Ser. B 59 (1980) 135.

[5] E. Witten, “Dynamical breaking of supersymmetry”, Nuclear Physics B 188 (1981) 513,
doi:https://doi.org/10.1016/0550-3213(81)90006-7.

[6] S. Dimopoulos and H. Georgi, “Softly broken supersymmetry and su(5)”, Nuclear Physics
B 193 (1981) 150, doi:https://doi.org/10.1016/0550-3213(81)90522-8.

http://dx.doi.org/10.1086/143864
http://dx.doi.org/10.1093/mnras/281.1.27, 10.1093/mnras/278.1.27
http://www.arXiv.org/abs/astro-ph/9506004
http://dx.doi.org/10.1038/279381a0
http://dx.doi.org/https://doi.org/10.1016/0550-3213(81)90006-7
http://dx.doi.org/https://doi.org/10.1016/0550-3213(81)90522-8


24 References

[7] G. Steigman and M. S. Turner, “Cosmological constraints on the properties of weakly
interacting massive particles”, Nuclear Physics B 253 (1985), no. Supplement C, 375 – 386,
doi:https://doi.org/10.1016/0550-3213(85)90537-1.

[8] G. D’Ambrosio, G. Giudice, G. Isidori, and A. Strumia, “Minimal flavour violation: an
effective field theory approach”, Nuclear Physics B 645 (2002), no. 1, 155 – 187,
doi:10.1016/S0550-3213(02)00836-2.

[9] G. Isidori and D. M. Straub, “Minimal flavour violation and beyond”, Eur. Phys. J. C 72
(Aug, 2012) 2103, doi:10.1140/epjc/s10052-012-2103-1.

[10] J. Abdallah et al., “Simplified Models for Dark Matter Searches at the LHC”, Phys. Dark
Univ. 9-10 (2015) 8–23, doi:10.1016/j.dark.2015.08.001, arXiv:1506.03116.

[11] D. Abercrombie et al., “Dark Matter Benchmark Models for Early LHC Run-2 Searches:
Report of the ATLAS/CMS Dark Matter Forum”, arXiv:1507.00966.

[12] M. Bauer et al., “Towards the next generation of simplified Dark Matter models”,
arXiv:1607.06680.

[13] J. Alwall et al., “The automated computation of tree-level and next-to-leading order
differential cross sections, and their matching to parton shower simulations”, JHEP 07
(2014) 079, doi:10.1007/JHEP07(2014)079, arXiv:1405.0301.

[14] P. Artoisenet et al., “Automatic spin-entangled decays of heavy resonances in Monte
Carlo simulations”, JHEP 03 (2013) 015, doi:10.1007/JHEP03(2013)015,
arXiv:1212.3460.

[15] J. Alwall et al., “Comparative study of various algorithms for the merging of parton
showers and matrix elements in hadronic collisions”, Eur. Phys. J. C53 (2008) 473–500,
doi:10.1140/epjc/s10052-007-0490-5, arXiv:0706.2569.

[16] P. Harris, V. V. Khoze, M. Spannowsky, and C. Williams, “Constraining dark sectors at
colliders: Beyond the effective theory approach”, Phys. Rev. D 91 (2015) 055009,
doi:10.1103/PhysRevD.91.055009.

[17] R. D. Ball et al., “Parton distributions for the lhc run ii”, JHEP 2015 (Apr, 2015) 40,
doi:10.1007/JHEP04(2015)040.
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