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Long-term value of data!

Achim Geiser https://indico.cern.ch/event/588219

Collaborations publish papers
even ∼15 years after data tak-
ing ends.

DPHEP https://arxiv.org/abs/1205.4667

JADE data (1979–1986) still
unique even ∼35 years later.
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Long-term value of knowledge?

CMS collaboration

Experimental physics done by
groups of ∼3000 physicists.

Career after PhD

High turnover of young re-
searchers.
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CERN Analysis Preservation

A platform for preserving knowledge and assets of an individual
physics analysis.
Capturing the elements needed to understand and rerun an
analysis even several years later:

4 data
4 software
4 environment

4 workflow
4 context
4 documentation

Advanced search for high-level physics information
Applying standard collaboration access restrictions

Developed by CERN IT and CERN SIS in close collaboration
with LHC experiments
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System overview
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1. Describing an analysis

JSON Schema
W3C DCAT
domain-specific
fields

Structuring knowledge behind research data analysis.
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2. Capturing an analysis

datasets:
local storage,
cloud storage
software:
Git, SVN
information:
DBs, TWiki,
SharePoint
protocols:
HTTP, XRootD

Taking consistent snapshot of analysis assets at a certain time.
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3. Reusing an analysis

Instantiating preserved analysis on the cloud.
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REANA = REusable ANAlyses
a system for reusable analysis execution on the cloud

https://reanahub.io

supporting multiple scenarios
– multiple computing clouds

→ CERN OpenStack
– multiple running environments

→ Docker with CVMFS
– multiple resource orchestration

→ Kubernetes
– multiple workflow engines

→ Yadage
– multiple shared storage systems

→ Ceph, EOS

close collaboration with and
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REANA is FOSS

REANA @ GitHub REANA @ ReadTheDocs
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Four questions

1 Input data

What is your input data?
– input files
– live DB calls

3 Compute environment

What is your environment?
– operating system
– software & libraries

2 Analysis code

Which code analyses it?
– Jupyter notebook
– custom code

4 Analysis workflow

Which steps did you take?
– single command
– complex workflows
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Simple example: Jupyter

1 input: CSV file

3 environment: CentOS7, IP5

2 code: Jupyter notebook

4 workflow: jupyter nbconvert

https://github.com/reanahub/reana-demo-worldpopulation
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Complex example: DAG workflows
case studies in high-energy-physics with LHC collaborations

– ALICE AliPhysics post-LEGO train analysis
– ATLAS multi-B-jets analysis
– LHCb Lb2LcD0K analysis and data production

yadage parametrised workflow engine

Lukas Heinrich http://github.com/diana-hep/yadage
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Reusability 
 Preservation

,
physicist

REANA CERN Analysis Preservation

preserve

reuse

use archive
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Conclusions

CERN Analysis Preservation
http://analysispreservation.cern.ch
http://github.com/cernanalysispreservation
analysis-preservation-support@cern.ch

Invenio
http://inveniosoftware.org
http://github.com/inveniosoftware
inveniosoftware
info@inveniosoftware.org

REANA
http://reanahub.io
http://github.com/reanahub
reanahub
info@reanahub.io
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