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Abstract

The charged particle multiplicity distribution of hadronic Z decays was measured
on the peak of the Z resonance using the ALEPH detector at LEP. Using a model
independent unfolding procedure the distribution was found to have a mean (n) =
20.85 + 0.24 and a dispersion D = 6.34 + 0.12. Comparison with lower energy data
supports the KNO scaling hypothesis in the energy range /s = 29 — 91.25 GeV. At
v/ = 91.25 GeV the shape of the multiplicity distribution is well described by a log-
normal distribution, as predicted from a cascading model for multi-particle production.
The same model also successfully describes the energy dependence of the mean and
width of the multiplicity distribution. A next-to-leading order QCD prediction in the
framework of the modified leading-log approximation and local parton-hadron duality
is found to fit the energy dependence of the mean but not the width of the charged
multiplicity distribution, indicating that the width of the multiplicity distribution is a
sensitive probe for higher order QCD or non-perturbative effects.
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1 Introduction

The properties of hadronic Z decays are well understood within the framework of perturbative QCD and
phenomenological fragmentation models. A complete understanding of the dynamics of multi-particle
production, however, is still lacking. One particularly simple observable, which contains information
about the dynamics of hadron production, is the charged particle multiplicity distribution. A number
of models [1, 2, 3, 4] make predictions for the evolution of the shape and the leading moments of the
multiplicity distribution as a function of the centre-of-mass energy /s. The successful operation of the
Large Electron Positron Collider at CERN allows a test of these predictions up to 4/s = 91.25 GeV.

The charged particle multiplicity distribution is presented for a sample of 90000 hadronic Z decays
at /s = Mz measured with the ALEPH detector at LEP in 1989 and 1990. The paper is organized as
follows: section 2 contains a brief summary of the data analysis, in section 3 the procedure for unfolding
the data is described and in section 4 the model independent results obtained for the charged particle
multiplicity distribution are presented. Parametric models for the shape and energy dependence of the
multiplicity distribution are discussed in sections 5 and 6, respectively. Section 7 summarizes the results.

2 Data analysis

Details of the ALEPH detector and the trigger are described elsewhere [5]. For hadronic Z decays the
trigger efficiency was found to be effectively 100%. Here the detector components relevant to this analysis
are reviewed. The momenta of charged particles are measured in two central tracking chambers. The
inner tracking chamber (ITC) is a conventional drift chamber which provides up to 8 coordinates per
track. The outer chamber, a large time projection chamber (TPC) of radius 1.8 m, yields up to 21
additional space points per track. The single coordinate resolution of the TPC is typically 1.2 mm in z
and 170 pm in 7¢. Both chambers are located inside a superconducting solenoid. A momentum resolution
of Ap/p* = 0.0008 (GeV /c)™? is achieved by the combined system of TPC and ITC.

An event was accepted as hadronic if it had at least five charged tracks, a total charged energy in
excess of 15 GeV, and if the polar angle of the sphericity axis was in the range 35° < @, < 145°. Each
track was required to have at least 4 coordinates in the TPC and to originate from a cylindrical region
with a radius dg = 3 cm and length 2z, = 5 cm around the interaction point. In addition, the transverse
momentum pr with respect to the beam axis had to be larger than 200 MeV/c and the polar angle to
the beam direction between 20° and 160°.

The true charged multiplicity of an event was defined as the number of charged tracks that is obtained
if all particles with a mean lifetime 7 < 1 nanosecond decay while the others are stable. Thus, charged
decay products of K%s and strange baryons are included. Apart from decay corrections the measured
charged multiplicity of an event can differ from that defined above due to acceptance losses or secondary
interactions of particles with detector material.

The relation between the observed multiplicity distribution, O; , ¢+ = 1,2,3..., and the underlying
true distribution, 7 , j = 2,4,6. .., can be described by a matrix equation [6]:

O@'=Z:Gz‘j-Tj. (1)
3

This has to be inverted in order to extract the true distribution from the data. Each element of the
response matrix G;; is the product of the probability that a true multiplicity j will be reconstructed as
multiplicity ¢, times the probability that an event with true charged multiplicity j survives the event
selection criteria. This matrix was determined from a Monte Carlo simulation of hadronic events which



included the complete chain of detector simulation, reconstruction and analysis programs, based on 53000
hadronic Z decays generated with the Lund parton shower model [7].

The raw response matrix as estimated from the Monte Carlo simulation was parametrized by a smooth
function in order to avoid spurious structures in the corrected mutliplicity distribution that are due to
statistical fluctuations in the response matrix. Figure ! shows some slices of the response matrix and
how the parametrization compares to the Monte Carlo simulation. The uncertainty assaciated with the
smoothing procedure is allowed for in the systematic errors of the results. By construction the response
matrix G for a given Monte Carlo generator is independent of the relative frequencies of events with a
fixed true charged multiplicity. Therefore it is only very weakly dependent on the actual choice of the
event generator. Using e.g. the Lund 6.3 matrix element generator [8] with default parameter values,
which is known to give a worse description of the LEP data, the change in the results turns out to be
negligible.

The raw charged multiplicity distribution was corrected for ete~ — 717~ events which constitute
the dominant background from non-hadronic Z-decays. They contribute to measured multiplicities from
5 to 7 tracks and amount to roughly 0.27 % of the accepted events.

3 The Unfolding Procedure

Because of charge conservation the true charged multiplicity of an event is always even-valued while
observed multiplicities also can be odd-valued. One might use this constraint to solve equation (1) for
the true distribution T by a least squares fit. However, this approach yields unstable results: small
statistical fluctuations in the observed distributions result in radically different estimates of the shape of
the true distributions. Intuitively this can be understood from the fact that r.m.s. width of the difference
between the true and the observed multiplicity of an event is &~ 2.6 units. The information about one
specific bin of the true multiplicity distribution thereby is smeared out over so many bins of the observed
one, that at finite statistics the true distribution 'is effectively underconstrained by the measurements.

A widely used alternative, see e.g. reference [9], to bypass the problems connected with the inversion
of equation (1) is to estimate directly from the Monte Carlo simulation a probability matrix p;; that an
event with measured multiplicity ¢ has a true multiplicity j. The corrected distribution is then obtained by
multiplying the measured distribution with this matrix: T; = 3_; p;;0;. However, since these probabilities
depend crucially on the multiplicity distribution put into the simulation, the unfolding result obtained
that way is biased towards the input of the Monte Carlo. This model dependence is avoided when solving
the inverse problem eq. (1).

One approach to estimate a probability distribution which is not uniquely defined by a set of
constraints is given by the “Method of Maximum Entropy” (MME) [10]. For underconstrained problems
this is known to be the only method of inference which satisfies elementary requirements of consistency
[11]. The “Method of Reduced Entropy ” (MRE) [12, 13] employed in this analysis is a generalization
of the MME. It takes into account the fact that the constraints obtained from experimental data are
subject to statistical fluctuations by combining the principle of maximum entropy with the least squares
method. The unfolded multiplicity distribution T is obtained by minimizing

F=wy’-§ (2)

with: w:  regularization parameter w > 0

x2: (0-GT)IC~*(0~GT)
C : covariance matrix of the measured distribution O
S : information entropy of the true distribution T



§=-Y_ pilog(p) pi=Ti/ > T
: P

The constant w ! determines the relative weight of the measurements (x?) with respect to the smoothing
term (5).

4 Model Independent Results

The unfolded charged multiplicity distribution of hadronic Z decays is shown in Figure 2(a) and the
probabilities are given in table 1. Note that due to the correction procedure the errors are correlated.
Since the selection criteria require at least 5 observed charged tracks per event there is no information
about the probability of having a hadronic Z decay with only two charged tracks. The respective entry in
table 1 is the expectation from the Lund 7.2 parton shower model. Because of smearing the probability
for a Z to produce 4 charged tracks can still be estimated, albeit with large errors. Table 2 contains the
results for the mean charged multiplicity (n} , dispersion D where

D= (n2) - (n) ? >
and the derived quantities {n) /D and second binomial moment Rz, where

_(a(n-1) . D* _ 1
m Wt w

The systematic errors given in table 2 cover uncertainties due to:

Ry

e Finite Monte Carlo statistics and the smoothing procedure. The latter contribution was estimated
by the difference found when fitting the multiplicity distribution either with the smoothed response
matrix or with the raw matrix.

e Dependencies on the event generator and uncertainties in the simulation of the detector response.
This uncertainty was taken to be the r.m.s. spread in the results, when using response matrices
calculated with different event generators and different versions of the detector simulation and
reconstruction program.

Additional contributions to the systematic errors are related to the following uncertainties in the mean
charged particle multiplicity:

e Uncertainties in the multiplicity of tracks with pr below 0.2 GeV/c which are not measured. This
loss amounts to 1.9 units. A comparison of the expectation from a tuned Lund parton shower
model [14] and the HERWIG Monte Carlo [15] gives a difference of 0.1 tracks per event, which is
taken to be the systematic error in the extrapolation pr — 0.

o The systematic error due to photon conversions. According to the Monte Carlo simulation an
average of 0.5 tracks/event from photon conversions are accepted by the event selection cuts. Since
the actual number of conversions in the data is about 20% larger than expected from the simulation
an additional uncertainty of 0.1 tracks/event is assumed.

1The value of w is determined such that:
Tr[(wS" +$'$T)(1 - %CS”)‘QC] =0

with S’ the gradient vector and S” the second derivative matrix of § with respect to T. This condition ensures that the
anfolded distribution T has no structural bias due to the statistical fluctuations in the information used to estimate T. For
more details see reference [12].



T Pn
*2 | 0.00001 £ 90.00001

4 | 0.00002 £ 0.00020 £+ 0.00030

6 | 0.0027 £ 0.0007 £ 0.0012

800076 £ 0.0011 <+ 0.0017
10 1 0.0291 £+ 0.0020 £ 0.0039
12 1 0.0490 £+ 0.0033 =+ 0.0050
14 [ 0.0918 <+ 0.0049 £ 0.0083
16 | 0.1110 £+ 0.0063 £ 0.0088
18 | 0.1328 £ 0.0069 <+ 0.0095
20 {0.1220 £ 0.0064 <+ 0.0086
22 10.1136 £ 0.0056 <+ 0.0075
24 10.0990 £+ 0.0050 £ 0.0068
26 | 00780 I+ 0.0044 £ 0.0062
28 1 0.0558 + 0.0035 <+ 0.0054
30 | 0.0378 £+ 0.0028 L+ 0.0043
32 10.0269 £+ 0.0023 £ 0.0033
34 (00196 £ 0.0020 £ 0.0028
36 | 0.0109 X 0.0014 <+ 0.0023
38 | 0.0047 £+ 0.0010 £ 0.0016
40 | 0.00235 + 0.00064 <+ 0.00091
42 | 0.00210 X+ 0.00059 <+ 0.00078
44 { 0.00180 =+ 0.00061 = 0.00085
46 | 0.00046 =+ 0.00031 =+ 0.00059
48 | 0.00003 =+ 0.00010 =+ 0.00015
50 | 0.06000 =+ 0.00002 = 0.00002

Table 1: Unfolded charged particle multiplicity distribution giving the probability P, to have a hadronic
Z decay with n charged particles. The first error is the statistical error, the second the systematic
uncertainty of the results. The entry for n = 2 is from the Lund 7.2 parton shower model.

e Decay products from K®’s and strange baryons are accepted with an efficiency of = 65%. The
production rate for V%’ is found to be the same in data and Monte Carlo simulation within errors,
giving an average of 1.9 tracks per event, 0.7 of which are lost. Assuming an error of 10% in this
simulation yields an additional uncertainty of 0.07 tracks per event.

o The relative error of 102 on the drift velocity of the TPC gives an uncertainty of 0.03 tracks/event
due to the corresponding error in the definition of the cut on the polar angle of a track.

¢ Conservatively assuming a scale uncertainty of 5 MeV/c for the pr cutoff of 200 MeV/c results in
a systematic error of 0.08 tracks/event.

e Similarly, a systematic error of lmm both in the setting of the 2, and the dp cut in the track
selection criteria translate to errors in the charged particle multiplicity of 0.01 and 0.03 tracks/event
respectively.

s From a detailed study of tracking efficiency and dE/dx it is found that, due to the finite two-track
resolution of the ALEPH TPC, on average 0.11 tracks are lost per hadronic event. These losses are
simulated in the Monte Carlo to better than 40%, which results in a systematic error on the mean
charged multiplicity of 0.04 units.



(n) = 2085 £ 002 <+ 024
D = 63¢ £ 002 £ 011
(ny/D = 320 £ 001 + 0.6
R = 10444 + 0.0006 £ 0.0032

Table 2: Leading moments of the charged particle multiplicity distribution. The first error is the statistical
error, the second the systematic error on the result.

The systematic error on the mean charged particle multiplicity due to these sources amounts to 0.18
tracks/events. Assuming that this corresponds to an average of 0.09 track pairs per event fluctuating
according to Poisson statistics this error on {n) was translated into a systematic error for the higher
moments and the individual bins of the unfolded distribution.

5 Parametric Models

Several parametrizations for the shape of the charged particle multiplicity distribution are discussed in
the literature. Here we concentrate on two:

¢ the log-normal (LND) distribution, and
 the negative binomial (NBD) distribution.

The log-normal distribution can be derived from the general assumption that multi-particle production
proceeds via a scale invariant stochastic branching process [3,4]. Here the discrete probability distribution

is defined through
_ [N (In(n'+¢) = p?) .
P.(p,0,¢) = /n 7T —exp (— 557 dn' .

For a fit of the shape a better parametrization is obtained by expressing ¢ and p through

0'2=ln(1+—d—2—) and ,u=]11—(-.1-3——-!_—L
(i +¢)? VEF R+l

In the limit g — Ine 3> o the new parameters @ and d can be identified as the mean and the rms-
width of the continuous distribution, which for this measurement of the charged particle multiplicity
distribution turns out to be an excellent approximation. In this case @ and the mean value {n}of the
discrete distribution P, are related through @ = (n) + 0.5.

The negative binomial distribution, first introduced as a parametrization for the multiplicity
distribution by the UAS5 collaboration [16], is of special interest because in a next-to-leading order QCD
calculation [2] in the framework of the modified-leading-log approximation (MLLA) and local parton-
hadron duality (LPHD) the moments of the multiplicity distribution are found to be approximately like
those of a NBD. The distribution is given by:

Pul(n) ) = SR D0 =) (<n<>n>+ k)n (1 ¥ (_T;)_> i

The parameters for both distributions are obtained from a least squares fit to the measurements,
minimizing the x2-function defined in eq. 2. The results are summarized in table 3. Figure 2(a) shows



both parametrizations with the unfolded multiplicity distribution. Figure 2(b) presents the raw data and
all three estimates for the corrected distribution after convolution with the response matrix. The overall
agreement is found to be quite good in all cases. For a detailed comparison the residuals between fit
and data are plotted separately in Figures 2(c-e) for the unfolded distribution (c) and the parametric
models LND (d) and NBD (e). The errors shown are always the purely statistical errors of the data.
Here the log-normal distribution is found to give a significantly better description of the data than the
negative binomial distribution. Similar observations hold for all alternative response matrices considered
in the analysis. With the present understanding of the systematic uncertainties, however, the NBD is
still compatible with the data.

Distribution Parameter

LND 1) = 21.34 +0.02 +0.24
d = 6.35 +0.02 +0.14
¢ = "12.30 +0.77 +4.29

NBD {n) = 20.83 £0.02 £0.23
k = 22.68 +0.29 +1.33

Table 3: Parameters obtained from fits of the charged multiplicity distribution by a negative-binomial
distribution (NBD) and a log-normal distribution (LND). The first error is purely statistical and the
second systematic.

6 Energy Dependence of the Charged Multiplicity Distribution
6.1 KNO scaling

Originally derived starting from the Feynman scaling [17] behaviour for multi-particle production the
KNO [1] scaling hypothesis predicts that the shape of the multiplicity distribution plotted in the form
(n) P, versus z = n/(n) is independent of 1/s. In Figure 3(a) the multiplicity distribution plotted in
the KNO form is compared to data at /s = 43.6 GeV and /s = 29 GeV measured by the TASSO and
HRS collaborations [9, 18]. It can be seen that in the energy range /s = 29 — 91.25 GeV the data are
in remarkable agreement with the expectations from KNO scaling. Also shown is the distribution from
Lund 7.2 parton shower model, tuned at 4/5 = 91.25 GeV [14], which provides a very good description of
the data. KNO-scaling further implies the ratio {n) /D to be independent of +/s. Measurements of this
ratio between 12 GeV and 91.25 GeV [9, 19, 20] are shown in Figure 3(b). The data are well described by
a constant with Cxyo = 3.23 & 0.05 with a y2/NDF = 5.0/8. The energy dependence of (n) /D is also
found to be well reproduced by the Lund model without retuning parameters, i.e. approximate KNO
scaling appears to be a natural consequence of the parton shower approach to multi-particle production.

6.2 The Mean Charged Multiplicity

Comabining our results with data from other experiments [9, 19, 20, 21] above the bb production threshold
we compare the energy dependence of {n) with expectations from three different models. A simple
phenomenological ansatz similar to that given in reference [22]

)

S
2
4mz

(n(s)) = moln’(

already gives a good description of the data with ng = 0.1525 £ 0.0011 and a x*/NDF =10.1/13.



The approach which gives rise to a log-normal distribution [4] for the shape relates the mean charged
multiplicities at different centre-of-mass energies through

(n(s)) = (1+(n(s0))) (—) 1.

Setting /30 = 91.25 GeV and (n(sp)) = 20.85 a best fit exponent v = 0.204 + 0.005 is found with a
x?/NDF = 2.1/12.

Finally, as a consequence of the running of the strong coupling constant a, a next-to-leading order
QCD calculation [23] (MLLA+LPHD) predicts an energy dependence of the form

— ot by
{n(s)) = aa}' exp (@) .

The free parameters are the normalization constant ¢ which cannot be calculated perturbatively and
a scale parameter Azp4 that governs the running of a,. Note that Arra needs not to be identical to
Az5g even though both are expected to be of the same order of magnitude. The parameters b; and
by are fixed within QCD; for five active flavours & = 0.4916 and by = 2.265. Taking the two loop
formula for the running coupling constant [24] with the QCD-scale fixed to Arr4 = 0.145 GeV which
gives os(MZ) = 0.117 [25], the normalization constant is determined to ¢ = 0.0677 £ 0.0005 with a
x?/NDF = 2.1/13. Figure 4 shows how the fits compare to the data. Also shown is the prediction
from the Lund 7.2 parton shower model with parameters fixed at /s = 91 GeV [14] which follows the
QCD-curve very closely.

6.3 The Width of the Multiplicity Distribution

The cascading model that leads to the log-normal multiplicity distribution and the QCD calculation both
yield predictions for the energy dependence of the width of the charged particle multiplicity distribution.
The ratio ({n) +0.5)/D is expected to be a constant for the log-normal distribution. The QCD calculation
predicts the second binomial moment Rz to behave like

11
R2 = g[l - H\/as]

with & = 0.55 for five flavours [2].

The ratio (r) /D was found to be constant within errors; since {n}is much larger than D also the
ratio ({r) +0.5)/D is found to be compatible with a constant Cryp = 3.33+0.05 with x*/NDF = 3.2/8
The experimental values for By are compared with the QCD prediction (MLLA+LPHD) in Figure 5. For
QCD the leading and next-to-leading order predictions are plotted, with o, again calculated according to
the two loop formula [24] and the scale parameter set to Arr4 = 0.145 GeV. Both curves are significantly
above the data. A best fit of the scale parameter (not shown) yields Arrpa = 1.93 £ 0.12 GeV with
x?/N DF = 38.1/8 which is incompatible with the QCD-prediction for the energy dependence of the mean
charged multiplicity. We therefore conclude that higher than next-to-leading order QCD contributions or
non-perturbative effects are needed to explain the width of the charged particle multiplicity distribution,
even though it is remarkable to what extend already the next-to-leading order corrections do account
for the bulk of the higher order effects. The Lund 7.2 parton shower model again provides an accurate
description of the measurements between /s = 12 — 91.25 GeV.

7 Summary

We have measured the charged particle multiplicity distribution in hadronic Z decays. The mean and
the dispersion of the distribution are (n) = 20.85+0.24 and D = 6.34 £ 0.12, with {n) /D = 3.29 £ 0.06
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and the second binomial moment Rz = 1.0444 + 0.0033. The errors are the combined statistical and
systematic uncertainties. The shape of the multiplicity distribution is found to be well described by a
log-normal distribution. The negative binomial distribution gives a less satisfactory fit. On comparison
with data obtained at lower centre-of-mass energies we observe that KNO scaling is valid in the energy
range between 29 and 91.25 GeV. Both QCD (MLLA+LPHD) and a random cascading model give a
successful parametrization of the mean charged multiplicity as function of V5. The latter model also
successfully predicts the energy dependence of the width of the multiplicity distribution. The width of
the distribution is found to be sensitive to higher than next-to-leading order QCD or non-perturbative
effects.

Acknowledgements

It is & pleasure to thank our colleagues from the SL divsion for the performance of the LEP machine
and the technical staff of CERN and the home institutes for their contributions to ALEPH. Those of us
from non-member states wish to thank CERN for its hospitality.

References

[1] Z.Koba, H.B. Nielsen, P. Olesen Nucl. Phys. B40 (1972) 317.

(2] E.D. Malaza, B.R. Webber, Phys. Lett, B149 (1984) 501;
E.D. Malaza, B.R. Webber, Nucl. Phys. B267 (1986) 702.

[3] S. Carius, G. Ingelman, Phys. Lett. B252 (1990) 647.

[4] R. Szwed, G. Wrochna, Z. Phys. C47 {1990) 447;
R. Szwed, G. Wrochna, A.K. Wréblewski, Modern Physics Letters A5 (1990) 981.

[3] ALEPH Collaboration, D. Decamp et al., Nucl. Inst. & Methods A294 (1990) 121.

[6] UAS5 Collaboration, R.E. Ansorge et al., CERN-EP/88-172, Dec.1988;
SFM Collaboration, A. Breakstone et al., Nuovo Cimento 102A (1989) 1199.

[7] M. Bengtson, T. Sjstrand, Phys. Lett. B185 (1987) 435.
[8] T. Sjéstrand, M. Bengtson, Comput. Phys. Comm. 43 (1987) 367.
[9] TASSO Collaboration, W. Braunschweig et al. Z. Phys. C45 (1989) 193.

[10] C.E. Shannon, Bell Systems Tech. J. 27 (1948) 379;
E.T. Jaynes, Phys. Rev. 106 (1957) 620.

[11] J.E. Shore, R.W. Johnson, IEEE Trans. Inf. Theory IT-26 (1980) 26;
J.E. Shore, R.W. Johnson, IEEE Trans. Inf. Theory IT-29 (1983)942;
Y. Tikochinsky, N.Z. Tishby, R.D. Levine, Phys. Rev. Lett. 52 (1984) 379.

[12] M. Schmelling, Ph.D. thesis, Dortmund, 1987.



[13] SFM Collaboration, A. Breakstone et al. Z.Phys. C40 (1988) 207.

[14] ALEPH Collaboration, D. Decamp et al., Properties of Hadronic Z Decays and Test of QCD
Generators, to be published.

[15] G. Marchesini, B.R. Webber, Nucl. Phys. B238 (1984) 1; B238 (1984) 492;
(. Marchesini, B.R. Webber Nucl. Phys. B310 (1988) 461.

[16] UA5 Collaboration, G.J. Alner et al., Phys. Lett. B138 (1984) 304.
[17] R.P.Feynman, Phys. Rev. Lett 23 (1969) 1415.

[18] HRS Collaboration, D.Bender et al., Phys. Rev. D31 (1985) 1.

[19] DELPHI Collaboration, P. Aarnio et al., CERN-PPE/90-173.

[20] JADE Collaboration,W. Bartel et al., Z. Phys. C20 (1983) 187.

[21]) OPAL Collaboration, M.Z. Akrawy et al., Z. Phys. C47 (1990) 505;
L3 Collaboration, B. Adeva et al., Phys. Lett. B259 (1991) 199;
PLUTO Collaboration, C. Berger et al., Phys. Lett. B95 (1980) 313;
TOPAZ Collaboration, M. Yamauchi et al., Proceedings of the XXIV International Conference on
High Energy Physics, p.852 fl.

[22] W.Thome et al., Nucl. Phys. B129 (1977) 365.

[23] C.P. Fong and B.R. Webber, Cavendish-HEP-90/2;
7. Kunszt, P. Nason, G. Marchesini and B.R. Webber, QCD , in Z Physics at LEP, eds. G. Altarelli,
R. Kleiss and C. Verzegnassi, CERN Report 89-08, p. 434 f.

[24] Particle Data Group, Phys. Lett. B239 (1990) IIL.51.
[25] ALEPH Collaboration, D. Decamp et al., Phys. Leit. B257 (1991) 479.



ALEPH

Response Matrix

¢

Figure 1: Display of slices of the response matrix: for fixed values of the true charged multiplicity the
predicted distribution is shown together with the parametrization of the response matrix.
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Figure 2: (a) the unfolded chaiged multiplicity distribution with fits of a log-normal (dotted line) and
negative-binomial (dashed line) shape; (b) the comparison of data and all three estimates for the true

distribution after convolution with the response matrix; and (c-e) the residuals from (b). The errors are
the purely statistical errors of the data.
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from the TASSO and HRS collaboration, and (b) the energy dependence of the ratio (n) /D. Also shown
are the predictions from the Lund 7.2 parton shower model with parameters tuned at Vs = 91.25 GeV.
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Figure 4: The energy dependence of the mean charged multiplicity compared with a phenomenological
parametrization (dotted line), and (full lines) the expectations for a log-normal distribution (LND), the
next-to-leading order QCD (MLLA+LPHD) prediction and the prediction from the Lund 7.2 parton
shower model. The inset is a blow up of the differences between the QCD curve, Lund 7.2 and LND.
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Figure 5: The energy dependence of the second binomial moment compared with the leading (dotted
line) and next-to-leading order (dashed line) QCD (MLLA+LPHD) prediction for Azza = 0.145 GeV.

The full line is the prediction from the tuned Lund 7.2 parton shower model.
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