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1 Introduction

Over the last years there has been tremendous progress in understanding the structure

of the S-matrix of the N = 4 Super Yang-Mills (SYM) theory. In the planar limit the

S-matrix exhibits a dual conformal symmetry [1–6], and the dual conformal algebra closes

together with the ordinary superconformal algebra in configuration space into an infinite

dimensional Yangian algebra [7]. The dual conformal invariance is broken by infrared di-

vergences [8, 9], but it is possible to construct finite, dual conformally invariant ratios in

which all infrared divergences cancel. As a consequence, the analytic structure of scatter-

ing amplitudes in planar N = 4 SYM is highly constrained. In particular, the four and

five-point amplitudes are fixed to all loop orders by symmetries in terms of the one-loop

amplitudes and the cusp anomalous dimension [9, 10], which is known exactly from integra-

bility methods [11]. The first time non-trivial dual conformally invariant corrections appear

is then for amplitudes with at least six external legs [9, 12, 13]. The ordinary and dual

conformal symmetries are also at the heart of a duality between (colour-ordered) scattering

amplitudes and Wilson loops computed along a light-like polygonal contour [4–6, 8, 9, 13–

17]. The Wilson loops can be described using an operator product expansion (OPE) near

the collinear limit [18–21]. The OPE approach to Wilson loops was recently extended by

interpreting it as an exchange of excitations of a flux tube sourced by the sides of the

light-like polygon. The spectrum of excitations of this flux tube, as well as their S-matrix,

can in turn be determined at all values of the coupling by integrability methods [22–30].

The progress in understanding the structure of the S-matrix in planar N = 4 SYM is

not only due to symmetries and integrability, but also due to an improved understanding of

the mathematical structures underlying perturbative scattering amplitudes. Indeed, Yan-

gian invariance is intimately related to the appearance of certain geometric and algebraic

structures whose relevance for scattering amplitudes was not appreciated before. For ex-

ample, the kinematics of an amplitude can be encoded in terms of momentum twistors [31],

elements of a three-dimensional projective space on which the dual conformal group acts

linearly. In terms of momentum twistors a kinematic configuration is equivalent to a

configuration of points in three-dimensional projective space CP3 [32]. Scattering ampli-

tudes with N external legs are then expected to be iterated integrals of certain differential
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one-forms [33] defined on the space of configurations of points ConfN (CP3) [34]. The sin-

gularities of the iterated integrals should be described by a certain cluster algebra that

is naturally associated with the space ConfN (CP3) [32, 35–39]. The simplest instance of

iterated integrals that one encounters when computing scattering amplitudes are the so-

called multiple polylogarithms [40, 41] which correspond to iterated integrals over rational

functions. It is believed that all maximally helicity violating (MHV) and and next-to-MHV

(NMHV) amplitudes inN = 4 SYM can be expressed in terms of multiple polylogarithms of

uniform transcendental weight [42]. In particular, this implies that all six and seven-point

amplitudes are polylogarithmic functions.

The collinear OPE combined with the improved understanding of the geometry un-

derlying planar scattering amplitudes has led to tremendous progress in determining the

perturbative S-matrix in planar N = 4 SYM, at least in the cases where the functions

are expressible in terms of multiple polylogarithms. In particular, the six-point MHV

and NMHV amplitudes are known explicitly up to five loops [43–51] while the seven-point

MHV amplitude is known analytically at two loops [52]. Beyond seven points and two

loops complete analytic results are currently unavailable, although some analytic results

for more loops and legs are known in the situation where the kinematics is restricted to lie

in a two-dimensional plane [53–55]. In addition, we know the symbols [33, 41, 45, 56, 57] of

all two-loop MHV amplitudes [58] and of the three-loop seven-point MHV amplitude [59].

The reasons for this lack of explicit analytic results for amplitudes with more loops and

legs are, among others, that the corresponding cluster algebra is infinite starting from eight

points and that it is expected that for higher-point amplitudes new classes of functions may

appear that can no longer be expressed in terms of multiple polylogarithms [60]. As a con-

sequence, it is no longer possible to classify all the singularities and classes of functions

that may appear in the analytic results for these functions.

The aim of this paper is to study a kinematic limit, the multi-Regge limit, where we

can completely describe the geometry underlying the scattering for any number external

particles, and hence we can completely classify all the iterated integrals that appear in the

final result. The study of this limit has its origins not in N = 4 SYM, but it has been

known since the early days of QCD that in the Regge limit s � |t| scattering amplitudes

exhibit a rich analytic structure. The paradigm example is the BFKL equation in QCD,

which resums the radiative corrections in log(s/|t|) to parton-parton scattering at leading

logarithmic accuracy (LLA) [61–63] and next-to-LLA (NLLA) [64–66]. The building blocks

of the BFKL resummation at LLA are the multi-gluon amplitudes, which are evaluated in

multi-Regge kinematics (MRK), i.e., in the approximation of a strong rapidity ordering of

the outgoing gluons. The multi-Regge limit is thus the kinematic cornerstone of the BFKL

resummation at LLA. In establishing the BFKL equation, the gluon rapidities are then

integrated out, and the BFKL equation is reduced to a two-dimensional problem in terms

of purely transverse degrees of freedom: i.e., the evolution of a t-channel gluon ladder in

transverse momentum space and Mellin moment space.

In planar N = 4 SYM in the Euclidean region where all Mandelstam invariants are

negative, scattering amplitudes in MRK factorise to all orders in perturbation theory into

certain building blocks describing the resummed effective propagators in the t-channel and
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the emission of gluons along the t-channel ladder formed by the effective propagators. These

building blocks are determined to all orders by the four and five-point amplitudes, and hence

scattering amplitudes in MRK are trivial in the Euclidean region [67–71]. Starting from six

external particles scattering amplitudes have Regge cuts that are not captured correctly by

the Regge-factorised form. As a consequence, amplitudes in MRK are no longer trivial if

the multi-Regge limit is taken after analytic continuation to a Mandelstam region [67, 68].

The discontinuity across the cut is described to all orders by a dispersion relation closely

related to the BFKL evolution equation. The integrand of the dispersion integral factorises

in Fourier-Mellin space, and the building blocks describing the factorisation are closely

related to the energy spectrum and the S-matrix of the flux-tube excitations in the collinear

OPE approach [72–74].

A lot of effort has recently gone into determining six-point scattering amplitudes in

planarN = 4 SYM in MRK, both at strong [75, 76] and at weak coupling [46, 50, 73, 74, 77–

82]. In particular it was observed in ref. [80] that the six-point amplitude in MRK can be

expressed perturbatively in terms of single-valued harmonic polylogarithms [83]. Moreover,

one can write down a generating functional for all six-point amplitudes in MRK at LLA [81,

82]. Beyond six points only the two-loop MHV amplitudes are known, fully analytically

to LLA [84, 85] and up to terms proportional to multiple-zeta values at NLLA [86]. The

seven-point amplitude in MRK has also been considered at strong coupling [87–89]. One

of the issues to push computations to more loops and legs is that evaluating the dispersion

integrals leads to very complicated multiple sums, and the number of such sums increases

with the number of external legs.

In this paper we study scattering amplitudes in planar N = 4 SYM in MRK for any

number N of external legs and arbitrary helicity configurations. Since the central emission

block describing the emission of a gluon along the t-channel ladder is currently only known

to leading order, we restrict ourselves to LLA in this work. We foresee, however, that the

methods and the tools introduced in this paper are generic and can be applied beyond LLA

as well, and even to cross sections outside of N = 4 SYM, which were shown to exhibit the

same features as scattering amplitudes in MRK in N = 4 SYM at least at LLA [90]. Due to

the strong ordering in rapidities, the only non-trivial kinematical dependence in the Regge

limit can be through the transverse components of the external momenta. The cornerstone

of our method is the realisation that the geometry in the transverse space can be described

by a configuration of points in the complex plane. In other words, MRK is described by

the geometry of the moduli space M0,n of Riemann spheres with n marked points. The

geometry of M0,n is well understood. In particular, the cluster algebra associated to M0,n is

always of finite type and corresponds to the Dynkin diagram An−3. The algebra of iterated

integrals on this space can also be completely described: they are iterated integrals of d log-

forms with singularities when some of the marked points coincide. It can be shown that the

algebra of iterated integrals on M0,n factors through certain hyperlogarithm algebras [41].

In other words, iterated integrals on M0,n can always be expressed in terms of multiple

polylogarithms and rational functions with singularities when two marked points coincide.

The analytic structure of scattering amplitudes is further constrained by unitarity. We

show that this requirement constrains the iterated integrals that can appear in MRK to
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single-valued functions, i.e., linear combinations of products of iterated integrals on M0,n

(and their complex conjugates) such that all branch cuts cancel. This generalises the

findings of ref. [80] that the six-point amplitude in MRK can be expressed in terms of

single-valued harmonic polylogarithms for any number of external legs.

The framework of single-valued iterated integrals on M0,n allows us to compute scat-

tering amplitudes in MRK for many loops and external legs. Starting from a (conjectural)

representation of the amplitude in a Mandelstam region as a multiple Fourier-Mellin trans-

form, we increase the number of loops by convoluting with the Fourier-Mellin transform of

the BFKL eigenvalue. The single-valued nature of the functions reduces the computation

of the convolution integral to a simple application of Stokes’ theorem. In addition, we

prove a certain factorisation theorem for amplitudes in MRK that generalises to any num-

ber of loops and legs a factorisation property observed for two-loop MHV amplitudes in

MRK [84, 85]. The factorisation theorem implies in particular that MHV amplitudes at L

loops are completely determined by MHV amplitudes with up to (L+ 4) external legs. We

use this property to present for the first time analytic results for MHV amplitudes in MRK

up to five loops with an arbitrary number of external legs. We also show that non-MHV

amplitudes can be constructed via convolutions with a certain helicity flip kernel. Convolu-

tions with this kernel introduce rational prefactors, and we perform a classification of all the

leading singularities that appear in MRK at LLA. We also present for the first time explicit

analytic results for non-MHV amplitudes with up to eight external legs and up to four loops.

This paper is organised as follows. In section 2 we present a conjectural representation

of scattering amplitudes in MRK at LLA, valid for any number of loops or external legs.

In section 3 we discuss the connection between MRK and the moduli space of Riemann

spheres with marked points, and we discuss in particular three different ways to construct

single-valued iterated integrals on M0,n. In section 4 we apply our technology to the case

of MHV amplitudes. We prove the factorisation theorem for MHV amplitudes and obtain

explicit analytic results for all MHV amplitudes with up to five loops with an arbitrary

number of external legs. In section 5 we introduce the helicity flip operator and we extend

the results of section 4 to the non-MHV case. We also present a complete classification of

leading singularities in MRK to LLA and obtain explicit results for all non-MHV amplitudes

up to four loops and with up eight external legs. In section 6 we discuss the implications

of our work on the analytic structure of scattering amplitudes in MRK, and we prove

that amplitudes in MRK can always be expressed in terms of single-valued polylogarithms,

independently of the helicity configuration and the number of loops and legs. In section 7 we

draw our conclusions and discuss how our results can be extended beyond LLA. We include

several appendices with technical details on the construction of single-valued functions and

explicit results for amplitudes with up to eight external legs and three loops. All the results

obtained in this paper are provided in computer-readable form as ancillary material with

the arXiv submission of this paper.
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2 Scattering amplitudes in MRK to LLA

2.1 Scattering amplitudes and cluster algebras

In this section we review some background material on planar scattering amplitudes in the

N = 4 Super Yang-Mills (SYM) theory. We begin by recalling some basic facts about the

kinematical dependence of gauge theory amplitudes. An N -point colour-ordered gluonic

scattering amplitude is a function of N massless momenta pi, 1 ≤ i ≤ N , with a specific

cyclic ordering and subject to momentum conservation

N∑
i=1

pi = 0 . (2.1)

Null momenta pi in four dimensions may be described by choosing a pair of commuting

spinorial variables so that

pαα̇i = λαi λ̃
α̇
i . (2.2)

An ordered sequence of null momenta pi obeying the momentum conservation condition

may also be described by a lightlike polygon in a dual space by choosing dual coordinates

xi such that

xi − xi−1 = pi . (2.3)

Momentum conservation implies the closure of the polygon. In planar N = 4 SYM the

amplitudes exhibit dual conformal symmetry, meaning that the essential kinematical de-

pendence is captured by the conformal cross-ratios

Uijkl =
x2
ijx

2
kl

x2
ikx

2
jl

, (2.4)

with xij = xi − xj . In four dimensions, only 3N − 15 of the cross ratios one can form out

of N points are independent. Following ref. [87, 89], from the set of all the Uijkl one can

pick a particular algebraically independent set of 3N − 15 cross ratios as (see figure 1),

u1i =
x2
i+1,i+5x

2
i+2,i+4

x2
i+1,i+4x

2
i+2,i+5

, u2i =
x2
N,i+3x

2
1,i+2

x2
N,i+2x

2
1,i+3

, u3i =
x2

1 i+4x
2
2,i+3

x2
1,i+3x

2
2,i+4

. (2.5)

All other cross ratios can be expressed as algebraic functions in these 3N−15 independent

cross ratios.

The sequence of null lines describing the polygon may in turn be described by twistor

variables1

ZAi = (λαi+1, µ
α̇
i+1) . (2.6)

The variables Zi are called momentum twistors [31] due to their relation with the momenta.

The twistors obey the incidence relation

µα̇i = xαα̇i λiα . (2.7)

1The unusual choice of the lower index in the definition of the twistor variable Zi is made in order to

render common but competing conventions consistent with each other.
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Figure 1. The algebraically independent set of 3N − 15 cross-ratios.

The momentum twistors Zi are free variables,2 and every point xi is represented in mo-

mentum twistor space by the line passing through the twistors Zi−1 and Zi. Since the

relation (2.2) allows for a rescaling

λi → κiλi , λ̃i → κ−1
i λ̃i , (2.8)

and the incidence relation (2.7) is homogeneous, we find that the Zi are actually elements

of CP3. In terms of the twistor variables the kinematical variables are given by

x2
ij = (pi+1 + . . .+ pj)

2 =
〈i− 1 i j − 1 j〉
〈i− 1 i I〉〈j − 1 j I〉

, (2.9)

where the twistor four-bracket is defined as the determinant of the column vectors, 〈ijkl〉 =

det(Zi Zj Zk Zl). I is the so-called infinity twistor and corresponds to a choice of null cone

at infinity in the coordinate patch given by the xi. The dependence on the infinity twistor

must drop out from all dual conformally invariant quantities. In particular, the dual

conformally invariant cross ratios of eq. (2.4) can be written in the form

Uijkl =
〈i− 1 i j − 1 j〉〈k − 1 k l − 1 l〉
〈i− 1 i k − 1 k〉〈j − 1 j l − 1 l〉

. (2.10)

As momentum twistors are free variables, we can describe the kinematics of colour-

ordered partial amplitudes by a configuration of N points in CP3 [32]. We denote the set

of all such configurations by

ConfN (CP3) ' Gr(4, N)/(C∗)N−1 . (2.11)

Naturally associated to the spaces ConfN (CP3) are cluster algebra structures [35–39], which

play a role in describing the singularity structure of scattering amplitudes or light-like

Wilson loops in planar N = 4 SYM theory [32]. The A-coordinates of the cluster algebras

are homogeneous polynomials in the Plücker coordinates 〈ijkl〉. For the cluster algebras

associated to Gr(4, N) one defines an initial cluster given by the quiver diagram in figure 2.

2For real Minkowski signature momentum variables we should impose a reality condition upon the Zi.

For now we keep them complex.
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Figure 2. The A-coordinates for the initial quiver for Gr(4, N) with frozen nodes in boxes.

Figure 3. The X -coordinates for the initial quiver for Gr(4, N).

Other clusters are obtained by a repeated process called mutation. The A-coordinates in

the initial cluster are given by certain Plücker coordinates. The nodes in boxes are called

frozen nodes and the others are called unfrozen. For each unfrozen node one can form

X -coordinates by taking the product of all A-coordinates connected by incoming arrows

and dividing by the product of all A-coordinates connected by outgoing ones. We label the

X -coordinates as Xij for i = 1, 2, 3 and j = 1, . . . , N − 5 following the obvious structure of

figure 3. Explicitly, they are given by

X1j =
〈1 2 3 j + 3〉〈1 2 j + 4 j + 5〉
〈1 2 3 j + 5〉〈1 2 j + 3 j + 4〉

,

X2j =
〈1 2 3 j + 4〉〈1 2 j + 2 j + 3〉〈1 j + 3 j + 4 j + 5〉
〈1 2 3 j + 3〉〈1 2 j + 4 j + 5〉〈1 j + 2 j + 3 j + 4〉

,

X3j =
〈1 2 j + 3 j + 4〉〈1 j + 1 j + 2 j + 3〉〈j + 2 j + 3 j + 4 j + 5〉
〈1 2 j + 2 j + 3〉〈1 j + 3 j + 4 j + 5〉〈j + 1 j + 2 j + 3 j + 4〉

.

(2.12)

The X -coordinates of any given cluster, in particular the initial one outlined above, form

a complete set of coordinates for the kinematical dependence of the scattering amplitude

or Wilson loop.

2.2 Multi-Regge kinematics

The focus of this paper are planar colour-ordered scattering amplitudes in N = 4 SYM in a

special kinematic limit of 2-to-(N−2)-gluon scattering, the so-called multi-Regge kinemat-

ics (MRK) [91]. In order to define this limit, it is convenient to work in conventions where
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q1

qi

qN−5

qN−4

xN

x2

kN−4

ki+1

ki

ki−1

ki−2

k1

...

...

x1

x3

x4

xi+1

xi+2

xi+3

xi+4

xi+5

xN−2

xN−1

xN

x2

kN−4

ki+1

ki

ki−1

ki−2

k1

...

...

x1

x3

x4

xi+1

xi+2

xi+3

xi+4

xi+5

xN−2

xN−1

xN

x2

kN−4

ki+1

ki

ki−1

ki−2

k1

...

...

x1

x3

x4

xi+1

xi+2

xi+3

xi+4

xi+5

xN−2

xN−1

Figure 4. The three cross ratios associated to the reggeized propagator |qi|2: u1i (left), u2i
(center) and u3i (right). Solid lines denote square distances in the numerator, and dashed lines in

the denominator, respectively.

all momenta are taken as outgoing. We define lightcone and (complex) transverse momenta

p± ≡ p0 ± pz , pk ≡ pk⊥ = pxk + ipyk . (2.13)

Using this decomposition, the scalar product between two four vectors p and q is given by

2p · q = p+q− + p−q+ − pq̄− p̄q . (2.14)

Without loss of generality we may choose a reference frame such that the momenta of the

initial state gluons p1, p2 lie on the z-axis with pz2 = p0
2, which implies p+

1 = p−2 = p1 =

p2 = 0. Then the multi-Regge limit is defined as the limit where the outgoing gluons

with momenta pi, i ≥ 3, are strongly ordered in rapidity (or equivalently in the lightcone

+-coordinates) while having comparable transverse momenta,

p+
3 � p+

4 � . . . p+
N−1 � p+

N , |p3| ' . . . ' |pN | . (2.15)

The mass-shell condition p2
i = p+

i p
−
i − |pi|2 = 0 implies that

p−N � p−N−1 � . . . p−4 � p−3 . (2.16)

The ordering between the lightcone coordinates in eq. (2.15) implies the following hierarchy

between the Lorentz invariants,

s12 � s3···N−1, s4···N � s3···N−2, s4···N−1, s5···N � · · ·
. . .� s34, . . . , sN−1N � −t1, · · · ,−tN−3 ,

(2.17)

with ti held fixed, where

si(i+1)...j ≡ (pi + pi+1 + . . .+ pj)
2 = x2

(i−1)j , (2.18)

ti+1 ≡ q2
i , qi ≡ −p2 − . . .− pi+3 = x(i+3)1 . (2.19)

– 8 –
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Let us briefly sketch how the hierarchy in eq. (2.17) follows from the strong ordering in light-

cone coordinates, eq. (2.15). In MRK momentum conservation can be written in the form

p−1 = −
N∑
i=3

p−i ' −p
−
N , p+

2 = −
N∑
i=3

p+
i ' −p

+
3 , 0 =

N∑
i=3

pi , (2.20)

and the two-particle invariants in MRK become

s12 = 2p1 · p2 ' p+
3 p
−
N

s1i = 2p1 · pi ' −p+
i p
−
N

s2i = 2p2 · pi ' −p+
3 p
−
i

sij = 2pi · pj ' p+
i p
−
j , 3 ≤ i < j ≤ N .

(2.21)

From the last line of eq. (2.21), it is evident that all Mandelstam invariants made of k

consecutive final state momenta sii+1...i+k ' sii+k will be comparable in size, and much

larger than invariants made of k − 1 consecutive momenta. This proves the hierarchy be-

tween s-channel invariants in eq. (2.17). For the scale separation between s-like and t-like

variables, we start by noting that the transverse component of the momentum transfer qi
defined in eq. (2.19) will be a sum of the final state transverse momenta, and thus also

comparable with them in size. In addition, (2.15)–(2.19) and (2.20) imply that q+
i ' p

+
i+4,

q−i ' −p
−
i+3 and therefore −q+

i q
−
i � p+

i+3p
−
i+3 ' |qi|2. In other words, the qi are domi-

nated by their transverse components, q2
i ' −|qi|2, and will thus be much smaller than the

sj(j+1), j = 3, . . . , N − 1, which are dominated by their lightcone components (2.21). This

then completes the proof that eq. (2.17) follows from eq. (2.15).

The analysis of MRK thus far only relied on Lorentz symmetry. Let us now specialize

to planar N = 4 SYM, which in addition exhibits dual conformal invariance. The three

conformally invariant cross ratios (u1i, u2i, u3i) of eq. (2.5) can be associated to the t-

channel invariants (2.19), which have transverse momentum |qi|2 (see figure 4) [87, 89]. In

MRK these cross ratios take the form

u1i = 1− δi
|ki + ki+1|2

|ki+1|2
+O(δ2

i ) ,

u2i = δi
|qi−1|2

|qi|2
+O(δ2

i ) ,

u3i = δi
|qi+1|2 |ki|2

|qi|2 |ki+1|2
+O(δ2

i ) ,

(2.22)

where ki ≡ pi+3, 1 ≤ i ≤ N − 4, denote the momenta of the gluons emitted along the

t-channel ladder, and we define the ratio δi ≡ k+
i+1/k

+
i . From eq. (2.15) it is evident that

in MRK we have δi → 0, and so we see that all the u1i tend to 1 at the same speed as the

u2i and u3i vanish. It is convenient to define the reduced cross ratios [87, 89],

ũ2i =
u2i

1− u1i
=
|qi−1|2 |ki+1|2

|qi|2 |ki + ki+1|2
+O(δi) ,

ũ3i =
u3i

1− u1i
=

|qi+1|2 |ki|2

|qi|2 |ki + ki+1|2
+O(δi) .

(2.23)
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q0

q1

qN−5

qN−4

kN−4

kN−5

k2

k1

...
x1

x2

x3

xN−3

xN−2

Figure 5. The dual coordinates in the transverse space. Dashed lines indicate the forward momenta

with zero transverse momentum, which are strictly speaking absent in the transverse momentum

space because they are orthogonal to it.

We now introduce dual coordinates in the transverse space CP1 by (see figure 5)

qi = xi+2 − x1 and ki = xi+2 − xi+1 . (2.24)

The reduced cross ratios ũ2i and ũ3i can then we written as (squares of) cross ratios in

CP1,

ũ2i ' |ξ2i|2 and ũ3i ' |ξ3i|2 , (2.25)

with

ξ2i =
(x1 − xi+1) (xi+3 − xi+2)

(x1 − xi+2) (xi+3 − xi+1)
and ξ3i =

(x1 − xi+3) (xi+2 − xi+1)

(x1 − xi+2) (xi+3 − xi+1)
. (2.26)

It is easy to check that

ξi ≡ ξ2i = 1− ξ3i . (2.27)

We also introduce the transverse cross ratios

zi ≡ 1− 1

ξi
=

(x1 − xi+3) (xi+2 − xi+1)

(x1 − xi+1) (xi+2 − xi+3)
= − qi+1 ki

qi−1 ki+1
. (2.28)

In the literature it is customary to use the variables wi ≡ −zi.
It is easy to see from figure 5 that the MRK setup has a natural Z2 symmetry, called

target-projectile symmetry [87, 89], which acts by reflecting all the points along the hori-

zontal symmetry axis. This symmetry acts on the points xi via

xi 7→

{
x1 , if i = 1 ,

xN−i , if 2 ≤ i ≤ N − 2 .
(2.29)

On the cross ratios zi target-projectile symmetry acts by

zi 7→ 1/zN−4−i . (2.30)

– 10 –
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In the previous section we have seen that the kinematics of scattering amplitudes in pla-

nar N = 4 SYM are naturally encoded through a configuration of N momentum twistors in

three-dimensional projective space CP3. In the remainder of this section we show that there

is a very natural geometrical interpretation of MRK in terms of momentum twistors. More

precisely, we will show that the dual conformal invariance of planar N = 4 SYM implies that

the multi-Regge limit defined in eq. (2.15) is conformally equivalent to the strongly-ordered

multi-soft limit where the momenta pi, 3 ≤ i ≤ N − 3, are soft, with pi softer than pi+1.

Before proving the connection between the multi-Regge and soft limits, let us discuss

in more detail how to take a single soft limit in momentum twistor space. In terms of

dual coordinates, the momentum pi+1 is soft if the points xi and xi+1 coincide. As the

points xi correspond to lines in momentum twistor space, the soft limit corresponds to the

limit where the momentum twistors Zi−1, Zi and Zi+1 are aligned. In other words, to set

the momentum pi+1 to zero all we have to do is to take the twistor Zi to lie on the line

between Zi−1 and Zi+1. The limit leaves two degrees of freedom from the three associated

to Zi. The remaining degrees of freedom can be thought of (using real twistor space as an

analogy) as the distance along the line between Zi−1 and Zi+1 and the angle of approach

to the line in which the limit is taken. More generally, let us consider a limit where the

twistor Zi approaches the line between Zj and Zk. We parametrise this situation as follows

Zi → Ẑi = Zj + αi
〈j j − 1 k + 1 k + 2〉
〈k j − 1 k + 1 k + 2〉

Zk + εi
〈j k k + 1 k + 2〉
〈j − 1 k k + 1 k + 2〉

Zj−1

− εiβi
〈j j − 1 k k + 2〉
〈k + 1 j − 1 k k + 2〉

Zk+1 ,

(2.31)

and the limit where Zi, Zj and Zk are aligned corresponds to the limit εi → 0. The

existence of the last two terms in eq. (2.31) ensures that x2
i−1i+1, x

2
ii+2 ∼ εi as we approach

the limit, as can be shown from eq. (2.9) and the fact that we can choose the infinity

twistor such that 〈i j I〉 = εαβλ
α
i+1λ

β
j+1.

The multi-soft limit we wish to consider is one where we sequentially take the momenta

pi, 3 ≤ i ≤ N − 3, to be soft. This corresponds to taking twistor Z2 to the line (Z1Z3),

then Z3 to the line (Z1Z4) and so on. In this limit the cross ratios (2.5) behave like

u1i → 1 , u2i → 0 , u3i → 0 , (2.32)

i.e., the cross ratios behave in the same way as in MRK, cf. eq. (2.15). This is, however, still

insufficient to conclude that this multi-soft limit is equivalent to MRK, and we still need to

show that the cross ratios approach their limiting values at the same speed. Equivalently,

we need to show that the reduced cross ratios (2.23) are finite in the limit. This is indeed

the case, and we find

ũ2i =
u2i

1− u1i
→ αi+1βi+1

(1 + αi+1)(1 + βi+1)
,

ũ3i =
u3i

1− u1i
→ 1

(1 + αi+1)(1 + βi+1)
.

(2.33)

Hence, we conclude that this particular multi-soft limit is conformally equivalent to the

multi-Regge limit. Comparing eq. (2.33) to eq. (2.25) and eq. (2.28), we see that we can

– 11 –
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p1 p2

pN p3kN−4 kN−3 kq kq−1 kp+1 kp k2 k1

Figure 6. Diagrammatic representation of the Mandelstam region [p, q]. The discontinuity in the

(kp + . . .+ kq)
2 channel is indicated by the dashed line.

identify the parameters αi+1 and βi+1 that describe the reduced cross ratios in the multi-

soft limit with the CP1 cross ratio that appear in MRK,

αi+1 = −1/zi and βi+1 = −1/z̄i . (2.34)

2.3 Planar SYM amplitudes in multi-Regge kinematics

So far all the considerations were purely kinematical. In this section we present the (con-

jectural) representation of an amplitude in MRK to leading logarithmic accuracy (LLA).

Helicity must be conserved by the gluons going very forward, so that the different helic-

ity configurations are distinguished only by the helicities of the gluons emitted along the

ladder. Denoting these helicities by h1, . . . , hN−4, we define the ratio

eiΦh1,...,hN−4 Rh1,...,hN−4
≡
[
AN (−,+, h1, . . . , hN−4,+,−)

ABDS
N (−,+, . . . ,+,−)

]
|MRK, LLA

, (2.35)

where AN (−,+, h1, . . . , hN−4,+,−) is the (colour-ordered) amplitude for the production

of N − 4 gluons emitted along the ladder, and ABDS
N (−,+, . . . ,+,−) is the corresponding

BDS amplitude. The function Rh1,...,hN−4
is finite, and thus dual conformally invariant.

It can easily be related to the well-known remainder and ratio functions. Since Regge

factorisation holds in the Euclidean region, the ratio in the left-hand side of eq. (2.35)

tends to a phase in this region. The exact form of this phase is immaterial in the following,

because it is simply obtained as the ratio of the corresponding tree amplitudes [92], which

is not a manifestly dual conformally invariant quantity. We therefore factor this phase out

of the definition of the ratio Rh1,...,hN−4
, and we normalise the left-hand side of eq. (2.35)

such that Rh1,...,hN−4
= 1 in the Euclidean region.

If we take a discontinuity corresponding to a consecutive subset of final-state momenta

kl, l ∈ [p, q] ⊆ {1, . . . , N − 4}, i.e., a discontinuity with respect to the invariant (kp +

. . . + kq)
2, then Rh1,...,hN−4

is no longer trivial due to the presence of a Regge cut (see

figure 6) [67, 68, 77–79, 85, 89, 93, 94]. In terms of the dual conformal cross ratios,

Uij ≡ Ui,j+1,j,i+1 =
x2
ij+1x

2
i+1j

x2
ijx

2
i+1j+1

, (2.36)

taking this discontinuity corresponds to analytically continuing Upq+2 around the origin

while all other cross ratios Uij are held fixed. In the following we denote the value of the

– 12 –
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ratio Rh1,...,hN−4
in this so-called Mandelstam region [p, q] by R[p,q]

h1,...,hN−4
. We conjecture

that R[p,q]
h1,...,hN−4

in MRK to LLA can be cast in the form of a multiple Fourier-Mellin

integral

R[p,q]
h1...hN−4

({τk, zk}p≤k≤q−1) = 1 + a iπ r
[p,q],(1)
h1...hN−4

(2.37)

+ a iπ (−1)q−p

q−1∏
k=p

+∞∑
nk=−∞

(
zk
z̄k

)nk/2 ∫ +∞

−∞

dνk
2π
|zk|2iνk


×

−1 +

q−1∏
k=p

τ
aEνknk
k

 χhp(νp, np)
q−2∏
k=p

Chk+1(νk, nk, νk+1, nk+1)

 χ−hq(νq−1, nq−1) .

In this expression, we defined τk ≡
√
u2ku3k, and a is the ’t Hooft coupling. To LLA,

the value of τk is independent of k, but we prefer to keep the τk different for reasons that

will become clear in subsequent sections. The one-loop coefficients receive contributions

from both the Regge pole and cut. They are sums of logarithms whose functional form is

irrelevant for the remainder of this paper. Eνn is the leading-order (LO) BFKL eigenvalue,

Eνn = −1

2

|n|
ν2 + n2

2

+ ψ

(
1 + iν +

|n|
2

)
+ ψ

(
1− iν +

|n|
2

)
− 2ψ(1) , (2.38)

and χh(ν, n) is the LO impact factor [67, 68]

χ±(ν, n) =
1

iν ± n
2

=
[
χ∓(−ν,−n)

]∗
. (2.39)

The central emission block for the emission of a positive-helicity gluon is [85]

C+(ν, n, µ,m) =
Γ(1− iν − n

2 ) Γ(iµ+ m
2 ) Γ(i(ν − µ) + m−n

2 )

Γ(1 + iν − n
2 ) Γ(−iµ+ m

2 ) Γ(1− i(ν − µ) + m−n
2 )

. (2.40)

The central emission block for the emission of a negative-helicity gluon takes the form

C−(ν, n, µ,m) = [C+(−ν,−n,−µ,−m)]∗ = C+(ν,−n, µ,−m) . (2.41)

Equation (2.37) reproduces the known Fourier-Mellin representation of the six-point MHV

and NMHV amplitudes in MRK to LLA [67, 68, 85], and also of the seven-point MHV

amplitude to LLA [85]. In the remainder of this section we give further support to our

conjecture by showing that it is consistent with target-projectile symmetry and with the

factorisation of the amplitude in infrared limits. The function R[p,q]
h1,...,hN−4

is identical to the

ratio where all the gluons that are not taken into account in the discontinuity have been

removed. In other words, if we know the results for the Mandelstam regions [1, N−4], then

we can reconstruct all other cases. Hence, in the following we only discuss this particular

case, and we simply write Rh1,...,hN−4
for R[1,N−4]

h1,...,hN−4
.

In order to fully define the expression for R[p,q]
h1,...,hN−4

in eq. (2.37) we must specify the

contours of integration. The integrals over the νk are taken along the real νk-axes, however

– 13 –
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the quantities χ and C have poles on the real axes for certain values of the nk. Our contour

prescription for avoiding these poles is as follows. For np = 0 we replace

χhp(νp, 0)→ 1

iνp − ε
. (2.42)

For nk−1 = nk we find that C(νk−1, nk−1, νk, nk) exhibits a pole at νk−1 = νk, as can be

seen by inspecting the third factor in the numerator of eq. (2.40). We avoid this pole by

replacing it as follows,
1

i(νk−1 − νk)
→ 1

i(νk−1 − νk) + ε
. (2.43)

For nq−1 = 0 we replace

χ−hq−1(νq−1, 0)→ 1

iνq−1 + ε
. (2.44)

In all cases we take ε to be an infinitesimal positive number.

The effect of the replacement (2.42) is to shift the pole from χhp(νp, 0) slightly into

the lower half νp plane. The shift (2.43) means the pole is slightly shifted into the upper

half νk−1 plane (or the lower half νk plane). Finally the shift (2.44) takes the pole slightly

into the upper half νq−1 plane.

Equation (2.37) can be written as an inverse multiple Fourier-Mellin transform. The

(inverse) Fourier-Mellin transform of a function F (ν, n) is defined as

f(z) = F [F (ν, n)] =

+∞∑
n=−∞

(z
z̄

)n/2 ∫ +∞

−∞

dν

2π
|z|2iν F (ν, n) , (2.45)

where z ∈ C. This integral transform is invertible, and its inverse is given by

F−1[f(z)] =

∫
d2z

π
z−1−iν−n/2 z̄−1−iν+n/2 f(z) , (2.46)

with the usual metric on the complex plane

d2z = −dz ∧ dz̄
2i

= dx ∧ dy = r dr ∧ dϕ , for z = x+ iy = reiϕ . (2.47)

The Fourier-Mellin transform has the property that it maps ordinary products into convo-

lutions. More precisely, if F [F ] = f and F [G] = g, then

F [F ·G] = F [F ] ∗ F [G] = f ∗ g , (2.48)

where the convolution is defined by

(f ∗ g)(z) =
1

π

∫
d2w

|w|2
f(w) g

( z
w

)
. (2.49)

A proof of the convolution theorem for the Fourier-Mellin transform is given in appendix A.

It is easy to see that the convolution product is associative and commutative, and the

distribution π δ(2)(1− z) is a neutral element.
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We conclude this section by quoting some properties of the Fourier-Mellin space func-

tions that enter eq. (2.37). For nk = 0, the BFKL eigenvalue and the central emission

block have the following properties [61, 63, 73, 91, 95–97],

lim
ν→0

Eν0 = 0 , (2.50)

lim
ν→0

C±(ν, 0, µ,m) = χ±(µ,m) , (2.51)

lim
µ→0

C±(ν, n, µ, 0) = −χ∓(ν, n) , (2.52)

Resν=µC
±(ν, n, µ, n) = (−1)n i . (2.53)

Note that Eν0 vanishes quadratically as ν → 0 due to its symmetry under ν ↔ −ν. As we

will see shortly, the above relations guarantee that eq. (2.37) has the correct soft behaviour.

In order to prove the last relation (2.53), we need the following identity,

sinπ(n2 + iν)

sinπ(n2 − iν)
= (−1)n+1 , n ∈ Z . (2.54)

In order to show this identity, let us define

Sn =
sinπ(n2 + iν)

sinπ(n2 − iν)
. (2.55)

Obviously, S0 = −1 and S1 = 1. Moreover, Sn satisfies a recursion of order two,

Sn+2 =
sin
[
π + π(n2 + iν)

]
sin
[
π + π(n2 − iν)

] =
sinπ(n2 + iν)

sinπ(n2 − iν)
= Sn . (2.56)

Hence, Sn = (−1)n+1. Finally, we note the following relation between the central emission

block and the impact factor,

C−(ν, n, µ,m)

C+(ν, n, µ,m)
=
χ+(ν, n)χ−(µ,m)

χ−(ν, n)χ+(µ,m)
. (2.57)

2.4 Soft limits

In this section we show that the function Rh1,...,hN−4
has the correct behavior in all infrared

limits. Due to the strong ordering in the rapidities (or equivalently, in the +-lightcone

coordinates), there are no collinear singularities. All the singularities of an amplitude

in MRK can therefore be associated to some final-state partons being soft. In addition,

there are no soft singularities associated with the two final-state particles at the end of the

ladder. Hence, an amplitude in MRK has soft singularities only in the limits where one of

the momenta ki, 1 ≤ i ≤ N − 4, vanishes. The vanishing of ki implies that in particular

its transverse component ki goes to zero. Using eq. (2.28), we see that the limit ki → 0

corresponds to the limit where some of the cross ratios zk take a special value. There are

three distinct cases to consider:

1. If k1 → 0, z1 → 0, and all other cross ratios remain finite.
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2. If kN−4 → 0, zN−5 →∞, and all other cross ratios remain finite.

3. If ki → 0, for 2 ≤ i ≤ N − 5, zi → 0 and zi−1 →∞, but the product zi−1zi remains

finite. All other cross ratios remain finite.

In the remainder of this section we show that eq. (2.37) has the correct behaviour in

the soft limit, where the function Rh1,...,hN−4
behaves like

lim
kj→0

Rh1,...,hN−4
({τk, zk}1≤k≤N−5) = Rh1,...,ĥj ,...,hN−4

({τ ′k, z′k}1≤k≤N−6) , (2.58)

where the τ ′k and z′k are combinations of the τk and zk, and the hat indicates that the

corresponding element is absent.

Let us start by analysing the limit k1 → 0, which corresponds to z1 → 0. We want to

obtain the leading behaviour of the Fourier-Mellin integral (2.37) in this limit. We therefore

close the contour in the lower half ν1-plane, giving a series of terms with non-negative

powers of |z1|. The leading contribution comes from the pole from χh1(ν1, n1) which is

shifted slightly away from the real axis into the lower half ν1 plane by the prescription (2.42).

This pole is only present for n1 = 0. In other words we have a pole at ν1 = −iε for n1 = 0. If

we take the residue at this pole we find that, due to eq. (2.51), the factor Ch2(ν1, n1, ν2, n2)

contributes

Ch2(−iε, 0, ν2, n2)→ χh2(ν2 + iε, n2) . (2.59)

This is precisely the factor present in Rh2,...,hN−4
with the correct contour prescription for

the pole on the real axis at n2 = 0. Note that the prescriptions (2.42) and (2.43) are

consistent in this regard, since they both dictate that for n2 = 0 the remaining pole on

the real axis is shifted into the lower half ν2 plane. Looking at the other factors in the

integrand we see that all signs and factors of 2π are as needed and the factor |z1|iν1 becomes

1. The factor τ
Eν10
1 in the product term in the square brackets in the final line of (2.37)

also becomes 1 due to the relation (2.50). Thus we reproduce precisely the Fourier-Mellin

integral expression for Rh2,...,hN−4
, as required,

lim
k1→0

Rh1,...,hN−4
(τ1, z1, . . . , τN−5, zN−5) = Rh2,...,hN−4

(τ2, z2, . . . , τN−5, zN−5) . (2.60)

Next, let us look at the limit kN−4 → 0, which corresponds to zN−5 →∞. In this case

we should close the contour in the upper half νN−5 plane to obtain a series in non-negative

powers of |zN−5|−1. By an argument similar to the one in the previous case, the leading

behaviour comes from the pole in χ−hN−4(νN−5, nN−5) which is shifted slightly into the

upper half plane by the prescription (2.44). Thus we have a pole at νN−5 = iε and this

pole is present only for nN−5 = 0. The residue from this pole contributes a factor

ChN−5(νN−6, nN−6, iε, 0)→ −χhN−5(νN−6 − iε, nN−6) . (2.61)

The sign difference, compared to eq. (2.59), is compensated by the fact the contour is taken

in the opposite orientation compared to the ν1 contour in the k1 → 0 limit. The rest of the

analysis is similar to the k1 → 0 case. Hence, we again obtain the expected soft behaviour,

lim
kN−4→0

Rh1,...,hN−4
(τ1, z1, . . . , τN−5, zN−5) = Rh1,...,hN−3

(τ1, z1, . . . , τN−6, zN−6) . (2.62)
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The remaining soft limits are slightly more subtle, because they involve two cross ratios

at the same time. Consider kj → 0, which corresponds to zj−1 → ∞ and zj → 0, with

their product held fixed. We define ν = νj−1−νj and we find that the powers of the moduli

can be reorganised as

|zj−1|2iνj−1 |zj |2iνj = |zj−1|2iν |zj−1zj |2iνj . (2.63)

Since |zj−1| → ∞ with |zj−1zj | fixed we need to perform an integration over ν, closing it

in the upper half plane to obtain a series in non-negative powers of |zj−1|−1. The leading

contribution comes from the pole at ν = iε from the factor C(νj−1, nj−1, νj , nj), which is

shifted slightly into the upper half ν-plane by the prescription (2.43). This pole is only

present for nj−1 = nj . The integral over ν then contributes the residue given in eq. (2.53).

The factor (−1)nj thus obtained should be absorbed into the phase factor,

(−1)nj
(
zj−1zj
z̄j−1z̄j

)nj/2
=

(
z

z̄

)nj/2
, (2.64)

where z = −zj−1zj . Similarly the remaining modulus factor may be written as

|zj−1zj |2iνj = |z|2iνj . Moreover, from eq. (2.22) we see that

τj−1τj =
√
u2j−1u3j−1u2ju3j =

∣∣∣∣qj−2qj+1kj−1

qj−1qjkj+1

∣∣∣∣ , (2.65)

which is precisely the argument of the large logarithm in the soft limit. Finally, we note

that since we evaluate νj−1 at the value νj + iε, the remaining C-factor dependent on νj−1

becomes

Chj−1(νj−2, nj−2, νj−1, nj−1)→ Chj−1(νj−2, nj−2, νj + iε, nj) (2.66)

and we see that the remaining pole on the real axis at νj−2 = νj is correctly shifted

slightly into the upper half νj−2 plane (or lower half νj plane), consistent with the pre-

scription (2.43). In the case j = 2 we have instead a factor χh1(νj−1, nj−1) which becomes

(again correctly) χh1(νj + iε, nj). We thus get the expected behaviour, with a combined

cross ratio z = −zj−1zj ,

lim
kj→0
Rh1,...,hN−4

(τ1, z1, . . . , τN−5, zN−5)

= Rh1,...,ĥj ,...,hN−3
(τ1, z1, . . . , τj−1τj ,−zj−1zj , . . . , τN−6, zN−6) ,

(2.67)

where the hat on hj means this gluon is eliminated.

We see that the nature of the contour prescription, described in eqs. (2.42)–(2.44) is

intimately tied to the correct behaviour under soft limits. In order to have the correct

behaviour in the soft limits, we have no choice but to implement the contours we have

outlined. The reader may wonder if our discussion remains valid when many poles over-

lap. Indeed, it is possible that our contour can become pinched between poles which are

separated only as a result of our ε prescription. This troublesome behaviour can been seen

already in the six-point case where for n1 = 0 we have poles at ±iε from χh1(ν1, 0) and

χ−h2(ν1, 0) respectively, with the contour running between. Evaluating the ν1 integral in,
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say, the lower half plane we obtain a factor of 1/ε which looks dangerous. However the

factor in the square brackets in the last line of eq. (2.37) comes to the rescue since we find

[−1 + τ
aEν10
1 ] = aEν10 log τ1 + . . . = O(ε2) . (2.68)

Thus the singularity from the pinched pole is killed by the fact that we have written

[−1 +
∏
τ
aEνknk
k ], eliminating any one-loop contribution from the Fourier-Mellin integral

which we have instead made explicit in the term r(1) in the first line of eq. (2.37). Similar

behaviour occurs for higher N when many poles on the real axis coincide. Thus our

formula (2.37) does make sense with the ε prescription given and indeed the above argument

verifies the correct (vanishing) soft behaviour in the six-point case. However, the existence

of potential pinched poles is still troubling and we expect that it should be regulated by

shifts of the pole positions in the real νk directions by amounts which vanish as the coupling

a tends to zero, similarly to the discussion of ref. [73, 97] in the six-point case.

2.5 Symmetries

In this section we show how the ratio Rh1,...,hN−4
transforms under symmetry transforma-

tions on the cross ratios zi, in particular target-projectile symmetry and complex conjuga-

tion.

The exchange zi ↔ z̄i acts on the ratio by reversing the helicities,

Rh1,...,hN−4
(τ1, z̄1, . . . , τN−5, z̄N−5) = R−h1,...,−hN−4

(τ1, z1, . . . , τN−5, zN−5) . (2.69)

Indeed, we can do the replacement nk → −nk in the Fourier sum, and we observe that the

eigenvalue is an even function of n, and the impact factor and the central emission block

have the property

χ±(ν,−n) = χ∓(ν, n) and C±(ν,−n, µ,−m) = C∓(ν, n, µ,m) , (2.70)

and so eq. (2.69) follows.

Next, let us analyse how target-projectile symmetry acts on the ratio. Target-projectile

symmetry acts on both the zk and the τk variables,

zk 7→ 1/zN−4−k and τk 7→ τN−4−k . (2.71)

It corresponds to the transformation (νk, nk) 7→ (−νN−4−k,−nN−4−k) in Fourier-Mellin

space. The factor [−1 +
∏
τ
aEνk,nk
k ] involving the BFKL eigenvalue is invariant, and the

product of impact factors transforms as

χh1(ν1, n1)χ−hN−5(νN−5, nN−5) 7→ χh1(−νN−5,−nN−5)χhN−5(−ν1,−n1)

= χ−hN−5(ν1, n1)χ−(−h1)(νN−5, nN−5) .
(2.72)

Similarly, we have for the central emission blocks,

C±(−νj ,−nj ,−νj−1,−nj−1) = C∓(νj−1, nj−1, νj , nj) . (2.73)
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Indeed, we have

C+(−µ,−m,−ν,−n) =
Γ(1 + iµ+ m

2 ) Γ(−iν − n
2 ) Γ(i(ν − µ) + m−n

2 )

Γ(1− iµ+ m
2 ) Γ(iν − n

2 ) Γ(1− i(ν − µ) + m−n
2 )

=

(
iν − n

2

) (
iµ+ n

2

)(
iν + n

2

) (
iµ− n

2

) Γ(iµ+ m
2 ) Γ(1− iν − n

2 ) Γ(i(ν − µ) + m−n
2 )

Γ(−iµ+ m
2 ) Γ(1 + iν − n

2 ) Γ(1− i(ν − µ) + m−n
2 )

=
χ+(ν, n)χ−(µ,m)

χ−(ν, n)χ+(µ,m)
C+(ν, n, µ,m)

= C−(ν, n, µ,m) .

(2.74)

Note that both transformations (2.72) and (2.73) also respect our ε prescription for the

poles on the real axis. Hence, target-projectile symmetry acts on the ratio by

Rh1,...,hN−4

(
τ1,

1

z1
, . . . , τN−5,

1

zN−5

)
= R−hN−4,...,−h1(τN−5, zN−5, . . . , τ1, z1) . (2.75)

2.6 Perturbative expansion of the ratio Rh1,...,hN−4

So far all the considerations were made before the perturbative expansion of the function

Rh1,...,hN−4
. If we expand the integrand in eq. (2.37) perturbatively, then at each order we

obtain logarithms of τk. The coefficients of these logarithms are the main objects of interest

in the rest of this paper. We write the perturbative expansion of the function Rh1,...,hN−4
as

Rh1,...,hN−4
(τ1, z1, . . . , τN−5, zN−5) = 1 + a iπ r

(1)
h1,...,hN−4

+ 2πi

∞∑
i=2

∑
i1+...+iN−5=i−1

ai

(
N−5∏
k=1

1

ik!
logik τk

)
g

(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) .
(2.76)

The perturbative coefficients are completely known for N = 6 for both MHV and

NMHV [77–82], and for all MHV amplitudes at two loops [84–86]. Comparing the

perturbative expansion to eq. (2.37), we see that the perturbative coefficients admit a

representation as a Fourier-Mellin transform,

g
(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) =
(−1)N+1

2

[
N−5∏
k=1

+∞∑
nk=−∞

(
zk
z̄k

)nk/2 ∫ +∞

−∞

dνk
2π
|zk|2iνkEikνknk

]

× χh1(ν1, n1)

N−6∏
j=1

Chj (νj , nj , νj+1, nj+1)

 χ−hN−5(νN−5, nN−5) . (2.77)

The poles on the real axis are dealt with by the prescription already outlined in (2.42)–

(2.44).

The symmetries of the ratio Rh1,...,hN−4
discussed in the previous section induce similar

symmetries on the perturbative coefficients,

g
(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) = g
(i1,...,iN−5)
−h1,...,−hN−4

(z̄1, . . . , z̄N−5)

= g
(iN−5,...,i1)
−hN−4,...,−h1

(
1

zN−5
, . . . ,

1

z1

)
.

(2.78)
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In the soft limits, the perturbative coefficients must reduce to lower-point functions.

The limits where either k1 or kN−4 vanish are easy to describe: the perturbative coefficients

reduce to the corresponding coefficients with the soft momentum removed, except if the

corresponding large logarithm is present, in which case the perturbative coefficient vanishes

in the limit. More precisely,

lim
z1→0

g
(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) = δi10 g
(i2,...,iN−5)
h2,...,hN−4

(z2, . . . , zN−5) ,

lim
zN−5→∞

g
(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5) = δiN−50 g
(i1,...,iN−6)
h1,...,hN−5

(z1, . . . , zN−6) .
(2.79)

If kj , with j /∈ {1, N − 4} is soft, then the perturbative coefficients behave like,

lim
(zj−1,zj)→(∞,0)
zj−1zj fixed

g
(i1,...,iN−5)
h1,...,hN−4

(z1, . . . , zN−5)

= g
(i1,...,ij−1+ij ,...,iN−5)

h1,...,ĥj ,...,hN−4
(z1, . . . ,−zj−1zj , . . . , zN−5) .

(2.80)

Indeed, we have

lim
kj→0

Rh1,...,hN−4
(τ1, z1, . . . , τN−5, zN−5) (2.81)

= 2πi

∞∑
i=2

∑
i1+...+iN−5=i−1

ai

(
N−5∏
k=1

1

ik!
logik τk

)
g

(i1,...,ij−1+ij ,...,iN−5)

h1,...,ĥj ,...,hN−4

= 2πi
∞∑
i=2

∑
i1+...+i′+...+iN−5=i−1

∑
ij−1+ij=i′

ai

(
N−5∏
k=1

1

ik!
logik τk

)
g

(i1,...,i′,...,iN−5)

h1,...,ĥj ,...,hN−4

= 2πi
∞∑
i=2

∑
i1+...+i′+...+iN−5=i−1

ai
1

i′!
logi

′
(τj−1τj)

 N−5∏
k=1

k/∈{j−1,j}

1

ik!
logik τk

 g
(i1,...,i′,...,iN−5)

h1,...,ĥj ,...,hN−4
,

where the last step follows from the binomial theorem,∑
ij−1+ij=i′

1

ij−1!ij !
logij−1 τj−1 logij τj =

1

i′!
logi

′
(τj−1τj) . (2.82)

3 MRK and the moduli space of genus zero curves with marked points

3.1 MRK and the moduli space M0,N−2

In this section we argue that it is possible to describe the space of functions of scattering

amplitudes in planar N = 4 SYM in MRK. We start by noting that in MRK the only

non-trivial functional dependence is through the transverse momenta. In the previous

section we have seen that the kinematics in the transverse space is described by n ≡ N − 2

dual coordinates xi. Hence, in the multi-Regge limit the kinematics is described by a

configuration of (N − 2) points in CP1. The space of such configurations is equivalent to

the moduli space of genus zero curves with (N − 2) marked points,

ConfN−2(CP1) 'M0,N−2 . (3.1)
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In section 2.1 we have seen that the cluster algebra attached to the configuration space

describing the kinematics of an amplitude is related to the singularities of the amplitude.

From the previous discussion it is thus natural to expect that amplitudes in planar N = 4

SYM in MRK can be expressed in terms of iterated integrals on M0,N−2. We now show

that this is indeed the case. More precisely, we show that the cluster algebra associated to

ConfN (CP3) in full kinematics reduces to the cluster algebra of M0,N−2.

We start from the duality between MRK and multi-soft limits discussed in section 2.2.

We insert the parametrisation of eq. (2.31) into the cluster X -coordinates of eq. (2.12) and

we take the limit εi → 0. We see that all X -coordinates of the form X2j vanish in the limit,

while the others reduce to either holomorphic or anti-holomorphic cross ratios in CP1,

X1j =
(x2 − xj+2)(xj+3 − xj+4)

(x2 − xj+4)(xj+2 − xj+3)
, X2j = 0 , X3j =

(x1 − xj+1)(xj+2 − xj+3)

(x1 − xj+3)(xj+1 − xj+2)
. (3.2)

We see that the X -coordinates are singular when two points xi coincide, which is precisely

the singularity structure of the moduli space M0,N−2. However, we have obtained two

copies of points, a holomorphic and an anti-holomorphic one. This can be understood

from the cluster algebra in figure 3. Indeed, in the multi-Regge limit the middle line in

the quiver vanishes, and so the cluster algebra splits into two disconnected parts, one

which only depends on holomorphic variables and the other one only on anti-holomorphic

variables. Each of these two parts is isomorphic to the cluster algebra AN−5, which is

the cluster algebra that describes the singularity structure of ConfN−2(CP1) ' M0,N−2.

Hence, we conclude that in MRK the cluster algebra of ConfN (CP3) reduces to the cluster

algebra AN−5 × AN−5, and the two copies of AN−5 are complex conjugate to each other

in the case of real 2-to-(N − 2) scattering. As a consequence, we expect that planar

scattering amplitudes in N = 4 SYM in MRK can be expressed through iterated integral

with singularities precisely when the X -coordinates in eq. (3.2) are singular, i.e., iterated

integrals over integrable words made out of the one-forms d log(xi−xj) (and their complex

conjugates). Note that scattering amplitudes in MRK are singular whenever one of the

final-state gluons is soft, ki → 0, (see section 2.4) which happens precisely when xi = xi+1,

2 ≤ i ≤ N − 4. It is remarkable that the cluster algebra in MRK is of finite type,

independently of the number N of external particles. Indeed, it is known that a cluster

algebra is of finite type precisely if one of the quivers that represent its seeds is a Dynkin

diagram [36]. The cluster algebras associated to the six and seven-point amplitudes are of

finite type (the corresponding Dynkin diagrams are A3 and E6), but starting from N = 8

the cluster algebra is infinite [32, 37]. Remarkably, the cluster algebra in general kinematics

always reduces to a cluster algebra of finite type in MRK.

Scattering amplitudes, however, cannot be arbitrary combinations of iterated integrals

built on AN−5 × AN−5, but the branch cuts of the amplitudes are constrained by physics

arguments. In particular, massless scattering amplitudes can have branch points at most

when a Mandelstam invariant vanishes or becomes infinite, which puts strong constraints

on the first letter in the word defining the iterated integral3 [20]. Dual conformal invariance

3We note that this condition is independent of whether the iterated integral can be evaluated in terms

of multiple polylogarithms.
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implies that the first letter of the word must be a cross ratio d logUijkl. In the Mandelstam

region [p, q], however, integrability combined with the first entry condition implies that

on this Riemann sheet the branch points are determined by products of cross ratios that

become equal to 0, 1 or∞. In other words, in a Mandelstam region the first letter is either

a cross ratio d logUijkl or d log(1−
∏
ijkl U

nijkl
ijkl ). In the following we show that this implies

that in MRK the first entries are necessarily absolute values squared of cross ratios in CP1.

To start, we note that there are N(N − 5)/2 multiplicatively independent cross ratios,

which we may choose as

u1i , u2i , u3i , 1 ≤ i ≤ N − 5 ,

Uij , 2 ≤ i ≤ j − 4 ≤ N − 5 , (3.3)

where these cross ratios have been defined in eq. (2.5) and (2.36). The multi-Regge limit

of (u1i, u2i, u3i) was already analysed in section 2.2. Using the duality between MRK and

the multi-soft limit, it is easy to show that all the Uij tend to 1 in MRK. We introduce

new reduced cross ratios which have a finite multi-Regge limit,

Ũij ≡
1− Uij∏j−4

k=i−1(1− u1k)
→

∣∣∣∣∣xi − xj−1

xi − xi+2

j−3∏
k=i+1

xk − xk+1

xk − xk+2

∣∣∣∣∣
2

. (3.4)

From eq. (3.4) we see that all the Uij approach 1 at different speeds in the multi-soft limit.

Indeed, the multi-soft limit is approached sequentially according to ε2 � ε3 � . . .� εN−4,

where εi are the small parameters introduced in eq. (2.31). Since u1i = 1 +O(εi+1), we see

that Uij = 1 +O(εi . . . εj−4), and so all the Uij approach 1 at a different speed.

We now show that the first entries of the perturbative coefficients reduce to absolute

values squared of cross ratios in CP1 (up to logarithmically divergent terms that are ab-

sorbed into the definition of the τk). Let us first look at the case where the first letter

is d logUijkl. It is sufficient to analyse the multiplicatively independent cross ratios in

eq. (3.3). They all tend to 1, except for u2i and u3i, which we may exchange for the corre-

sponding reduced cross ratios ũ2i and ũ3i. The latter reduce to absolute values squared of

cross ratios in CP1, see eq. (2.25).

Next, let us analyse the case of a letter of the type d log(1−
∏
ijkl U

nijkl
ijkl ). It is sufficient

to assume that the factors in the product are taken from eq. (3.3). If one of the factors

goes to zero in MRK, then the claim is true, because we have for example,

d log(1− un2i U)→

{
nd log u2i + d logU , if n < 0 ,

0 , if n > 0 ,
(3.5)

where U is any product of cross ratios that tend to 1 in MRK. If all the factors in the

product
∏
ijkl U

nijkl
ijkl tend to 1, then we know that one of the factors tends to 1 much slower

than the others. Hence, up to terms that are power-suppressed in MRK, we only need to

keep this factor. The claim then follows from eq. (3.4).

The previous discussion implies that the coefficients appearing in the perturbative

expansion of scattering amplitudes in planar N = 4 SYM are iterated integrals with singu-

larities described by the cluster algebra AN−5 ×AN−5 and whose first letters are absolute
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values squared of cross ratios. As the first entries describe the branch points of the function,

we conclude that the perturbative coefficients have no branch cuts when seen as functions

of the complex points xi. In other words, these iterated integrals must define single-valued

functions on the moduli space of Riemann spheres with N − 2 marked points. In the re-

mainder of this section we review the theory of single-valued iterated integrals on M0,N−2.

We first discuss ordinary, not necessarily single-valued, iterated integrals on M0,N−2, and

we turn to the construction of their single-valued analogues at the end of the section.

3.2 Coordinate systems on M0,n

In this section we review various coordinate systems on M0,n which are useful to study

iterated integrals and the multi-Regge limit. As a geometric space, we can describe M0,n

by configurations of n distinct points on the Riemann sphere. We identify configurations

that are related by conformal transformations. As SL(2,C) has complex dimension 3, we

immediately see that

dimCM0,n = n− 3 . (3.6)

Roughly speaking, since M0,n is SL(2,C)-invariant, a system of coordinates is given

by a set of cross ratios formed out of the points xi. There is no global coordinate system

on M0,n. One such set of cross ratios is given by the cross ratios zi defined in eq. (2.28).

We will refer to these coordinates as Fourier-Mellin coordinates. These coordinates are

well suited to write down the Fourier-Mellin transforms that describe amplitudes in MRK.

These coordinates, however, are not ideal to describe the iterated integrals on M0,n.

In ref. [41] various local systems of coordinates are discussed that are well suited

to study iterated integrals on M0,n. A particularly simple set of local coordinates are the

simplicial coordinates, obtained by using the SL(2,C) invariance to fix three of the n points

to 0, 1 and ∞, e.g.,

(x1, . . . ,xn)→ (0, 1,∞, t1, . . . , tn−3) , with ti−3 =
(xi − x1)(x2 − x3)

(xi − x3)(x2 − x1)
, 4 ≤ i ≤ n . (3.7)

Note that there are 6
(
n
3

)
= n(n − 1)(n − 2) different choices for simplicial coordinates,

depending on which three points we fix to (0, 1,∞). Using simplicial coordinates we can

describe M0,n (roughly speaking) as the space

{(t1, . . . , tn−3) ∈ Cn−3|ti 6= 0, 1 and ti 6= tj} . (3.8)

While there is in principle no reason to prefer one particular choice of simplicial coordi-

nates over the other, some choices are more suited to MRK than others. In particular, it is

useful to choose the coordinates so that they transform nicely under the symmetries of the

problem. In our case, we prefer to choose simplicial coordinates on which target-projectile

symmetry acts in a simple way. It is easy to check that the simplicial coordinate systems

with this property are defined by fixing the points (x1,xk,xN−k), 2 ≤ k ≤
⌈
N−1

2

⌉
. In

addition, for N even the set of simplicial coordinates defined by fixing (xN/2,xk,xN−k)

also has this property.
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There is one particular choice of simplicial coordinates with the nice property that

in these coordinates the two-loop MHV amplitudes factorise into sums of six-point ampli-

tudes [84–86]. They are defined by

(x1, . . . ,xN−2)→ (1, 0, ρ1, . . . , ρN−5,∞) . (3.9)

We refer to these coordinates as simplicial MRK coordinates. From the previous discus-

sion it follows that simplicial MRK coordinates transform nicely under target projectile

symmetry,

(ρ1, . . . , ρN−5) 7→ (1/ρN−5, . . . , 1/ρ1) . (3.10)

Simplicial MRK coordinates are related to the Fourier-Mellin coordinates by

zi =
(ρi − ρi−1)(ρi+1 − 1)

(ρi − ρi+1)(ρi−1 − 1)
, (3.11)

with ρ0 = 0 and ρN−4 = ∞. In these coordinates the two-loop MHV amplitude takes a

particularly simple form [84, 85]

g
(0,...,0,1,0,...,0)
+...+ (ρ1, . . . , ρN−5) =

1

4
log |1− ρk|2 log

∣∣∣∣1− 1

ρk

∣∣∣∣2 , (3.12)

where k denotes the position of the 1 in (0, . . . , 0, 1, 0, . . . , 0). Finally, we point out that

soft limits are very easy to describe in simplicial MRK coordinates. In the limit where ki
is soft we have ρi−1 = ρi (with ρ0 = 0 and ρN−4 =∞).

There is another class of simplicial coordinates which will be important in the remain-

der of this paper. Let us start from the Fourier-Mellin coordinates, and let us single out

one of them, say zi. Then there is always a (non unique) set of simplicial coordinates

(t
(i)
1 , . . . , t

(i)
N−5) such that t

(i)
i = zi. Indeed, from eq. (2.28) we see that we can define these

coordinates by

(x1, . . . ,xN−2)→ (∞, t(i)1 , . . . , t
(i)
i , 0, 1, . . . , t

(i)
N−5) . (3.13)

We will refer to these simplicial coordinates as simplicial coordinates based at zi. They do in

general not possess any simple transformation properties under target-projectile symmetry,

but they will be essential in order to carry out all the Fourier-Mellin integrations, because

they ‘interpolate’ between the Fourier-Mellin and simplicial MRK coordinates.

Sometimes it is helpful to describe the moduli space M0,n in projective terms. To

do so we can introduce n elements ri ∈ CP1, that is n two-component complex vectors

modulo non-zero complex scalings. We may return to the xi coordinates by making use of

the scalings so that ri = (1,xi). In the projective language SL(2,C) invariance means that

all quantities should be expressed in terms of the SL(2,C) invariant two-brackets

(ij) = εabr
a
i r
b
j , (3.14)

where εab is the two-index antisymmetric tensor with ε12 = 1. Moreover, since we must

maintain the projective nature of the ri we must form only quantities which are homoge-

neous of degree zero. Such quantities are given by cross-ratios.
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If we choose an ordering of our points (corresponding to the one induced by the colour

ordering of the scattering amplitude) we may introduce a particular set of cross-ratios, the

dihedral coordinates,

vij =
(i j + 1)(i+ 1 j)

(ij)(i+ 1 j + 1)
=

(xi − xj+1)(xi+1 − xj)

(xi − xj)(xi+1 − xj+1)
, (3.15)

where indices are treated modulo n and we have given both projective and coordinate-fixed

forms. Note that only (n − 3) of the vij are algebraically independent, since this is the

dimension of the moduli space M0,n. To continue, we pick a dihedral structure η on M0,n,

i.e. a cyclic ordering of the n points ri modulo reflections . In our case the points xi, and

hence also the ri, come with a natural dihedral structure induced by the colour ordering

and target projectile symmetry. We therefore assume from now on that M0,n is equipped

with this particular dihedral structure, and we will often omit the dependence on the choice

of η explicitly.

Dihedral coordinates will play an important role in the next section when defining

iterated integrals on M0,n. Moreover, they allow one to give a nice geometric interpretation

of real moduli space M0,n(R), which we describe in the remainder of this section. In the real

moduli space, the region of M0,n defined by 0 < vij < 1 describes the interior of a Stasheff

polytope or associahedron. The full real moduli space is tiled by n!/(2n) such regions,

each one corresponding to a different choice of dihedral structure η. The codimension one

faces of the polytope are each obtained by taking one of the vij to zero (while maintaining

0 < vij < 1 for the others). One can then continue to codimension two boundaries of

the boundary face etc. This process can be continued all the way until one reaches the

codimension (n− 3) (i.e. dimension zero) vertices.

The combinatorics describing the various boundaries are such that each vertex V of

the Stasheff polytope is labelled by a triangulation TV of an n-sided polygon (which in

our case corresponds to the polygon formed by the dual coordinates xi in the natural

order induced by the color ordering, see figure 5), with the chords {i, j} ∈ TV defining the

triangulation given by the set of vij that are zero at the vertex V . The other vij are equal

to one at this vertex. This structure is described in detail in ref. [41] and we refer the

reader there for more details. Let us note however that two vertices V and V ′ which are

separated by a single edge correspond to two triangulations which differ by a single chord.

In other words, to obtain TV ′ from TV , one removes some chord {i, j} from TV and replaces

it with a crossing chord {k, l} such that the result is still a triangulation. The projective

and dihedral coordinates will be useful in the discussion of the Knizhnik-Zamolodchikov

equation on M0,n which follows.

3.3 Iterated integrals on M0,n

In this section we summarise the theory of iterated integrals on M0,n, before describing

their single-valued analogues in the next section. A very helpful way to think about iterated

integrals on M0,n is to think of them as being described in terms of generating functions

which obey the Knizhnik-Zamolodchikov (KZ) equation [41]. The KZ equation on M0,n
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can be written in terms of the projective variables ri introduced above eq. (3.14) as follows,

dL = ΩL , Ω =
∑
i<j

Ωij , Ωij = Xijd log(ij) . (3.16)

Here the Xij are a collection of formal generators obeying

Xij = Xji , Xii = 0 ,
∑
i

Xij = 0 , [Xij , Xkl] = 0 , {i, j, k, l} distinct. (3.17)

The first two relations in eq. (3.17) are conventional, ensuring that there are as many gen-

erators as there are one-forms d log(ij). The third relation ensures that the connection Ω is

homogeneous under rescalings of the ri, so that it is indeed a connection on the moduli space

of points in CP1. The final relation in eq. (3.17) completes a centre-free presentation of the

infinitesimal pure braid relations on the Xij and it ensures that the connection Ω obeys

Ω ∧ Ω = 0 . (3.18)

Since Ω also trivially obeys dΩ = 0, the condition (3.18) implies that the connection is

flat. We can consider solutions of eq. (3.16) which take the form,

L = 1 + higher-order terms in the Xij . (3.19)

Such solutions are formal series in the generators Xij , i.e., they are a sum over all words

in the Xij of any length, modulo the relations (3.17). The coefficients of the independent

words are given by iterated integrals on M0,n, and hence the solutions L can be viewed as

generating functions of the class of An−3 cluster polylogarithms. Iterated integrals form

a shuffle algebra, and in the following we denote by Bn the shuffle algebra over Q of all

iterated integrals on M0,n. As a vector space, Bn is generated by the coefficients of the

independent words in L.

The description of the KZ equation given in eq. (3.16) and (3.17) is manifestly invariant

under all permutations of the ri. In other words it did not depend on our initial choice of

ordering r1, . . . , rn. It will be useful however to present another description, presented in

detail in ref. [41], which manifests only a dihedral symmetry. The construction depends

on the choice of dihedral structure, and as before we choose the one induced by the colour

ordering. In terms of the dihedral coordinates vij the KZ equation takes the form,

dL = ΩL , Ω =
∑
{i,j}

δij d log vij . (3.20)

The sum is over all pairs {i, j} where the indices i and j are separated by at least two, with

all indices treated modulo n. We can identify a pair {i, j} with the corresponding chord of

the polygon built on the points ri, or equivalently xi (see section 3.2). The generators δij
are related to the Xij via

Xij = δi j+1 + δi+1 j − δij − δi+1 j+1 , (3.21)
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and consequently obey

[δi j+1 +δi+1 j−δij−δi+1 j+1, δk l+1 +δk+1 l−δkl−δk+1 l+1] = 0 , {i, j, k, l} distinct. (3.22)

We also define δii = δi i+1 = 0. Note that the above relations imply that two generators

δij and δkl commute if the chords {i, j} and {k, l} of the polygon do not intersect. This

implies in particular that all the δij associated to a triangulation, and hence to a vertex V

of the Stasheff polytope, commute,

[δij , δkl] = 0 {i, j}, {k, l} ∈ TV . (3.23)

We may now define canonically normalised solutions LV to the KZ equation (3.20)

associated to each vertex V on the boundary of the polytope defining the positive region

such that LV is real-valued in the interior of the Stasheff polytope, i.e., where all vij obey

0 < vij < 1. The solution LV that we want is chosen to have the following behaviour in a

neighbourhood of V

LV = LV,an

( ∏
{i,j}∈TV

v
δij
ij

)
, (3.24)

where LV,an is analytic in a neighbourhood of V . To linear order we have

LV = 1 +
∑
{i,j}

δij log vij + . . . . (3.25)

The behaviour (3.25) is in fact independent of the choice of V , with the dependence on V

arising at quadratic and higher order. We may regard LV as a shuffle regularised path-

ordered exponential in the connection Ω. The coefficients of the independent words in

LV are again iterated integrals on M0,n. In fact, these coefficients simply provide an

alternative set of generators for the shuffle algebra Bn. Note that, although the set of

generators depends on the choice of the vertex V used to define the generating function

LV , the shuffle algebra Bn is independent of the vertex V .

Let us discuss how the generators obtained from different choices of V are related. The

KZ equation being homogeneous, different solutions, associated with different vertices V

and V ′, are related by a parallel transport by a constant series ΦV,V ′ ,

LV ′ = LV ΦV,V ′ . (3.26)

By considering the case where two vertices are connected by a single edge on the boundary

of the polytope M0,n(R), we find that the constant series is given by the canonical Drinfeld

associator, given by a sum over shuffle regularised multiple-zeta values,

Φ(e0, e1) =
∑
w

w(−1)d(w)ζqq (w) , (3.27)

where the sum is over all words w in two non-commuting generators e0 and e1 and ζqq (w)

is the shuffle regularised multiple zeta value labelled by the word w. The quantity d(w) is

the number of e1 generators in the word w and is present in order to be coherent with the
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usual definition of multiple zeta values. To complete the relation between LV and LV ′ we

still need to determine the values of e0 and e1 that enter eq. (3.27). In section 3.2 we have

seen that to every vertex V of the Stasheff polytope we can associate a triangulation TV
of the polygon formed by the points xi, and the triangulation associated to two vertices

connected by a single edge differ by exactly one chord. Since to every chord {i, j} we

can associate a letter δij , we can determine the e0 and e1 from the two chords by which

the triangulations differ. More precisely, to move between two adjacent vertices of the

polytope we apply the associator Φ(δ, δ′) where the arguments δ and δ′ correspond to the

generators δij associated to the codimension one face being left behind and δkl associated

to the one being moved to respectively. Note that since these two faces do not intersect

on the boundary of the Stasheff polytope, the two generators δ and δ′ will never commute.

This corresponds precisely with the fact that one obtains the triangulation TV ′ from TV
by removing the chord {i, j} and replacing it with a crossing chord {k, l}.

Iterated integrals are in general not single-valued. The monodromies of LV around the

singularities defined by vij = 0 for {i, j} ∈ TV immediately follow from the asymptotic be-

haviour of eq. (3.24). If we denote the monodromy operator associated with the singularity

vij = 0 by Mij , we have

MijLV = LV e
2πiδij , {i, j} ∈ TV . (3.28)

To compute the monodromies around another singularity, one first applies a parallel trans-

port from the vertex V to the vertex V ′ which sits on that singularity via eq. (3.26), then

performs the monodromy canonically according to the prescription (3.28), and then parallel

transports back again,

MijLV = LV ΦV,V ′ e
2πiδij ΦV ′,V . (3.29)

This formula can be taken for all {i, j}. It reduces to (3.28) in the case where the vertex al-

ready sits on the singularity labelled by {i, j} since in that case δij commutes with ΦV,V ′ and

ΦV,V ′ ΦV ′,V = 1 . (3.30)

In practice it is often useful to work with an explicit basis for the iterated integrals

generated by solutions of the KZ equation. The basis we will use is given in terms of

hyperlogarithms. We can simply relate this to the previous description of the KZ equation

and its solutions as follows. We work in simplicial coordinates of the form

{x1,x2, . . . ,xn} = {∞, 0, 1, t1, . . . , tn−3} . (3.31)

The KZ connection on M0,n becomes

Ω(n) =
∑

4≤i≤n
[X2i d log ti−3 +X3i d log(1− ti−3)] +

∑
4≤i<j≤n

Xij d log(ti−3 − tj−3) , (3.32)

where we have indicated the number n of marked points. We iteratively factorise solutions

of KZ in the form

Ln = FnLn−1 , (3.33)
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where Ln−1 is a solution of KZ on M0,n−1,

dLn−1 = Ω(n−1)Ln−1 (3.34)

and L3 ≡ 1. In other words we have a solution of the form

Ln = FnFn−1 . . . F4 . (3.35)

Since Fn = Ln(Ln−1)−1 we find that

dFn = dLn(Ln−1)−1 + Lnd(Ln−1)−1

= Ω(n)Fn − Ln(Ln−1)−1Ω(n−1) . (3.36)

From this it follows that Fn obeys a Picard-Fuchs type equation,

dFn
dtn−3

=

(
X2n

tn−3
+

X3n

tn−3 − 1
+

n−1∑
i=4

Xin

tn−3 − ti−3

)
Fn . (3.37)

We are interested in the solution of the above equation given by

Fn =
∑
w

wG(σ1, . . . , σ|w|; tn−3) . (3.38)

Here the sum is over all words w ∈ 〈〈X2n, . . . , Xn−1 ,n〉〉 and we denote the ‘weight’ or the

length of the word w by |w|. The variables σ1, . . . , σw are obtained from the word w by

the translation of generators Xin into letters defined by

X2n 7→ 0 , X3n 7→ 1 , Xin 7→ ti−3 for i ≥ 4 . (3.39)

Finally the functions G are given by hyperlogarithms or iterated integrals of the form

G(σ1, . . . , σ|w|; tn−3) =

∫ tn−3

0

dt

t− σ1
G(σ2, . . . , σ|w|; t)

=

∫ tn−3

0
d log(tn−3 − σ|w|) . . . d log(tn−3 − σ1) .

(3.40)

From the above discussion it is clear that the shuffle algebra Bn has a recursive struc-

ture. In particular, if we work in simplicial coordinates, this recursive structure reads

Bn ' Bn−1 ⊗Q L{0,1,t1,...,tn−4} , (3.41)

where LΣ denotes the shuffle algebra of hyperlogarithms with singularities at σi ∈ Σ (the

σi are complex constants), i.e., the linear span of all iterated integrals of the form (3.40).

The recursion starts with B3 ≡ Q (because we cannot form a cross ratio with three

points), and B4 is the algebra of harmonic polylogarithms with singularities at most at

0 and 1. In other words, if we fix an order on the simplicial coordinates ti, we can de-

scribe Bn explicitly as linear combinations of hyperlogarithms with singularities at most

at tn−3 ∈ {0, 1, t1, . . . , tn−4}, and the coefficients in the linear combination are iterated

integrals on the moduli space M0,n−1. A vector-space basis for LΣ is simply given by all

hyperlogarithms, and so we can easily obtain a basis for Bn.

We end this discussion by noting that there is an alternative way to construct a basis for

Bn. Since M0,n ' G(2, n), we can equally well describe Bn as the algebra of all An−3 cluster

polylogarithms [34], and a basis for all An−3 cluster polylogarithms was given in ref. [98].
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3.4 Single-valued iterated integrals on M0,n

We have seen that scattering amplitudes in MRK can be expressed through single-valued

iterated integrals on M0,n. In this section we present different ways to construct these

functions.

In the previous section we have seen that the algebra Bn of ordinary, not necessarily

single-valued, iterated integrals on M0,n factors through hyperlogarithm algebras. For this

reason, it is instructive to first understand the construction of single-valued hyperloga-

rithms in detail before generalising to iterated integrals on M0,n. We therefore start by

reviewing the construction of ref. [83, 99], where single-valued solutions to a certain Picard-

Fuchs equation in one variable are constructed. The resulting functions are single-valued

analogues of the hyperlogarithms. The strategy to construct single-valued iterated integrals

on M0,n is then to generalise the results of ref. [83, 99] from the Picard-Fuchs equation in

the hyperlogarithm case to the KZ equation (3.16) on M0,n. In both cases the construction

of single-valued functions preserves the algebra structure. Hence, since iterated integrals on

M0,n can always be written in terms of hyperlogarithms, as a byproduct we find that both

constructions give consistent results, and every single-valued iterated integral on M0,n can

be written in terms of single-valued hyperlogarithms. Finally, inspired by ref. [100, 101],

we present a purely algebraic way to define single-valued analogues of hyperlogarithms.

3.4.1 Single-valued hyperlogarithms from Picard-Fuchs equations

In this section we discuss the construction of single-valued hyperlogarithms, following

ref. [83, 99]. We review the construction in detail, because the techniques introduced

in the hyperlogarithms case can be extended to the KZ equation on M0,n. This will be

done in the next section.

Consider a set of complex constants, Σ = {σ1, . . . , σn}. We denote the shuffle algebra of

all hyperlogarithms with singularities in Σ by LΣ, see eq. (3.40). In the following it will be

useful to take a more abstract viewpoint. Let X = {x1, . . . , xn}, and C〈X〉 is the complex

vector space generated by all words with letters from X, and the multiplication is the shuffle

product. Following ref. [83, 99], we start by defining the universal algebra of hyperlogarithms

HLΣ as the algebra C〈X〉, but with rational functions (with poles at most at z ∈ Σ) as

coefficients, and a derivation ∂ which acts on rational functions as ∂/∂z and on words as

∂(xiw) =
1

z − σi
w . (3.42)

HLΣ is an abstract algebra (with a derivation) which has exactly the same properties as the

algebra LΣ (shuffle and differentiation). A realisation of HLΣ is then an algebra morphism

ρ : HLΣ → A that preserves the derivative. In particular, the hyperlogarithms LΣ are a re-

alisation ofHLΣ. We will in the following refer to this realisation as the standard realisation,

ρG : HLΣ → LΣ, w 7→ G(w; z) , (3.43)

where we made a slight abuse of notation: if the word is w = xi1 . . . xi|w| , with |w| the

length of the word w, then we define G(w; z) ≡ G(σi1 , . . . , σi|w| ; z). In the following also
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the dual of HLΣ will be important. The dual of C〈X〉 is the space C〈〈X〉〉 of formal power

series in words.

Next, consider a realisation ρ of HLΣ, and consider the generating series

Fρ =
∑
w∈X∗

ρ(w)w . (3.44)

This generating series is a general series of the form (3.38). In particular, Fρ satisfies a

Picard-Fuchs-type equation

∂

∂z
Fρ =

n∑
i=1

xi
z − σi

Fρ . (3.45)

Conversely, every solution to eq. (3.45) gives rise to a realisation of HLΣ. Moreover, one

can check that if F ′ is any other solution to eq. (3.45), then there is a constant series

T ∈ C〈〈X〉〉 such that F ′ = FρT . Finally, it is easy to see that we can find n solutions Lσi

such that close to the singularity z ∼ σi we have Lσi ∼ (z−σi)xi . Hence, we conclude that

there are Zij ∈ C〈〈X〉〉 that are constants with respect to z (but they still depend on the

singularities σi) and such that Lσj = LσiZij . We refer to the Zij as associators and they

play the same role as the Drinfeld associator in eq. (3.26). Note that ZijZjk = Zik, and their

inverses are Z−1
ij = Zji. The associators can be obtained as the shuffle-regularised values of

Fρ at the singular points [99]. In particular, if Σ = {0, 1}, we have Z01 = Φ(x0, x1), where

Φ is the Drinfeld associator of eq. (3.27).

From now on we will always identify one of the singular points with 0, say σ0 = 0 (this

is always possible using SL(2,C) transformations). We define

L(z) ≡ Lσ0(z) =
∑
w∈X∗

ρG(w)w =
∑
w∈X∗

G(w; z)w , (3.46)

and we write the associators as Zσi ≡ Z0i, so that Lσi(z) = L(z)Zσi .

Due to the presence of the singularities in eq. (3.45), the solutions to eq. (3.45) will

in general have discontinuities with branch points at z = σi. We denote by MσiFρ the

function obtained by analytically continuing Fρ along a small loop encircling z = σi. It is

easy to check that MσiFρ is still a solution to eq. (3.45), and so there must be a constant

series Mσi such that MσiFρ = FρMσi . We obtain

MσjL
σj = Lσi e2πixj and MσjL = L (Zσj )−1 e2πixj Zσj . (3.47)

Note the similarity of the previous equations with the monodromies of iterated integrals

on M0,n, eq. (3.28) and (3.29).

One of the main results of ref. [99] is that there is always a solution to eq. (3.45)

with a prescribed monodromy. More precisely, if we are given n (grouplike) elements

A1, . . . , An ∈ C〈〈X〉〉, then there is always a realisation ρ : HLΣ → LΣLΣ, with LΣ the

complex conjugate of LΣ, such thatMσiFρ = FρAi. There are two particular cases of this:

1. If we choose Ak = (Zσk)−1 e2πixk Zσk , ∀1 ≤ k ≤ n, we obtain the standard realisation

ρG.
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2. We may also choose Ak = 1, ∀1 ≤ k ≤ n and we see that there is a realisation of

HLΣ that is single-valued.

It is possible to write down a generating function for the single-valued realisation,

similar to the generating series L(z) for the standard realisation. Consider two alphabets

X = {x1, . . . , xn} and Y = {y1, . . . , yn} and two generating functions

LX(z) =
∑
w∈X∗

G(w; z)w and L̃Y (z̄) =
∑
w∈Y ∗

G(w̄; z̄) w̃ , (3.48)

where˜denotes the operation of reversal of words, i.e., w̃ is the word w with all its letters

in reversed order. We define

LX(z) ≡ LX(z)L̃Y (z̄) . (3.49)

LX(z) is a solution of eq. (3.45), because

∂

∂z
LX(z) =

∂

∂z
LX(z)L̃Y (z̄) =

n∑
i=1

xi
z − σi

LX(z)L̃Y (z̄) =
n∑
i=1

xi
z − σi

L(z) . (3.50)

The monodromies of LX(z) are

MσkLX(z) = LX(z)Mσk L̃Y (z̄) , (3.51)

with

Mσk = Zσk(X)−1 e2πixk Zσk(X) Z̃σk(Y ) e−2πiyk Z̃σk(Y )−1 . (3.52)

Obviously LX(z) is single-valued if Mσk = 1, ∀1 ≤ k ≤ n, which implies that the letters in

X and Y are not independent. Infinitesimally, this condition becomes

Z̃σk(Y ) yk Z̃
σk(Y )−1 = Zσk(X)−1 xk Z

σk(X) . (3.53)

This equation can be solved perturbatively in the length of the words. While solving the

constraints (3.53) is conceptually very algorithmic, explicitly constructing the solutions

order-by-order in the length of the words quickly becomes very tedious. Below we construct

an explicit solution to the constraints (3.53). Before doing so, we introduce some more

notation that will be useful to write down an explicit solution to the constraints (3.53).

Let us for now assume that we have obtained the solution to eq. (3.53) to any desired

order. If we substitute this solution into the definition of LX , we obtain in this way the

single-valued realisation ρSV of HLΣ,

LX(z) ≡
∑
w∈X∗

ρSV (w)w . (3.54)

Some comments are in order: first, in the case where Σ = {0, 1}, the single-valued reali-

sation corresponds to the single-valued harmonic polylogarithms of ref. [83]. Second, the

solution for Y in terms of X is unique order-by-order in the length of the words, and so

the single-valued realisation is unique. Finally, ρSV and ρG are really just two different
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realisations of the same abstract algebra HLΣ (just like an abstract group may have dif-

ferent representations). In other words, the standard and single-valued realisations have

exactly the same properties. In particular, they form a shuffle algebra and have the same

behaviour under holomorphic differentiation. We stress, however, that the behaviour under

anti-holomorphic differentiation is less obvious. We will address this issue in section 3.4.3.

In the following we write G(w; z) ≡ Gw(z) ≡ ρSV (w). Let us denote the algebra

generated by the functions G(w; z) by LSVΣ . We can define a linear map

sΣ : LΣ → LSVΣ , G(w; z) 7→ G(w; z) . (3.55)

As LΣ and LSVΣ are just different realisations of HLΣ, sΣ preserves the multiplication,

sΣ(a · b) = sΣ(a) · sΣ(b) . (3.56)

Let us now return to the question of how we can explicitly solve the constraints (3.53).

In the following we denote by Z the algebra of multiple zeta values, and by ZSV the algebra

of their single-valued analogues. It is possible to construct explicitly a homomorphism

sζ : Z → ZSV [100]. One can check that if G(w, z) ∈ LΣ, then its regularised version at

some singularity reduces to a linear combination of hyperlogarithms with one singularity

less and with MZVs as coefficients. In other words, we have

Regz=σkG(w; z) ∈ Z ⊗ LΣk , (3.57)

with Σk = Σ/{σk} and where we see elements of LΣk as functions of σk. We denote by ŝΣ

the natural map

ŝΣ ≡ sζ ⊗ sΣ : Z ⊗ LΣ → ZSV ⊗ LSVΣ . (3.58)

The single-valued maps preserve the multiplication, and so they commute with shuffle-

regularisation,

ŝΣk

[
Regz=σkG(w; z)

]
= Regz=σk [sΣ(G(w; z))] = Regz=σkG(w; z) . (3.59)

Using these definitions, we can explicitly solve the constraints (3.53). We claim that

the solution for yk to eq. (3.53) is obtained by conjugating xk by the single-valued analogue

of the associator Zσk(X),

yk = ŝΣk (Zσk(X))−1 xk ŝΣ
k

(Zσk(X)) . (3.60)

Equation (3.60) states that the single-valued analogues of the hyperlogarithms, and thus

the map sΣ, can be constructed recursively in the number of singularities σk. The recursion

starts with the single-valued harmonic polylogarithms, in which case the associator involves

only MZVs, and so the map ŝΣk reduces to sζ .

In order to see why eq. (3.60) holds, let us cast the constraints (3.53) in the form

yk = Z̃σk(YX)−1 Zσk(X)−1 xk Z
σk(X) Z̃σk(YX)

=
(
Zσk(X) Z̃σk(YX)

)−1
xk

(
Zσk(X) Z̃σk(YX)

)
,

(3.61)
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where we write YX instead of Y in order to indicate that this identity holds on the solution

to the constraints (3.53), i.e., we have inserted the solution to eq. (3.53) into the right-hand

side of eq. (3.61). The right-hand-side then only depends on the letters xi, and so eq. (3.61)

is a formal solution to the constraints. Comparing eq. (3.61) and eq. (3.60), we need to

show that

ŝΣk (Zσk(X)) = Zσk(X) Z̃σk(YX) . (3.62)

This relation is in fact a generalisation of the relation between Deligne’s and Drinfeld’s

associators in the case where Σ = {0, 1} [100]. We start from the fact that the associator

can be written as the shuffle regularised version of LX(z) at the point z = σk,

Zσk(X) = Regz=σkLX(z) and Z
σk(Y ) = Regz̄=σ̄kLY (z̄) . (3.63)

We assume that we have constructed all single-valued hyperlogarithms with a certain num-

ber of singularities, and we want to add one more singularity, i.e., we assume that we know

how to construct all the sΣk , and we want to construct sΣ. We have

ŝΣk(Zσk(X)) = ŝΣk

[
Regz=σkLX(z)

]
= Regz=σk [sΣ(LX(z))]

= Regz=σk

[
LX(z)L̃YX (z̄)

]
=
[
Regz=σkLX(z)

] [
Regz̄=σ̄k L̃YX (z̄)

]
.

(3.64)

The first factor immediately gives an associator, Regz=σkLX(z) = Zσk(X). The second

factor also gives an associator. Indeed, the solution YX is independent of z, and so the

shuffle regularisation does not act on the letters yi and it commutes with the reversal of

words. Hence, Regz̄=σ̄k L̃YX (z̄) = Z̃σk(YX), which finishes the proof. Note that at the same

time we have proved the identity

ŝΣk(Zσk(X)) = Regz=σkLX(z) . (3.65)

In practise, it is often easier to use this last relation to construct the single-valued asso-

ciators than constructing the standard associators and then acting with the single-valued

map.

3.4.2 Single-valued iterated integrals from a differential equation on M0,n

In this section we extend the construction of the previous section to iterated integrals

on M0,n. Our goal will be to find single-valued solutions to the KZ equation (3.16) on

M0,n To construct a generating series of single-valued polylogarithms on M0,n we first

take two copies of the infinitesimal pure braid generators, δij and δ′ij , obeying the same

relations (3.22). We then have two copies of the KZ equation, one based on the δij
with dihedral coordinates vij and one based on the δ′ij with coordinates v̄ij respectively.

We then choose a vertex V and pick a solution LV , a formal series in the δij , and the

corresponding L̄′V , a series in the δ′ij .
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Now we consider

LV = LV
˜̄L′V , (3.66)

where the tilde operation means reversing all words in the δ′ij generators. Now if we impose

that the v̄ij coordinates are the complex conjugates of the vij then we obtain the following

results for the general monodromy of LV ,

MijLV = LV ΦV,V ′ e
2πiδij ΦV ′,V Φ̃′V ′,V e

−2πiδ′ij Φ̃′V,V ′
˜̄L′V , (3.67)

where V ′ is again some vertex which sits on the singularity denoted by the pair {i, j}.
Single valuedness means imposing that there is no such monodromy and hence we have

ΦV,V ′e
2πiδijΦV ′,V Φ̃′V ′,V e

−2πiδ′ij Φ̃′V,V ′ = 1. (3.68)

for all {i, j}. This provides exactly the right number of conditions to eliminate the δ′ij in

terms of the δij . For the {i, j} in the triangulation TV the relation (3.68) reduces simply to

δ′ij = δij , {i, j} ∈ TV . (3.69)

for the other {i, j} it becomes

δ′ij = δij + higher order terms involving MZVs, {i, j} /∈ TV . (3.70)

The series LV then becomes a generating series for all single-valued multiple polylogarithms

on M0,n. Since it is real-valued inside the polytope M0,n(R) and it has no monodromy, it

is real valued everywhere in M0,n. Expanding LV over all words in the δij modulo the pure

braid relations (3.22) gives all the single-valued multiple polylogarithms as coefficients,

LV =
∑
w

wLV,w . (3.71)

The advantage of this construction is that it shows that the construction of single-valued

polylogarithms does not rely directly on the decomposition into hyperlogarithms. However,

since both the generating series of single-valued hyperlogarithms and of single-valued

iterated integrals on M0,n satisfy the same holomorphic differential equation as their

non-single-valued analogues, we can repeat the very same argument given at the end of

section 3.3 to conclude that the algebra BSV
n of single-valued iterated integrals on M0,n

has a recursive structure similar to the recursive structure of Bn (see eq. (3.41)). In

particular, working with a specific choice of simplicial coordinates, we have

BSV
n ' BSV

n−1 ⊗Q L
SV
{0,1,t1,...,tn−4} , (3.72)

i.e., for a given choice of simplicial coordinates, every single-valued iterated integral on

M0,n can be written as a linear combination of products of single-valued hyperlogarithms.
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3.4.3 A purely algebraic approach to single-valued hyperlogarithms

So far we have seen that it is possible to define single-valued multiple polylogarithms, and

thus single-valued iterated integrals on M0,n, as solutions to a certain Picard-Fuchs equa-

tion with trivial monodromy. While the construction of these solutions is algorithmic, it can

be desirable to have a purely combinatorial definition of single-valued multiple polyloga-

rithms that does not require any reference to any differential equation. Inspired by ref. [100,

101] we present in this section such a purely combinatorial definition. We introduce a map

s that only relies on the Hopf algebra structure on multiple polylogarithms, and we show

that the resulting functions satisfy the Picard-Fuchs equation of section 3.4.1 and are

single-valued. Hence, they must be identical to the single-valued functions of section 3.4.1.

The results of this section make heavy use of the Hopf algebra structure underlying

hyperlogarithms [40]. We therefore start this section with a short review on this topic. In

this context it is convenient to use an alternative notation for the hyperlogarithms, where

we allow for more general lower integration limits. Following ref. [40], we define

I(a0; an, . . . , a1; z) =

∫ z

a0

dt

t− an
I(a0; an−1, . . . , a1; t) . (3.73)

It is easy to see that G(a1, . . . , an; z) = I(0; an, . . . , a1; z). In ref. [40] it was shown that

these functions form a Hopf algebra. In order to write down the coproduct it is useful

to introduce some more notation. Consider the word ~a ≡ an . . . a1 and write I(0;~a; z) =

I(0; an, . . . , a1; z). If ~b and ~c are sub-words of ~a, then we denote by I~b(0;~c; z) the iterated

integral obtained by integrating over a contour which encircles the points in ~b, in that

order. We can always express I~b(0;~c; z) in terms of hyperlogarithms:

1. If ~b = ∅ is the empty word, then I∅(0;~c; z) = I(0;~c; z) is just a hyperlogarithm.

2. I~b(0;~c; z) = 0, unless ~b is a sub-word of ~c, because otherwise we take residues at

points where there are no singularities in the integrand.

3. I~b(0;~b; z) = (2πi)|
~b|, where |~b| denotes the length of the word ~b.

4. If ~b = ci1 . . . cim is a proper sub-word of ~c = c1 . . . ck, we have

I~b(0;~c; z) = (2πi)|
~b|I(0; c1, . . . , ci1−1; ci1) . . . I(cim ; cim+1, . . . , ck; z) . (3.74)

Using this notation, the coproduct on hyperlogarithms can be written in the following

compact form [40],

∆(I(a0;~a; z)) =
∑
∅⊆~b⊆~a

I(a0;~b; z)⊗
[
(2πi)−|

~b| I~b(a0;~a; z)
]
, (3.75)

where the sum runs over all subwords of ~a. The resulting bialgebra is graded by the

weight (i.e., the length of the words) and elements of weight zero are precisely the rational

numbers. It follows that there is a unique way to promote this bialgebra to a Hopf algebra

where the antipode is determined recursively in the weight through the condition

µ(S ⊗ id)∆(G(~a; z))) = µ(id⊗ S)∆(G(~a; z))) = 0 , if |~a| ≥ 1 , (3.76)
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where µ(a⊗ b) = a · b denotes the multiplication. For example, if |~a| = 1, eq. (3.76) takes

the form

S(G(a; z)) +G(a; z) = 0 , (3.77)

and so the antipode of hyperlogarithms of weight one is uniquely determined. Similarly,

for hyperlogarithms of weight two eq. (3.76) reduces to

0 = S(G(a, b; z)) + S(G(a; z))G(b; a) + S(G(b; z)) [G(a; z)−G(a; b)] +G(a, b; z)

= S(G(a, b; z))−G(a; z)G(b; a)−G(b; z) [G(a; z)−G(a; b)] +G(a, b; z) ,
(3.78)

where the last step follows upon inserting the result for the antipode of hyperlogarithms

of weight one. We see that S(G(a, b; z)) is uniquely determined by eq. (3.78). Repeating

the same construction for higher weights, we see that the antipode is uniquely determined

in a recursive manner through the coproduct. The antipode is an involution, S2 = id, and

it preserves the product and the coproduct,

S(a · b) = S(b) · S(a) and ∆S = (S ⊗ S)τ∆ , (3.79)

with τ(a⊗ b) = b⊗ a.

Let us now show how we can use the coproduct and the antipode to define single-

valued hyperlogarithms. We use the notation of section 3.4.1 and we write LΣ for the

shuffle algebra of all hyperlogarithms with singularities in Σ, LΣ is its complex conjugate

and LΣLΣ ' LΣ ⊗ LΣ. Note that each of these algebras is actually a Hopf algebra for the

coproduct in eq. (3.75). Let us define a map

S̃ : LΣ → LΣ ; G(~a; z) 7→ (−1)|~a| S(G(~a; z)) , (3.80)

where S denotes the complex conjugate of the antipode. It is easy to check that S̃ inherits

many properties from S. In particular, it is an involution and it satisfies

S̃(a · b) = S̃(b) · S̃(a) and ∆S̃ = (S̃ ⊗ S̃)τ∆ . (3.81)

Unlike the antipode, S̃ does not satisfy eq. (3.76). Rather, the equivalent equation for S̃

defines the single-valued map (see also ref. [100]),

s = µ(S̃ ⊗ id)∆ , (3.82)

i.e., we claim that G(~a; z) = s(G(~a; z)) is the single-valued analogue of G(~a; z). Before

proving single-valuedness, let us discuss some of the properties of the single-valued map

s. Unlike the definition of the map sΣ of section 3.4.1, the definition (3.82) is purely

combinatorial and does not depend on the set of singularities. It is easy to see that s is

Q-linear and that it preserves the multiplication (see appendix B for a detailed proof),

s(a · b) = s(a) · s(b) . (3.83)

We stress at this point that s is only linear with respect to rational numbers. In particular,

this means that s may act non-trivially on non-algebraic periods. Indeed, we have [100]

s(iπ) = 0 and s(ζn) = 2ζn , for n odd . (3.84)
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Let us denote by LSVΣ ⊂ LΣLΣ the image of LΣ under the map s. We use sugges-

tively the same notation as for the shuffle algebra of single-valued hyperlogarithms from

section 3.4.1. While LΣ and LΣLΣ are Hopf algebras, the algebra LSVΣ is not a sub-Hopf

algebra of LΣLΣ, but the Hopf algebra structure on LΣLΣ turns LSVΣ into a graded LΣLΣ-

comodule, whose coaction agrees with the coproduct on LΣLΣ,

∆ : LSVΣ → LSVΣ ⊗ LΣLΣ . (3.85)

In appendix B we show that the coaction is given by

∆s(I(a0;~a; z)) =
∑

∅⊆~c⊆~b⊆~a

s(I~c(a0;~b; z))⊗
[
S̃(I(a0;~c; z)) I~b(a0;~a; z)

]
. (3.86)

Let us now show that G(~a; z) = s(G(~a; z)) is single-valued. Following section 3.4.1

we denote by MσG(~a; z) the result of analytically continuing G(~a; z) along a small loop

(oriented counterclockwise) encircling the singularity σ ∈ Σ (and no other singularity). In

order to show that G(~a; z) is single-valued, we need show that

MσG(~a; z) = G(~a; z) , ∀σ ∈ Σ , (3.87)

or equivalently

DiscσG(~a; z) = 0 , ∀σ ∈ Σ , (3.88)

where the discontinuity operator is Discσ =Mσ−id. The proof that G(~a; z) is single-valued

proceeds by induction in the weight. If |~a| = 1, we have

G(a; z) = G(a; z) + S̃(G(a; z)) = log
∣∣∣1− z

a

∣∣∣2 , (3.89)

and this function is manifestly single-valued. Let us now assume that all functions G are

single-valued up to a certain weight n, and let us show that a function G(~a; z) of weight

n+ 1 is still single-valued. Since the discontinuity operator only acts in the first factor of

the coproduct, ∆Discσ = (Discσ⊗id)∆, the graded comodule structure of LSVΣ implies that

∆Discσ(G(~a; z)) = (Discσ ⊗ id)∆(G(a; z)) = DiscσG(~a; z)⊗ 1 . (3.90)

From eq. (3.76) we obtain

0 = µ(id⊗ S)∆Discσ(G(~a; z)) = Discσ(G(~a; z)) · S(1) = Discσ(G(~a; z)) , (3.91)

and so G(~a; z) is single-valued.

So far we have shown that s respects the multiplication and that the resulting functions

are single-valued. We now show that the functions G(~a; z) agree with the single-valued

realisation ρSV of HLΣ, see section 3.4.1. In order to see this we need to prove that the

single-valued map commutes with holomorphic differentiation,

∂z s = s ∂z , (3.92)
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This follows immediately from the fact that derivatives only act in the second factor of the

coproduct, ∆∂z = (id⊗ ∂z)∆. We obtain,

s ∂z = µ(S̃ ⊗ id)∆∂z = µ(S̃ ⊗ ∂z)∆ = ∂zs− µ(∂zS̃ ⊗ id)∆ , (3.93)

where the last step follows from the Leibniz rule, ∂zµ = µ(∂z⊗ id+id⊗∂z). The claim then

follows upon noting that S̃(G(~a; z)) is always anti-holomorphic, and so ∂zS̃ = 0. Hence,

we have shown that G(a,~b; z) and G(a,~b; z) behave in the same way under holomorphic

differentiation,

∂z G(a,~b; z) =
1

z − a
G(~b; z) . (3.94)

Moreover, it is easy to check that G(a,~b; z) vanishes as z → 0, and so the functions G(~a; z)

coincide with the single-valued realisation of HLΣ defined in section 3.4.1. Note, however,

that the single-valued map does not commute with anti-holomorphic derivatives, ∂̄zs 6=
(s∂z)

∗.

Single-valued hyperlogarithms naturally have both anti-holomorphic and holomorphic

parts. Hence, they carry a natural action of complex conjugation. We can again de-

compose a complex conjugated single-valued hyperlogarithm into standard single-valued

hyperlogarithms,

G(~a; z̄) =
∑
~b

c
~a,~b
G(~b; z) . (3.95)

Note that the fact that complex conjugation acts non-trivially on single-valued hyperlog-

arithms (in the sense that the complex conjugate of a single-valued hyperlogarithm is a

linear combination of single-valued hyperlogarithms) is at the origin of why s does not com-

mute with anti-holomorphic derivatives. In appendix B we show that the action of complex

conjugation on single-valued hyperlogarithms is encoded in the map S̃. If s̄ denotes the

complex conjugate of s, we find

s̄ = s S̃ . (3.96)

As an example, we have

G(ā, b̄; z̄) = s̄(G(a, b; z)) = G(b, a; z) + G(b; a)G(a; z)− G(a; b)G(b; z) . (3.97)

In the same way, we can also easily compute anti-holomorphic derivatives, because we can

reduce the anti-holomorphic derivative to a holomorphic one via the map S̃. For example,

we find,

∂̄zG(a, b; z) =
1

z̄ − ā
G(b; a) +

1

z̄ − b̄
(G(a; z)− G(a; b)) . (3.98)

We conclude this section by commenting on functional equations for single-valued hy-

perlogarithms. We can of course obtain functional equations by expressing single-valued

hyperlogarithms in terms of ordinary hyperlogarithms, and then applying functional equa-

tions to the latter. There is, however, a simpler way to obtain functional equations for

single-valued hyperlogarithms: assume we are given a relation between ordinary hyper-

logarithms. We can then act with s on it, and we obtain a relation among single-valued

hyperlogarithms. Since the action of s is, essentially, to replace G by G, we conclude that
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single-valued hyperlogarithms satisfy the same identities as ordinary hyperlogarithms. Note

that eq. (3.84) is crucial for this to work. Let us consider an example to see how this works:

we start from the following relation among ordinary hyperlogarithms of weight three (valid

on some branch for the logarithm),

G

(
0, 1, 1;

1

z

)
= −G(0, 0, 0; z) +G(0, 0, 1; z) +G(0, 1, 0; z)−G(0, 1, 1; z)

+ iπ [G(0, 0; z)−G(0, 1; z)] +
π2

2
G(0; z) + ζ3 −

iπ3

6
.

(3.99)

We can act on both sides with s, and we obtain,

G
(

0, 1, 1;
1

z

)
= −G(0, 0, 0; z) + G(0, 0, 1; z) + G(0, 1, 0; z)− G(0, 1, 1; z) + 2ζ3 . (3.100)

This is indeed a valid identity among single-valued hyperlogarithms. We stress the impor-

tance of eq. (3.84) in order for this to be true.

4 MHV amplitudes in MRK

4.1 An invitation: the six-point MHV amplitude

In this section we apply the machinery of single-valued iterated integrals on M0,N−2 of the

previous section to the computation of scattering amplitudes in MRK to LLA. We start

by reviewing the six-point MHV amplitude in MRK, and we generalise the discussion to

more external legs and other helicity configurations in subsequent sections. Most of the

techniques introduced in this paper apply also beyond LLA, and we will comment on how

to extend the results of this paper beyond LLA in section 7.

Traditionally, scattering amplitudes in MRK are computed by closing the integra-

tion contour in the Fourier-Mellin representation of the amplitude, eq. (2.37), and taking

residues at the poles of the integrand [74, 77, 80–82, 85]. In the case of the six-point am-

plitude, the resulting multiple sums can all be performed in terms of polylogarithms using

standard techniques [102–106]. For amplitudes with more external legs, performing the

multiple sums, however, soon becomes prohibitive.

The goal of this section is to introduce a new way to compute, or rather to circum-

vent, the Fourier-Mellin transform of eq. (2.37). The main idea is to use the convolution

theorem (2.48) and to perform the computation directly in z-space, rather than evaluating

the Fourier-Mellin transform explicitly. While in itself this idea is not new, performing the

convolution integral (2.49) requires the evaluation of some integral over the whole com-

plex plane, which seems a daunting task. We show that the fact that amplitudes in MRK

are single-valued functions on M0,N−2 reduces the computation to a simple application of

Stokes’ theorem.

In order to illustrate our method, we apply it in this section to the six-point MHV

amplitude. While the results of this section are not new (see for example ref. [80, 81]), we

use them to show all the steps that enter the computation. We start from eq. (2.77), and

we obtain a recursion for the coefficients to LLA

g
(l)
++(z) = −1

2
F
[
χ+(ν, n)Elνn χ

−(ν, n)
]

= g
(l−1)
++ (z) ∗ F [Eνn] . (4.1)
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We see that increasing the number of loops is equivalent to convoluting the lower loop result

with the Fourier-Mellin transform of the BFKL eigenvalue. In order to start the recursion,

we need to know g
(l)
++(z) analytically for some value of l. This can easily be achieved by

performing explicitly the Fourier-Mellin transform for l = 1 or l = 2, cf., e.g., ref. [80],

F
[
χ+(ν, n)χ−(ν, n)

]
= G1(z)− 1

2
G0(z) ,

F
[
χ+(ν, n)Eνn χ

−(ν, n)
]

=
1

2
G0,1(z) +

1

2
G1,0(z)− G1,1(z) ,

(4.2)

where we use the notation Ga1,...,aw(z) ≡ G(a1, . . . , aw; z). We also need the Fourier-Mellin

transform of the LO BFKL eigenvalue, which can easily be obtained by noting that the

functions χ±(ν, n) have a very simple interpretation in terms of Fourier-Mellin transforms:

they are related to derivatives in z-space,

z ∂zF
[
χ+(ν, n)F (ν, n)

]
= F [F (ν, n)] . (4.3)

A similar relation holds when replacing z by z̄ and χ+ by χ−. The Fourier-Mellin

transform of the LO BFKL eigenvalue is then given by

E(z) ≡ F [Eνn] = z z̄ ∂z ∂̄zF
[
χ+(ν, n)Eνn χ

−(ν, n)
]

= − z + z̄

2 |1− z|2
. (4.4)

Next we discuss how we can evaluate the convolution integral. We assume for now that

in the multi-Regge limit we can express the amplitude to all loop orders in terms of single-

valued hyperlogarithms (This will be proven later in section 6). In ref. [107] it was shown

that convolution integrals of this type can be computed using residues. To see how this

works, consider a function f(z) that consists of single-valued hyperlogarithms and rational

functions with singularities at z = ai and z =∞. Close to any of these singularities, f can

be expanded into a series of the form

f(z) =
∑
k,m,n

caik,m,n logk
∣∣∣∣1− z

ai

∣∣∣∣2 (z − ai)m (z̄ − āi)n , z → ai ,

f(z) =
∑
k,m,n

c∞k,m,n logk
1

|z|2
1

zm
1

z̄n
, z →∞ .

(4.5)

The holomorphic residue of f at the point z = a is then defined as the coefficient of the

simple holomorphic pole without logarithmic singularities,

Resz=af(z) ≡ ca0,−1,0 . (4.6)

In ref. [107] it was shown that the integral of f over the whole complex plane, if it exists,

can be computed in terms of its holomorphic residues. More precisely, if F is an anti-

holomorphic primitive of f , ∂̄zF = f , then∫
d2z

π
f(z) = Resz=∞F (z)−

∑
i

Resz=aiF (z) . (4.7)
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This result is essentially an application of Stokes’ theorem to the punctured complex plane.

Note that the anti-holomorphic primitive is only defined up to an arbitrary holomorphic

function. It was shown in ref. [99] that every single-valued hyperlogarithm has a single-

valued primitive, and the sum of residues is independent on the choice of the primitive [107].

It is clear that we can repeat the previous argument by reversing the roles of holomorphic

and anti-holomorphic functions.

As a pedagogical example, let us illustrate how this works on the two-loop remainder

function in MRK. Using the convolution theorem, we can write

F
[
χ+(ν, n)Eνn χ

−(ν, n)
]

= F
[
χ+(ν, n)χ−(ν, n)

]
∗ E(z)

=

∫
d2w

π

[
1

2
G0(w)− G1(w)

]
w̄z + wz̄

2 |w|2 |w − z|2︸ ︷︷ ︸
=f(w)

. (4.8)

First, we need to compute the anti-holomorphic primitive. Since

G0(w) = G0(w̄) and G1(w) = G1(w̄) , (4.9)

and single-valued hyperlogarithms satisfy the same (holomorphic) differential equations as

their non-single-valued analogues, we obtain

F (w) =

∫
dw̄ f(w) =

1

2w (w − z)

∫
dw̄

[
1

2
G0(w̄)− G1(w̄)

]
w̄z + wz̄

w̄ (w̄ − z̄)

=
1

4(w − z)
[2G0,z(w)− 4G1,z(w)− G0,0(w) + 2G1,0(w)− 4G1(w)G0(z)

+4G1(w)G1(z) + 2G0(z)Gz(w)− 4G1(z)Gz(w)]

+
1

4w
[−G0,z(w) + 2G1,z(w) + 2G1(w)G0(z)− 2G1(w)G1(z)− G0(z)Gz(w)

+2G1(z)Gz(w)] .

(4.10)

We anticipate, however, that for higher weights the relation between G~a(w) and G~a(w̄) will

not be as easy, but we have

G~a(w) =
∑
~b

c
~a,~b
G~b(w̄) . (4.11)

We see that F (w) has potential poles at w = 0, w = z and w =∞. It is easy to check

that the residue at w = 0 vanishes (because single-valued hyperlogarithms either vanish at

w = 0, or they have logarithmic singularities). The residue at w = z is easy to obtain,

Resw=zF (w) = −1

4
G0,0(z)− G0,1(z)− 1

2
G1,0(z) + 2G1,1(z)− G1,z(z)

= −1

4
G0,0(z)− 1

2
G1,0(z) + G1,1(z) ,

(4.12)

where the last step follows from the identity

G1,z(z) = G1,1(z)− G0,1(z) . (4.13)
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Finally, the residue at infinity is obtained by letting w = 1/u (and including the correspond-

ing Jacobian) and expanding the result around u = 0. Note that we obtain single-valued

hyperlogarithms of the form G(~a; 1/u). In order to proceed, we need inversion relations

for single-valued hyperlogarithms, which may be obtained from the inversion relations for

ordinary hyperlogarithms and then acting with the single-valued map s. We find

Resw=∞F (w) =
1

2
G0,1(z)− 1

4
G0,0(z) . (4.14)

Hence,

F
[
χ+(ν, n)Eνn χ

−(ν, n)
]

= Resw=∞F (w)− Resw=zF (w)

=
1

2
G0,1(z) +

1

2
G1,0(z)− G1,1(z) ,

(4.15)

which is indeed the correct result. This construction is of course not restricted to two

loops, but we can now start from the two-loop result we have just computed and obtain

the three, and even higher, loop results by convoluting the two-loop result with the BFKL

eigenvalue E .

4.2 Higher-point MHV amplitudes and the factorisation theorem

The six-point example from the previous section shows that we can bypass the evaluation

of the Fourier-Mellin integrals and the multiple sums, and we can entirely work with con-

volutions and Stokes’ theorem. This procedure can of course be extended to amplitudes

with more external legs in a straightforward way. In particular, we obtain the recursion

g
(i1,...,ik+1,...,iN−5)
+...+ (z1, . . . , zN−5) = E(zk) ∗ g

(i1,...,iN−5)
+...+ (z1, . . . , zN−5) . (4.16)

In the previous equation the convolution is carried out only over the variable zk, even

though this is not manifest in the notation. In general, it will always be clear which is the

variable that enters the convolution integral. The starting point of the recursion is the two-

loop MHV remainder function in MRK, which is known at LLA for an arbitrary number

N of external legs [84, 85], cf. eq. (3.12). While a direct evaluation of the Fourier-Mellin

transform in terms of multiple sums becomes prohibitive because the number of sums

increases with the number of external legs, the recursion (4.16) requires the evaluation of

a single convolution integral at every loop order, independently of the number of external

legs. This is one of the key properties why the convolution integral combined with Stokes’

theorem gives rise to an efficient algorithm to compute scattering amplitudes in MRK.

In practice, however, if we try to evaluate the convolution integral in terms of residues

as we have done for the six-point MHV amplitude, then we have to face a conundrum: the

convolution and the BFKL eigenvalue are naturally written in terms of the Fourier-Mellin

coordinate zk. The residues, however, are most easily computed in simplicial coordinates,

where the poles in g
(i1,...,iN−5)
+...+ manifest themselves simply as points where simplicial co-

ordinates become equal to 0, 1,∞ or to each other. In general, the change of variables

from the Fourier-Mellin coordinates to simplicial coordinates is highly non-linear, and will

introduce complicated Jacobians. In addition, it will obscure the simple form of the BFKL
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eigenvalue. This problem arises for the first time for seven points, because for the six-point

amplitude the simplicial and Fourier-Mellin coordinate systems coincide.

In some cases it is possible to identify a set of coordinates which share the good

properties of the simplicial and Fourier-Mellin coordinates even at higher points. We have

seen in section 3.2 that there is always a (non unique) system of simplicial coordinates based

at zk with the property that t
(k)
k = zk. This system of coordinates has already some of the

properties we want: it leaves the BFKL eigenvalue unchanged, because t
(k)
k = zk. However,

the change of coordinates may introduce a non-trivial Jacobian, because in general zk−2,

zk−1 and zk will depend on the new integration variable t
(k)
k . There is, however, a special

case where the Jacobian is trivial: if we perform a convolution with respect to z1, and we

change variables to simplicial coordinates based at z1, only z1 will depend on t
(1)
1 , and so

the Jacobian is 1. A similar argument can be made for zN−5, using a slightly different set

of simplicial coordinates. Alternatively, we know that we can exchange the roles of z1 and

zN−5 using target-projectile symmetry, so it is sufficient to consider z1. Hence, if we perform

a convolution with respect to the first or last cross ratio z1 or zN−5, we can find a set of

simplicial coordinates with the right properties: it leaves the BFKL eigenvalue unchanged,

it has a unit Jacobian, and at the same time it exposes all the singularities of g
(i1,...,iN−5)
+...+ in

a very simple form. The algorithm to evaluate the recursion (4.16) for the first or last cross

ratio is then clear: in order to perform the convolution over z1, we change coordinates to

the simplicial coordinates based at z1, and we evaluate the integral in terms of residues.

The change of coordinates requires the use of functional equations among single-valued

polylogarithms, which can be obtained using the techniques described in section 3.4.

While the previous considerations answer the question of how to perform convolutions

with respect to the first or last cross ratio, we still need to discuss the remaining cases.

In the following, we argue that all amplitudes can be constructed by convoluting over the

first or last cross ratio only. We only discuss from now on the case of z1; the case of

zN−5 is similar by target-projectile symmetry. The proof of this claim relies on a certain

factorisation theorem which we present in the following.

In order to state the factorisation theorem, it is useful to introduce the following

graphical representation for the perturbative coefficients,

g
(i1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5) =

ρ1 i1

ρN−5 iN−5
hN−4

hN−5

h2

h1

1

0

∞

(4.17)

We work with the simplicial MRK coordinates ρk defined in section 3.2. Every face of

the dual graph is associated with a point xk (cf. figure 5), and we work in a coordinate

patch where (x1,x2,xN−2) = (1, 0,∞). Every outgoing line is labeled by its helicity hk. In

addition, to every face we do not only associate its coordinate ρk but also the index ik. In

the following we will not show the points 0, 1 and ∞ explicitly. Using this graphical rep-
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resentation of the perturbative coefficients the factorisation theorem takes the simple form

ρc ic

ρb 0

ρa ia

h

h
=

ρc ic

ρa ia
h (4.18)

In other words, whenever the graph representing a perturbative coefficient contains a face

with index ib = 0 and the lines adjacent to this face have the same helicity, then this

perturbative coefficient is equal to the coefficient where this face has been deleted. We

stress that the factorisation theorem holds for arbitrary helicity configurations and is not

restricted to MHV amplitudes. In section 4.3 we will prove eq. (4.18) in the special case

of MHV amplitudes, and we defer the proof in the non-MHV case to section 5.

Before turning to the proof of the factorisation theorem, we discuss its implications for

MHV amplitudes. In that particular case, the factorisation theorem implies that we can

drop all the faces labeled by a zero,

g
(0,...,0,ia1 ,0,...,0,ia2 ,0,...,0,iak ,0,...,0)
+...+ (ρ1, . . . , ρN−5) = g

(ia1 ,ia2 ,...,iak )
+...+ (ρia1 , ρia2 , . . . , ρiak ) . (4.19)

Let us discuss the implications of this result. First, eq. (4.19) implies that we can compute

all MHV amplitudes by performing convolutions over the left-most variable z1. Indeed,

assume that we know all MHV amplitudes with up to N legs. Then we can write

g
(1,i2,...,iN−5)
+...+ (ρ1, . . . , ρN−5) = E(z1) ∗ g(0,i2,...,iN−5)

+...+ (ρ1, . . . , ρN−5)

= E(z1) ∗ g(i2,...,iN−5)
+...+ (ρ2, . . . , ρN−5) ,

g
(2,i2,...,iN−5)
+...+ (ρ1, . . . , ρN−5) = E(z1) ∗ g(1,i2,...,iN−5)

+...+ (ρ1, . . . , ρN−5)

= E(z1) ∗ E(z1) ∗ g(i2,...,iN−5)
+...+ (ρ2, . . . , ρN−5) ,

(4.20)

and so on. The amplitude in the left-hand side is a known lower-point amplitude. At the

beginning of this section we have argued that we can always easily perform convolutions

over z1 by going to simplicial coordinates based at z1, because the change of variable has

unit Jacobian and leaves the BFKL eigenvalue unchanged. Hence, we conclude that every

MHV amplitude can be recursively constructed in this way, and we have thus obtained an

efficient algorithm to compute scattering amplitudes in MRK.

Next, let us discuss the implications of the factorisation theorem for the structure of

MHV amplitudes. Indeed, since the sum of all indices is related to the loop number, we

see that for a fixed number of loops there is a maximal number of non-zero indices, and

so there is only a finite number of different perturbative coefficients at every loop order.

This generalises the factorisation observed for the two-loop MHV amplitude in MRK to

LLA [84–86]. Indeed, if all indices are zero except for one, say ia, then eq. (4.19) reduces to

g
(0,...,0,ia,0,...,0)
+...+ (ρ1, . . . , ρN−5) = g

(ia)
++ (ρa) , (4.21)

– 45 –



J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

and so at two loops the amplitude completely factorises, in agreement with ref. [84–86],

R(2)
+...+ =

∑
1≤i≤N−5

log τi g
(1)
++(ρi) . (4.22)

As anticipated in ref. [85], the amplitude does no longer factorise completely beyond two

loops. However, we find that at every loop order only a finite number of different functions

appear. For example, at three-loop order at most two indices are non-zero, and so we have

R(3)
+...+ =

1

2

∑
1≤i≤N−5

log2 τi g
(2)
++(ρi) +

∑
1≤i<j≤N−5

log τi log τj g
(1,1)
+++(ρi, ρj) . (4.23)

The only new function that appears at three loops that is not determined by the six-point

amplitude is g
(1,1)
+++, which is determined by the three-loop seven-point MHV amplitude.

At four loops we have

R(4)
+...+ =

1

6

∑
1≤i≤N−5

log3 τi g
(3)
++(ρi)

+
1

2

∑
1≤i<j≤N−5

[
log2 τi log τj g

(2,1)
+++(ρi, ρj) + log τi log2 τj g

(1,2)
+++(ρi, ρj)

]
+

∑
1≤i<j<k≤N−5

log τi log τj log τk g
(1,1,1)
++++(ρi, ρj , ρk) .

(4.24)

The four-loop answer is determined for any number of external legs by the six, seven

and eight-point amplitudes through four loops. Similar equations can be obtained for

higher-loop amplitudes. In general, at L loops R(L)
+...+ is determined for any number of legs

by the MHV amplitudes involving up to (L+ 4) external legs. In particular, the five-loop

MHV amplitude is given by

R(5)
+...+ =

1

24

∑
1≤i≤N−5

log4 τi g
(4)
++(ρi)

+
∑

1≤i<j≤N−5

[
1

6
log3 τi log τj g

(3,1)
+++(ρi, ρj) +

1

6
log τi log3 τj g

(1,3)
++ (ρi, ρj)

+
1

4
log2 τi log2 τj g

(2,2)
++ (ρi, ρj)

]
+

1

2

∑
1≤i<j<k≤N−5

[
log2 τi log τj log τk g

(2,1,1)
++++(ρi, ρj , ρk)

+ log τi log2 τj log τk g
(1,2,1)
++++(ρi, ρj , ρk)

+ log τi log τj log2 τk g
(1,1,2)
++++(ρi, ρj , ρk)

]
+

∑
1≤i<j<k<l≤N−5

log τi log τj log τk log τl g
(1,1,1,1)
+++++(ρi, ρj , ρk, ρl) .

(4.25)

In appendix D we present the complete set of perturbative coefficients sufficient to

compute MHV amplitudes up to three loops for an arbitrary number of external legs. Re-

sults up to five loops are included in computer-readable form as ancillary material with
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the arXiv submission. Up to four loops and eight external legs, we have computed all

the perturbative coefficients explicitly, including those that can be reduced to amplitudes

with fewer points via eq. (4.19). In this way, we have explicitly checked that the factorisa-

tion (4.19) holds. In addition, we have checked that our results have the correct soft limits

and are consistent with complex conjugation and target-projectile symmetry.

4.3 Proof of the factorisation theorem for MHV amplitudes

In this section we prove the factorisation theorem in eq. (4.18) for MHV amplitudes. The

extension of the proof to non-MHV amplitudes will be given in section 5. Since the fac-

torisation theorem is equivalent to eq. (4.19) in the MHV case, we will prove that we can

always drop all faces with a zero index in a MHV coefficient. The proof will rely on two

claims, which we will prove separately.

Claim 1 We can always drop sequences of 0’s at either end of the list of indices, i.e.,

g
(0,...,0,ik,...,iN−5)
+...+ (ρ1, . . . , ρN−5) = g

(ik,...,iN−5)
+...+ (ρk, . . . , ρN−5) , (4.26)

and a similar relation holds if the sequence of indices ends in a 0.

Proof of Claim 1. Target-projectile symmetry implies that it is sufficient to prove

Claim 1 in the case where the sequence of indices starts with a 0. The proof relies on an

analysis of the Fourier-Mellin integral, and the argument is in fact identical to the argument

in appendix C of ref. [85], where the particular case of the two-loop seven-point amplitude

was obtained. Let us start from the Fourier-Mellin integral for g
(0,...,0,ik,...,iN−5)
+...+ , and let us

concentrate on the terms that depend on (ν1, n1) and (ν2, n2),

g
(0,...,0,ik,...,iN−5)
+...+ (4.27)

= . . .

∫
dν1

2π

+∞∑
n1=−∞

z
iν1+n1/2
1 z̄

iν1−n1/2
1 z

iν2−n2/2
2 z̄

iν2+n2/2
2 χ+(ν1, n1)C+(ν1, n1, ν2, n2) . . . ,

where the dots indicate terms that are independent of ν1 and n1. Our first goal is to show

that the value of the integral is independent of ρ1. From eq. (3.11) we see that only z1 and

z2 depend on ρ1, so we do not need to consider the cross ratios zi with i > 2. Due to the

symmetry in z1 ↔ z̄1, it is sufficient to analyse the holomorphic part, i.e., we let z̄1 → 0,

with z1 held fixed. This corresponds to taking only the residue at iν1 = n1/2 for n1 > 0.

After taking this residue, the sum over n1 becomes trivial, and we are left with

g
(0,...,0,ik,...,iN−5)
+...+ → . . . (−1)χ+(ν2, n2) [(1− z1)z2︸ ︷︷ ︸

=ρ2

]iν2+n2/2 . . .
(4.28)

We see that the integral does not depend on ρ1. Note the appearance of an impact factor.

If there is a second 0, we can iterate the procedure, with z1 replaced by ρ2. The result is

. . . (−1)χ+(ν3, n3) [(1− ρ2)z3︸ ︷︷ ︸
=ρ3

]iν3+n3/2 . . .
(4.29)
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Continuing this process, we see that

g
(0,...,0,ik,...,iN−5)
+...+ (ρ1, . . . , ρN−5) = f(ρk, . . . , ρN−5) , (4.30)

for some function f . We still need to show that f is the lower-point perturbative coefficient.

This follows from the fact that f must have the correct soft limits. Indeed, we must have

g
(0,...,0,ik,...,iN−5)
+...+ (ρ2, . . . , ρN−5) = lim

ρ1→0
g

(0,...,0,ik,...,iN−5)
+...+ (ρ1, . . . , ρN−5)

= f(ρk, . . . , ρN−5) .
(4.31)

Similarly, we must have

g
(0,...,0,ik,...,iN−5)
+...+ (ρ3, . . . , ρN−5) = lim

ρ2→0
g

(0,...,0,ik,...,iN−5)
+...+ (ρ2, . . . , ρN−5)

= f(ρk, . . . , ρN−5) .
(4.32)

Continuing this way, we arrive at

g
(ik,...,iN−5)
+...+ (ρk, . . . , ρN−5) = lim

ρk−1→0
g

(0,ik,...,iN−5)
+...+ (ρk−1, ρk, . . . , ρN−5)

= f(ρk, . . . , ρN−5) ,
(4.33)

which finishes the proof.

Claim 2 If f(ρ1, ρi1 , . . . , ρik) depends on a subset of simplicial MRK coordinates, then the

convolution with some function g(z1) will depend on the same subset with ρ1 added, i.e.,

we have

g(z1) ∗ f(ρ1, ρi1 , . . . , ρik) = F (ρ1, ρi1 , . . . , ρik) , (4.34)

for some function F .

In the right-hand side of eq. (4.34), the convolution acts on z1, and the simplicial MRK

coordinates ρi should be interpreted as functions of the MRK coordinates zi. The relation

between the two sets of coordinates is given by eq. (3.11).

Proof of Claim 2. We proceed by changing variables to simplicial coordinates based at

z1. The relation between the two sets of coordinates is z1 = t1 (we write ti instead of t
(1)
i )

and,

ρ1 =
t1
tN−5

, ρ2 =
1− t1

1− tN−5
, ρi =

ti−1 − t1
ti−1 − tN−5

, 2 < i < N − 5 . (4.35)

We start by proving the claim in the case i1 6= 2. In that case the convolution integral

takes the form

g(z1) ∗ f(ρ1, ρi1 . . . , ρik)

=
1

π

∫
d2τ

|τ |2
g

(
t1
τ

)
f

(
τ

tN−5
,

ti1−1 − τ
ti1−1 − tN−5

, . . . ,
tik−1 − τ

tik−1 − tN−5

)
.

(4.36)
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Shifting the integration variable τ → tN−5 τ and writing xj = tj/tN−5, we see that the

integrand only depends on the xj . Hence, there is a function F̃ (x1, xi1 , . . . , xik) such that

g(z1) ∗ f(ρ1, ρi1 . . . , ρik) =
1

π

∫
d2τ

|τ |2
g
(x1

τ

)
f

(
τ,
xi1−1 − τ
xi1−1 − 1

, . . . ,
xik−1 − τ
xik−1 − 1

)
≡ F̃ (x1, xi1−1, . . . , xik−1) .

(4.37)

Finally, we can change coordinates back from t’s to ρ’s. We find

x1 =
t1
tN−5

= ρ1 , xj =
tj

tN−5
=
ρ1 − ρj+1

1− ρj+1
, j ≥ 2 . (4.38)

We see that no new ρ-coordinate is introduced, so the claim follows upon identifying

F̃ (x1, xi1−1, . . . , xik−1) with F (ρ1, ρi1 , . . . , ρik).

To complete the proof, we still need to investigate what happens when i1 = 2. ρ2 is

not homogeneous in tN−5, and so the function F̃ will now not only depend on the ratios

xi, but also explicitly on tN−5,

g(z1) ∗ f(ρ1, ρ2, ρi2 . . . , ρik) = F̃ (x1, tN−5, xi2−1, . . . , xik−1) . (4.39)

We know already that the xi’s do not introduce any new ρ’s. Adding tN−5 will only add ρ2,

tN−5 =
1− ρ2

ρ1 − ρ2
, (4.40)

which was already present in the original function f . Hence the claim is proven.

Proof of the factorisation theorem for MHV amplitudes. The factorisation the-

orem for MHV amplitudes, eq. (4.19), now follows from Claims 1 and 2. Assume that

eq. (4.19) holds for all perturbative MHV coefficients up to a certain number N −1 of legs,

and let us show that it still holds for coefficients with one more leg. We denote the pertur-

bative coefficient with one more leg by g
(i1,...,iN−5)
+...+ (ρ1, . . . , ρN−5) and we label the non-zero

elements in (i2, . . . , iN−5) by ia1 , . . . , iak , 2 ≤ aj ≤ N − 5. If i1 = 0, then Claim 1 implies

that we can drop the first index. The resulting function is an (N − 1)-point amplitude,

where eq. (4.19) applies. So we have

g
(0,i2,...,iN5

)
+...+ (ρ1, . . . , ρN−5) = g

(i2,...,iN−5)
+...+ (ρ2, . . . , ρN−5) = g

(ia1 ,...,iak )
+...+ (ρa1 , . . . , ρak) , (4.41)

in agreement with eq. (4.19). If i1 6= 0, we write the amplitude as a convolution using the

recursion (4.16). For the sake of the example, consider the case i1 = 1. We have,

g
(1,i2,...,iN5

)
+...+ (ρ1, . . . , ρN−5) = E(z1) ∗ g(0,i2,...,iN5

)
+...+ (ρ2, . . . , ρN−5)

= E(z1) ∗ g(ia1 ,...,iak )
+...+ (ρa1 , . . . , ρak) ,

(4.42)

where we have used the fact that we know that eq. (4.19) holds for i1 = 0. From Claim 2

we know that the result of the convolution will only depend on (ρ1, ρa1 , . . . , ρak). The only

thing left to show is that the function F in Claim 2 is precisely the perturbative coefficient

g
(1,ia1 ,...,iak )
+...+ . This follows immediately upon noting that the convolution integral used to

compute g
(1,ia1 ,...,iak )
+...+ is exactly the same as the one in eq. (4.42), up to a relabelling of the

variables. Repeating exactly the same argument for i1 > 1, we see that eq. (4.19) holds in

general.
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5 Non-MHV amplitudes in MRK

5.1 Helicity-flip operations

So far we have only considered MHV amplitudes. In this section we generalise all the

results from the previous section to non-MHV amplitudes. In particular, we extend the

factorisation theorem (4.18) to the non-MHV case. We start by introducing an additional

concept before we are ready to prove the factorisation theorem for non-MHV amplitudes.

Let us start by analysing what happens if we start from an MHV amplitude and we

flip the helicity on an impact factor. In Fourier-Mellin space, this amounts to replacing

χ+(ν, n) by χ−(ν, n),

F
[
χ+(ν, n)F (ν, n)

]
−→ F

[
χ−(ν, n)F (ν, n)

]
= F

[
χ−(ν, n)/χ+(ν, n)

]
∗ F

[
χ+(ν, n)F (ν, n)

]
(5.1)

= F
[
iν + n

2

iν − n
2

]
∗ F

[
χ+(ν, n)F (ν, n)

]
.

We see that flipping the helicity on an impact factor amounts to convoluting with the

universal helicity-flip kernel

H(z) ≡ F
[
iν + n

2

iν − n
2

]
. (5.2)

The functional form of H(z) can easily be obtained by performing explicitly the Fourier-

Mellin transform. The integrand has only a simple pole at iν = n/2, and so we find

H(z) = H(1/z) = − z

(1− z)2
. (5.3)

Note that helicity-flip kernel is an involution, i.e., flipping the helicity twice on the same

impact factor returns the original helicity configuration, and so

H(z) ∗ H(z̄) = F [1] = π δ(2)(1− z) . (5.4)

Similarly, if we flip the helicity on one of the central emission blocks and use eq. (2.57),

we obtain

F
[
C+(ν, n, µ,m)F (ν, n, µ,m)

]
−→ F

[
C−(ν, n, µ,m)F (ν, n, µ,m)

]
= F

[
C−(ν, n, µ,m)

C+(ν, n, µ,m)

]
∗ F

[
C+(ν, n, µ,m)F (ν, n, µ,m)

]
= F

[
χ+(ν, n)χ−(µ,m)

χ−(ν, n)χ+(µ,m)

]
∗ F

[
C+(ν, n, µ,m)F (ν, n, µ,m)

]
= H(z̄1) ∗ H(z2) ∗ F

[
C+(ν, n, µ,m)F (ν, n, µ,m)

]
.

(5.5)

We see that the flipping of the helicity on a central emission block is controlled by the same

kernels as for the impact factor. As a consistency check, the helicity flip kernels allow us
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to show that MHV and MHV amplitudes are identical,

R−...−(z1, . . . , zN−5) = H(z1) ∗ R+−...−(z1, . . . , zN−5)

= H(z1) ∗ H(z̄1) ∗ H(z2) ∗ R++−...−(z1, . . . , zN−5)

= H(z2) ∗ R++−...−(z1, . . . , zN−5)

= . . .

= H(zN−5) ∗ R+...+−(z1, . . . , zN−5)

= H(zN−5) ∗ H(z̄N−5) ∗ R+...+(z1, . . . , zN−5)

= R+...+(z1, . . . , zN−5) .

(5.6)

Let us conclude this section by making a comment about some classes of non-MHV

amplitudes with a special property. In ref. [79] it was argued that flipping the helicity on

an impact factor to produce an NMHV amplitude from an MHV amplitude is equivalent

to differentiating in the holomorphic variable and integrating in the anti-holomorphic one.

Let us see how this arises from the helicity-flip kernel. We have

R−+...+(z1, . . . , zN−5) = H(z1) ∗ R+...+(z1, . . . , zN−5)

= −
∫
d2w

π

z1

w̄(w − z1)2
R+...+(w, z2 . . . , zN−5) .

(5.7)

We can evaluate eq. (5.7) in terms of residues. Let us denote by F the anti-holomorphic

primitive,

F (w, z2 . . . , zN−5) ≡
∫
dw̄

w̄
R++...+(w, z2 . . . , zN−5) . (5.8)

Then R−+...+ is obtained by summing over all the holomorphic residues of F . As MHV

amplitudes are pure functions, they have no poles, and so F has no poles either. Further-

more, it is easy to check that there is no pole at infinity, and so the only residue we need

to take into account comes from the double pole at w = z1 in eq. (5.7),

R−+...+(z1, . . . , zN−5) = Resw=z1

z1 F (w, z2 . . . , zN−5)

(w − z1)2

= z1 ∂z1F (z1, z2 . . . , zN−5)

= z1∂z1

∫
dw̄

w̄
R++...+(w, z2 . . . , zN−5) .

(5.9)

We see that we recover the rule of ref. [79], but with the differentiation and integration

given in the reversed order. While this may look like a minor difference, it is crucial in order

to get the complete result. In principle, we need to include a boundary condition when

computing the anti-holomorphic primitive. However, if the operations of differentiation and

integration are performed in the order shown in eq. (5.9), then no boundary condition is

needed, because the residue is independent of the choice of the anti-holomorphic primitive.

This is, however, not the case if the two operations are performed in the order given in

ref. [79], where one needs to include non-trivial boundary information already for six points.

It is of course tantalising to speculate if this simple rule generalises and all non-MHV

amplitudes can be computed by this simple differentiation-integration rule without having
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to include any boundary information. It turns out that this is not the case, because

in general the amplitude in the integrand of the convolution integral (5.7) is not a pure

function, but may itself have additional poles whose residues need to be taken into account

when performing the convolution with the helicity-flip kernel. An explicit counter-example

to the simple differentiation-integration rule without boundary terms can be constructed

from an eight-point NNMHV amplitude.

Although the simple rule does not hold in general, there are some special cases where

it does apply. Besides the case of R−+...+ discussed above, we have identified the follow-

ing special case in which we can apply the simple differentiation-integration rule without

boundary terms: consider an amplitude whose helicity configuration is given by

hi =

{
−1 , if a ≤ i ≤ b ,
+1 , otherwise .

(5.10)

This amplitude can be written as

R+...+−...−+...+ = H(z̄a−1) ∗ H(zb) ∗ R+...+ . (5.11)

Let us first discuss the convolution with H(zb). We can repeat exactly the same argument

as for R−+...+ and we conclude that

H(zb) ∗ R+...+ = zb ∂zb

∫
dz̄b
z̄b
R+...+ . (5.12)

Next we want to perform the convolution of this function with H(z̄a−1). The function

H(zb) ∗ R+...+ will have poles, but all of them are holomorphic because they arise from

computing the holomorphic derivative with respect to zb. Hence, they do not give rise to

any additional anti-holomorphic poles, and so we have

R+...+−...−+...+ = z̄a−1 ∂̄za−1

∫
dza−1

za−1
[H(zb) ∗ R+...+]

= z̄a−1 ∂̄za−1

∫
dza−1

za−1
zb ∂zb

∫
dz̄b
z̄b
R+...+ .

(5.13)

The previous case covers in particular all NMHV amplitudes. Hence, all six and seven-point

amplitudes can be computed in this way.

5.2 The factorisation theorem for non-MHV amplitudes

In this section we discuss the factorisation theorem (4.18) in the non-MHV case. In par-

ticular, we extend the proof of section 4.3 to non-MHV amplitudes.

We proceed by induction in the number of indices. Let us assume that eq. (4.18) holds

for up to k indices, and let us show that the theorem still holds for k + 1 indices. If the

first two helicities are not the same, we can factor out a helicity flip operator, e.g.,

g
(i1...ik+1)
−+h3...hk+2

(ρ1, . . . , ρk+1) = H(z1) ∗ g(i1...ik+1)
++h3...hk+2

(ρ1, . . . , ρk+1) . (5.14)

Hence, it is enough to prove the theorem in the case where the first two helicities are the

same, and Claim 2 implies that it will remain true in the case where the helicities are

different. We therefore assume from now on that the first two helicities are the same.
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We can use the recursion (4.16) with zk = z1 to reduce the value of i1 to zero. If i1 = 0,

we can repeat the proof of Claim 1 and we conclude that we can delete the index i1 = 0.

Indeed, we see from eq. (4.27) that the proof of Claim 1 only relies on the structure of the

part of the Fourier-Mellin integral that depends on (ν1, n1) and the first two helicities, and

so we can repeat the proof of Claim 1 independently of the helicity structure of the rest of

the amplitude. After using Claim 1 to delete the index i1 = 0, the number of indices has

decreased by one, and so the factorisation theorem (4.18) applies by induction hypothesis.

To complete the proof, we need to perform the convolution integrals that were introduced

to reduce the value of i1. By Claim 2, this does not introduce any new variables except for

ρ1, and so the factorisation theorem is proven.

Let us make a comment about the difference in the factorisation in the MHV and non-

MHV cases. In the MHV-case the factorisation theorem is equivalent to deleting vanishing

indices, see eq. (4.19). This simple rule is no longer true for non-MHV amplitudes. Consider

the seven-point two-loop NMHV amplitude R(2)
−++. We can write

R(2)
−++ = H(z1) ∗ R(2)

+++ = log τ1H(z1) ∗ g(1)
++(ρ1) + log τ2H(z1) ∗ g(1)

++(ρ2) . (5.15)

It is easy to check that the first term behaves as expected,

H(z1) ∗ g(1)
++(ρ1) = g

(1)
−+(ρ1) . (5.16)

The second term, however, also depends on ρ2, and so Claim 2 implies that this term

should be a function of both ρ1 and ρ2. By explicit computation, one establishes that this

is indeed the case, and so we obtain a new non-MHV building block with a vanishing index,

R(2)
−++ = log τ1 g

(1)
−+(ρ1) + log τ2 g

(0,1)
−++(ρ1, ρ2) . (5.17)

Hence, the simple factorisation observed for MHV amplitudes, eq. (4.19), is no longer valid

for non-MHV amplitudes.

As a consequence, unlike for MHV amplitudes, the number of building blocks is no

longer finite at each loop order in the non-MHV case. As eq. (4.19) is no longer valid

for non-MHV amplitudes, the number of different coefficients is no longer bounded. In

particular, unless there is another mechanism at work that waits yet to be uncovered,

there should be an infinite tower of different non-MHV coefficients already at two loops,

because the factorisation theorem does not allow us to reduce the coefficients corresponding

to alternating helicities to simpler functions.

We have computed explicitly all non-MHV amplitudes up to eight external legs and four

loops. Analytic results for the independent helicity configurations are shown in appendix D

up to three loops for six and seven external legs and up to two loops for eight external legs.

Results up to four loops and eight points are included as ancillary material in computer-

readable form with the arXiv submission. We have checked that in all cases our results have

the correct soft limits and symmetry properties. These results are sufficient to compute all
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two-loop NMHV amplitudes. If hi = −1 and all other helicities are positive, we obtain

R(2)
+...−...+ = log τi−1 g

(1,0)
+−+(ρi−1, ρi) + log τi g

(0,1)
+−+(ρi−1, ρi)

+
∑

1≤j<i−1

log τj g
(1,0,0)
++−+(ρj , ρi−1, ρi)

+
∑

i<j≤N−5

log τj g
(0,0,1)
+−++(ρi−1, ρi, ρj) .

(5.18)

The previous formula is not valid for i ∈ {1, 2, N − 5, N − 6}, in which case we have

R(2)
−+... = log τ1 g

(1)
−+(ρ1) +

N−5∑
j=2

log τj g
(0,1)
−++(ρ1, ρj) ,

R(2)
+−+... = log τ1 g

(1,0)
+−+(ρ1, ρ2) + log τ2 g

(0,1)
+−+(ρ1, ρ2) +

N−5∑
j=3

log τj g
(0,0,1)
+−++(ρ1, ρ2, ρj) ,

(5.19)

and the remaining cases can be obtained from target-projectile symmetry.

5.3 Leading singularities of scattering amplitudes in MRK

In the previous section we have shown how we can compute non-MHV amplitudes via

convolution with the universal helicity flip kernel H. Due to the double pole in the helicity

flip kernel, non-MHV amplitudes are no longer pure, but the transcendental functions

are multiplied by rational prefactors. This is in agreement with the expectation for the

structure of scattering amplitudes in full kinematics, where these coefficients are identified

with the leading singularities of the amplitudes [108]. In this section we present a way to

determine the set of all rational prefactors that can appear in a given non-MHV amplitude

in MRK at LLA.

Let us start by defining some concepts that are useful to state the main result. We

define interfaces of the perturbative coefficients g
(i1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5) as the faces of its

graph (see eq. (4.17)) that are bounded by two external lines with opposite helicities. In

the following we refer to a face of the graph simply by the index of the corresponding dual

coordinate (cf. figure 5). We call an interface holomorphic if the helicity changes from −1

to +1 in the natural order induced by the color ordering, and anti-holomorphic otherwise.

We denote by I = {a1, . . . , aκ} the set of all interfaces of the graph (equipped with the

natural order induced by the color ordering) and we let a0 = x2 and aκ+1 = xN−2. For

1 ≤ k ≤ κ we define the sets

Eak↑ = {b | ak−1 ≤ b < ak} and Eak↓ = {b | ak < b ≤ ak+1} . (5.20)

We also define the cross-ratios

Rbac =


vbac1 , for holomorphic interfaces a ,

v̄bac1 , for anti-holomorphic interfaces a ,

(5.21)
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with

vbac1 =
(xb − xa)(xc − x1)

(xb − xc)(xa − x1)
. (5.22)

We are now ready to state the main result of this section. We claim that it is possible

to write the perturbative coefficients in such a way that all rational prefactors multiplying

pure functions take the form ∏
a∈S

Rbac , b ∈ Ea↑ , c ∈ Ẽa↓ , (5.23)

where S ⊆ I is a (possibly empty) subset of interfaces and we have introduced the definition

Ẽa↓ = {b | a < b} . (5.24)

This implies in particular that the building blocks of all rational prefactors in MRK at

LLA are contained in the set

L = {Rbac|a ∈ I , b ∈ Ea↑ , c ∈ Ẽa↓} . (5.25)

The cross ratios in this set are at the same time the building blocks for all leading singu-

larities in MRK at LLA. We emphasise that this set is an upper bound for the rational

prefactors that can appear for a given helicity configuration. In particular, one may wonder

whether the asymmetry in eq. (5.23) and eq. (5.25) between Ea↑ and Ẽa↓ could not be lifted,

and we could restrict the building blocks to the more symmetric set

Lsym = {Rbac|a ∈ I , b ∈ Ea↑ , c ∈ Ea↓} . (5.26)

Unfortunately, this is incorrect, because the cross ratios Rbac are not independent, but they

satisfy intricate non-linear relations, e.g.,

R23c +R234R4ac = R23cR4ac +R234R2ac , a < c , a ∈ I . (5.27)

The apparent asymmetry in the set of building blocks in eq. (5.25) can then be lifted

through such relations. It would be interesting to have a classification of all the relations

among the building blocks Rbac. Our building blocks are, however, linearly independent,

and so we can restrict to the more symmetric set Lsym in situations where there is at most

one interface of a given type (holomorphic or anti-holomorphic). Helicity configurations

involving products of building blocks of the same type require at least three interfaces, and

the simplest such amplitude is R−+−+. We observe by explicit computation that in this

case the restricted set Lsym is indeed insufficient and a new building block R236 /∈ Lsym

appears (see appendix D).

Before we prove our result, let us discuss some of its implications. First, it is evi-

dent from eq. (5.23) that every interface contributes at most one factor to the product in

eq. (5.23), i.e., we never encounter higher powers of Rbac.

Second, we see that for a given helicity configuration there is always a finite number

of different rational prefactors, independently of the number of loops. The complete set of
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rational prefactors for a given helicity configuration shows up when all indices are non-zero.

In particular, we will see that eq. (5.23) is consistent with the factorisation theorem (4.18)

in the sense that we never need to consider faces b and c bounded by external lines with

equal helicities and vanishing index.

Finally, we note that the ratios Rbac transform non-trivially under target-projectile

symmetry. Target-projectile symmetry obviously maps interfaces to interfaces, and we have

Rbac 7→ RN−b,N−a,N−c = 1−RN−c,N−a,N−b . (5.28)

Let us now illustrate the content of eq. (5.23) on some simple examples. MHV and

MHV amplitudes do not have any interfaces, so these amplitudes should not contain any

non-trivial rational prefactors, in agreement with known results. The simplest amplitudes

having a single interface are NMHV amplitudes of the form R−+···+. Since these amplitudes

have a single interface, we have L = Lsym. The amplitude must then take the form

R−+···+ = a +
N−2∑
c=4

R23c bc , (5.29)

where a and bc are pure functions to all loop orders. In the special case N = 6 eq. (5.29)

reduces to the known structure of the six-point NMHV amplitude in MRK [79],

R−+ = a +R234 b = a +
ρ1

ρ1 − 1
b . (5.30)

Equation (5.23) implies that this structure generalises to an infinite class of NkMHV am-

plitudes, k ≥ 1, with a single holomorphic interface,

R−···−+···+ = a +
a−1∑
b=2

N−2∑
c=a+1

Rbac bbc , (5.31)

where a is the holomorphic interface and a and bbc are pure functions. Products of rational

prefactors contribute for the first time for amplitudes with two distinct interfaces, which

appear precisely for the helicity configurations considered in eq. (5.10). The interfaces

are located at (a1, a2) = (a + 1, b + 2). One of them is holomorphic and the other one

anti-holomorphic, so we can work with the symmetric set Lsym. We find

R+···+−···−+···+ = a +

a1−1∑
c=2

a2∑
d=a1+1

Rca1d b
1
cd +

a2−1∑
c=a1

N−2∑
d=a2+1

Rca2d b
2
cd

+

a1−1∑
c1=2

a2∑
d1=a1+1

a2−1∑
c2=a1

N−2∑
d2=a2+1

Rc1a1d1 Rc2a2d2 c
12
c1d1c2d2 ,

(5.32)

where we have indicated the anti-holomorphic rational functions by Rbac for clarity and a,

bicd nd cijc1d1c2d2 are pure functions.

Let us conclude this section by discussing the soft limits of the rational prefactors.

First, we can see that Rbac has simple poles for xb = xc and xa = x1. None of these
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singularities corresponds to a soft limit. This implies in particular that the weight of the

pure functions does not drop when taking a soft limit. Next, we see that

lim
xb→xa

Rbac = 0 and lim
xc→xa

Rbac = 1 . (5.33)

In order to understand the implication of these relations, let us consider a NMHV ampli-

tude, which can be written in the form of eq. (5.32) with a ≡ a1 = a2 − 1,

R+···+−+···+ = a +

a−1∑
c=2

Rca(a+1) b
1
ca+1 +

N−3∑
d=a+2

Ra(a+1)d b
2
cd

+
a−1∑
c=2

N−3∑
d=a+2

Rca(a+1)Ra(a+1)d c
12
c1(a+1)ad2

.

(5.34)

In the limit where the gluon with negative helicity becomes soft, xa → xa+1, the NMHV

amplitude reduces to an MHV amplitude, which is a pure function. Equation (5.33) guar-

antees that this is indeed the case, and we find,

lim
xa→xa+1

R+···+−+···+ = a +
a−1∑
c=2

b1
c(a+1) . (5.35)

5.3.1 Proof of the structure of leading singularities in MRK

Let us now prove our claim about the structure of the rational prefactors in MRK to LLA.

Before turning to the proof itself, we make the following observation: every perturbative

coefficient can be built up by a finite sequence of the following three operations:

1. Flipping the leftmost helicity by convolution with H(z1) or H(z̄1) respectively.

2. Increasing the first index by convolution with E(z1).

3. Adding more particles to the left with index zero and equal helicities.

In particular this implies that every non-MHV amplitude can be constructed from a NMHV

helicity configuration of the form −+ . . .+ by successive application of these three elemen-

tary operations (we can always assume the rightmost helicity to be hN−4 = +1). It is

evident that we can reach a similar conclusion by adding more particles to the right and

convoluting with E(zN−5) and H(zN−5).

Let us illustrate this procedure on a short example. Note that in the following we

consider all convolutions to be over z1 and we see all the simplicial MRK coordinates ρi as

functions of the zi. The perturbative coefficient g
(1,0,2,0,1,2)
++−−−++(ρ1, . . . , ρ6) can be constructed

in the following way: we start with the perturbative coefficient g
(1,2)
+++(ρ1, ρ2) and flip its

leftmost helicity ,

g
(1,2)
+++(ρ1, ρ2)→ g

(1,2)
−++(ρ1, ρ2) = H(z1) ∗ g(1,2)

+++(ρ1, ρ2) . (5.36)

Next, we add additional particles with index zero and negative helicity to the left and we

use the factorization theorem to remove zero indices,

g
(1,2)
−++(ρ1, ρ2)→ g

(0,0,1,2)
−−−++(ρ1, . . . , ρ4) = g

(1,2)
−++(ρ3, ρ4) . (5.37)
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Note that this operation is equivalent to simply shifting the indices of all the simplicial

MRK coordinates. Next, we increase the first index by convolution with E(z1) and perform

another shift in simplicial MRK coordinates to add one more external particle,

g
(0,0,1,2)
−−−++(ρ1, . . . , ρ4)→ g

(2,0,1,2)
−−−++(ρ1, . . . , ρ4) = E(z1) ∗ E(z1) ∗ g(0,0,1,2)

−−−++(ρ1, . . . , ρ4)

→ g
(0,2,0,1,2)
−−−−++(ρ1, . . . , ρ5) = g

(2,0,1,2)
−−−++(ρ2, . . . , ρ5) .

(5.38)

Then we flip the first helicity and perform one more shift in simplicial MRK coordinates,

g
(0,2,0,1,2)
−−−−++(ρ1, . . . , ρ5)→ g

(0,2,0,1,2)
+−−−++(ρ1, . . . , ρ5) = H(z̄1) ∗ g(0,2,0,1,2)

−−−−++(ρ1, . . . , ρ5)

→ g
(0,0,2,0,1,2)
++−−−++(ρ1, . . . , ρ6) = g

(0,2,0,1,2)
+−−−++(ρ2, . . . , ρ6) .

(5.39)

Finally, we arrive at the desired perturbative coefficient by increasing the first index by

one unit,

g
(0,0,2,0,1,2)
++−−−++(ρ1, . . . , ρ6)→ g

(1,0,2,0,1,2)
++−−−++(ρ1, . . . , ρ6) = E(z1) ∗ g(0,0,2,0,1,2)

++−−−++(ρ1, . . . , ρ6) . (5.40)

Let us now turn to the proof of the structure of the leading singularities in MRK. More

precisely, we will proof that the building blocks in eq. (5.25) exhaust all rational prefactors

of non-MHV amplitudes in MRK for any number of particles and any loop order.

As a warm-up, let us consider the case of a NMHV amplitude where the first gluon

emitted along the ladder has a negative helicity, and all other gluons have a positive helicity.

We can construct this amplitude by starting from an MHV amplitude and then we flip the

first helicity, cf. eq. (5.9). As MHV amplitudes are pure functions, the anti-holomorphic

primitive will itself be pure. If we work in simplicial coordinates based at z1, where t1 = z1,

we can write eq. (5.9) in the form

g
(i1,...,in)
−+···+ (ρ1, . . . , ρn) = t1∂t1

∫
dt̄1

1

t̄1
g

(i1,...,in)
+···+ (ρ1, . . . , ρn) , (5.41)

where we interpret the simplicial MRK coordinates ρi as functions of the simplicial coor-

dinates based at z1. The rational prefactors are entirely generated by the action of the

holomorphic derivative. Since the anti-holomorphic primitive is pure, all rational prefactors

take the following form in simplicial coordinates based at z1,

t1
t1 − τi

=
(x3 − x2)(xi+3 − x1)

(xi+3 − x2)(x3 − x1)
= R23(i+3) , 0 ≤ i ≤ n, (5.42)

with

τi =


0 , if i = 0 ,

1 , if i = 1 ,

ti , otherwise ,

(5.43)

in agreement with eq. (5.29). We thus see that the claim is true for all NMHV amplitudes

of this type.

At the beginning of the section we have argued that every non-MHV configuration can

be obtained from the helicity configuration (−,+ . . .+) through a successive application of
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the three elementary operators (convolution with E and H and adding particles). Since the

claim holds for this particular helicity configuration, it is then sufficient to show that the

elementary operations preserve the structure of the rational prefactors. As all convolution

integrals will be performed in simplicial coordinates based at z1, it is instructive to see

what the Rbac look like in these coordinates. We find,

R2ac =
t1 − τa−3

t1 − τc−3
,

Rbac =
τb−3 − τa−3

τc−3 − τa−3
, b 6= 2 .

(5.44)

We see that Rbac depends on t1 if and only if b = 2. This has important implications for

the analytic structure of the perturbative coefficients. Indeed, assume that our claim (5.23)

is true for a certain amplitude. Then every term can contain at most one factor of the

form R2ac, because a must be the first interface (in the natural order on the interfaces).

From eq. (5.44) we see that all poles in t1 must be simple, and moreover they are all either

holomorphic or anti-holomorphic, depending on whether the first interface a is holomorphic

or anti-holomorphic. As a consequence, repeating the discussion at the end of section 5.1,

we see that in those cases where our claim is correct, we can always compute the convolution

with H(z1) by differentiating and integrating.

Let us now show that if the claim is correct for a given amplitude, then it remains

true if we perform any of the three elementary operations on it. In the following we always

assume that the poles in t1 are holomorphic. The extension to the anti-holomorphic case

is trivial. Let us analyse the effect of each of the elementary operations in turn.

• Adding new particles: adding ` new particles with the same helicity and index zero

as the first one is equivalent to a shift in the simplicial MRK coordinates, ρi → ρi+`.

This shift has a very simple effect on the cross ratios Rbac. Indeed, if b > 2, we have

Rbac =
(ρa−2 − ρb−2)(ρc−2 − 1)

(ρc−2 − ρb−2)(ρa−2 − 1)

→ (ρa−2+` − ρb−2+`)(ρc−2+` − 1)

(ρc−2+` − ρb−2+`)(ρa−2+` − 1)
= R(b+`)(a+`)(c+`) .

(5.45)

In the case b = 2, we find

R2ac =
ρa−2(ρc−2 − 1)

ρc−2(ρa−2 − 1)
→ ρa−2+`(ρc−2+` − 1)

ρc−2+`(ρa−2+` − 1)
= R2(a+`)(c+`) . (5.46)

In order to complete the argument, we need to show that (a+`) is the first interface in

the shifted amplitude. This is automatic in this case, because we only add particles

with the same helicities to the left, and so no new interface is introduced. Note

that at the same time we have shown that we can always drop faces with vanishing

index, consistently with the factorisation theorem (4.18). Indeed, we see that when

adding particles we do not add any new rational prefactors to those that were already

present, and we only relabel the variables in the shifted amplitude.
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• Increasing the first index: this is equivalent to convoluting with E(z1),

g
(i1+1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5) = E(z1) ∗ g(i1,...,iN−5)
h1...hN−4

(ρ1, . . . , ρN−5)

= −
∫
d2w

2π
g

(i1,...,iN−5)
h1...hN−4

(w, t2, . . . , tN−5)
w̄t1 + wt̄1
|w|2|w − t1|2

= −
∫
d2w

2π
g

(i1,...,iN−5)
h1...hN−4

(w, t2, . . . , tN−5)
1

w(w − t1)

(
w + t1
w̄ − t̄1

− w

w̄

)
.

(5.47)

We evaluate this integral in terms of residues. By hypothesis, the perturbative coeffi-

cient has only holomorphic poles in w. Since w̄ only enters via linear denominators in

the integration kernel in eq. (5.47), the anti-holomorphic primitive of the integrand

is a pure function (seen as a function of w̄).

Next, we have to compute the holomorphic residues. The anti-holomorphic primitive

may still contain holomorphic poles in w, but we know from eq. (5.44) that these poles

are all simple and can only enter through rational prefactors of the type R2ab (the

integrand may contain other rational prefactors proportional to Rbac with b 6= 2, but

those will not spoil the argument, because they do not enter the convolution integral).

By induction hypothesis, a is the first interface. Our goal is to show that by taking

holomorphic residues, we do not introduce any new rational prefactors. In order to

see that this is true, let us multiply R2ac by the two rational functions w+t1
w(w−t1) and

1
w−t1 in the integrand of eq. (5.47), and apply a partial fractioning in w. We find,

w + t1
w(w − t1)

w − τa−3

w − τc−3
= − 1

w
R3ac +

2

w − t1
R2ac +

1

w − τc−3
(1− 2R2ac +R3ac) ,

1

w − t1
w − τa−3

w − τc−3
=

1

w − t1
R2ac +

1

w − τc−3
(1−R2ac) . (5.48)

The previous expressions are multiplied by pure functions in w, and so the holo-

morphic residues are obtained by evaluating the pure functions at the simple poles

at w = 0, w = t1 and w = τc−3. Hence, we see that no new rational prefactors are

introduced in the process. In order to complete the argument, we need to check that

the residue at w =∞ does not spoil this result. Letting w = 1
u and multiplying with

the respective Jacobian, the denominators in eq. (5.48) give rise to a pole at u = 0.

It is easy to check that taking the residue at this pole does not introduce any new

rational prefactor. Finally, the previous argument can easily be extended to the case

where the factor R2ac is absent, i.e., where the anti-holomorphic primitive has no

pole in w. We thus conclude that increasing an index does not change the building

blocks for the leading singularities.

• Flipping the first helicity: by hypothesis, we assume that the perturbative

coefficient before flipping the helicity has only holomorphic poles in t1. This means

that the first interface before the helicity flip is holomorphic, and so the next

flipping will produce an anti-holomorphic interface, i.e., we need to convolute with

an anti-holomorphic helicity flip kernel H(z̄1).
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As all the poles in t1 before the helicity flip are holomorphic and simple, we can apply

the result from the end of section 5.1 and compute the convolution with H(z̄1) by

first computing a holomorphic primitive, followed by an anti-holomorphic derivative,

H(z̄1) ∗ g+−...+ = t̄1∂t̄1

∫
dt1
t1

g−−...+ . (5.49)

After partial fractioning in t1, we see that the holomorphic primitive is pure as a

function of t1. Hence, all rational prefactors in t1 are produced by anti-holomorphic

differentiation of a pure function, and so they all take the form

t̄1
t̄1 − τ̄c

= R23c , (5.50)

which completes the proof.

Let us conclude this section by commenting on the asymmetry of the set L. Throughout

the proof we have shown that the elementary operations do not produce any new rational

building blocks that are not in the set L defined in eq. (5.25). The proof relies on the fact

that we can construct any helicity configuration algorithmically by adding particles to the

left and by convolution with E(z1) and H(z1). The asymmetry in the construction is most

manifest in the helicity flip operation, because the range of c in the rational functions in

eq. (5.50) is naturally given by the set Ẽ3
↓ , and it is not restricted in any obvious way to E3

↓ .

One may wonder, however, if we could restrict the range by adding particles to the

right and convoluting with E(zN−5) and H(zN−5). Applying exactly the same reasoning

as in the other case leads to a new set of building blocks

L′ = {Rbac|a ∈ I , b ∈ Ẽa↑ , c ∈ Ea↓} . (5.51)

As the result for the amplitude should not depend on the way it was obtained, one would be

inclined to believe that the set of building blocks could also be restricted to the symmetric

set in eq. (5.26),

Lsym = L ∩ L′ . (5.52)

This is incorrect, because non-linear relations between the cross ratios (cf. eq. (5.27)) allow

one to express building blocks from L′ which are not in L as non-linear polynomials in

elements in L. In the case that there is a single holomorphic interface, however, the linear

independence of the cross ratios Rbac allows one to consider only the restricted set Lsym.

5.4 Explicit two-loop, seven-point NMHV check

In this section we outline an explicit check of our discussion for the leading logarithmic

contribution to the two-loop seven-point NMHV amplitudes in MRK. The symbol of this

amplitude was obtained in ref. [109].4 More precisely, the quantity discussed in ref. [109]

is the so-called ‘BDS-subtracted’ amplitude, equivalent to the exponentiated remainder

function multiplied by the ratio function. It is given in supersymmetric notation as follows

ANMHV
BDS−subtracted =

[
3

7
(12) +

1

7
(13) +

2

7
(14) + cyc.

]
X + [(67)V67 + (47)V47 + cyc.] . (5.53)

4We thank the authors for providing a file with the relevant expressions.
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In the above formula the quantities X, V67 and V47 are pure functions based on the heptagon

alphabet arising from the cluster algebra structure on Gr(4, 7), as discussed in ref. [32].

The quantities (ij) above represent the R-invariants which encode all the possible NMHV

configurations of external states by use of Grassmann odd variables ηi.

We recall that all on-shell states in N = 4 SYM theory can be described by the on-shell

supermultiplet written in superspace notation as a function of Grassmann parameters ηA

transforming in the fundamental representation of su(4),

Φ(η) = G+ +ηAΓA+
1

2
ηAηBSAB +

1

3!
ηAηBηCεABCDΓ

D
+

1

4!
ηAηBηCηDεABCDG

− . (5.54)

The R-invariants generically depend on five indices [ijklm]. In the seven-point case, how-

ever, we may simply denote them by the two indices which are absent, e.g.,

(12) = [34567] . (5.55)

Furthermore, at seven points all R-invariants are of the form [r s−1 s t−1 t] for some r, s, t

and in this regard we find it helpful to employ the formula of eq. [110] which we express

as follows,

[r s− 1 s t− 1 t] =
δ8(q)

〈12〉 . . . 〈n1〉

× 〈s− 1s〉〈t− 1t〉δ(4)(Ξrst)

x2
st〈r|xrsxst|t− 1〉〈r|xrsxst|t〉〈r|xrtxts|s− 1〉〈r|xrtxts|s〉

.

(5.56)

We have included in the above formula the supersymmetric Parke-Taylor-Nair prefactor

to exhibit all the relevant η dependence. The delta function δ8(q) is a consequence of

supersymmetry and is explicitly given by

δ8(q) = δ8

(∑
i

λiηi

)
, (5.57)

where the λi are the spinor-helicity variables introduced in eq. (2.2). The argument of the

other Grassmann delta function in the numerator of eq. (5.56) is given by

ΞArst =

t−1∑
i=r+1

〈r|xrsxst|i〉ηAi +

s−1∑
i=r+1

〈r|xrtxts|i〉ηAi . (5.58)

Next we calculate the limits of the pure functions X, Vij in MRK and we evaluate

the R-invariants in this limit. To perform the second task it is helpful to formulate the

passage to multi-Regge kinematics in term of spinor-helicity variables. It is sufficient for

us to parametrise our spinors with different powers of ε in such a way so as to systematise

the strong ordering of the kinematics in the MRK limit, similar to ref. [84]. For example

in the 12→ 34567 kinematics, the λ spinors are parametrised as

λ1 =

 0(
−
∑7

i=3
|pi|2
p+i

ε5−i
) 1

2

 λ2 =


(
−
∑7

i=3 p
+
i ε

i−5

) 1
2

0

 λj =


√
p+
j ε

j−5
2

pj√
p+j

ε
5−j
2

 (5.59)
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where j = 3, . . . , 7 and the λ̃ are obtained by conjugation. After calculating the R-invariants

using this parametrisation we can recover the MRK value by taking ε→ 0.

Projecting out the components of the η’s corresponding to the desired helicity config-

uration and taking the MRK limit we find the following non-vanishing R-invariants for the

(−+ +) configuration,

(12)→ 1 , (23)→ 1− ρ1(1− ρ2)

ρ2(1− ρ1)
, (17)→ ρ1

ρ1 − 1
,

(27)→ ρ1(1− ρ2)

ρ2(1− ρ1)
, (13)→ 1− ρ1

ρ1 − 1
, (37)→ ρ1(1− ρ2)

ρ2(1− ρ1)
− ρ1

ρ1 − 1
. (5.60)

For the (+−+) configuration we find

(34)→ ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)

[
1 +

(ρ1 − ρ2)

(ρ2 − 1)

]
, (24)→ ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)
, (15)→ 1 +

(ρ1 − ρ2)

(ρ2 − 1)
,

(16)→ (ρ1 − ρ2)

(ρ2 − 1)

[
ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)
− 1

]
, (25)→ 1 , (36)→

[
1 +

(ρ1 − ρ2)

(ρ2 − 1)

][
1− ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)

]
,

(15)→ (ρ2 − ρ1)

(ρ2 − 1)
, (26)→ 1− ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)
, (14)→ (ρ2 − ρ1)

(ρ2 − 1)

ρ̄1(1− ρ̄2)

ρ̄2(1− ρ̄1)
. (5.61)

Combining these formulas, we find that the two NMHV helicity configurations become

R−++ = X̂ + V̂12 + V̂23 +R234

(
V̂73 − V̂23

)
+R235

(
V̂71 − V̂73

)
,

R+−+ = X̂ + V̂25 + V̂36 + V̂62 +R234

(
V̂34 − V̂36 − V̂62

)
+R345

(
V̂51 − V̂36

)
+R234R345

(
V̂14 − V̂34 + V̂36

)
. (5.62)

Here the V̂ij are the MRK limits of the pure functions Vij of eq. (5.53). In appendix D

we give the explicit form of the V̂ij at LLA (of course, since we started from just the

symbol, these formulas are valid up to terms proportional to multiple zeta values). Note

that individually these functions may have beyond-leading log divergences. These extra

powers of divergent logarithms cancel when combined into the combinations outlined in

eq. (5.62). These explicit limits may then be compared to the general structure outlined

in eq. (D.11) and the predicted pure functions presented in eqs. (D.20) onwards.

6 Analytic structure of scattering amplitudes in MRK

It is believed that MHV and NMHV amplitudes are expressible in terms of multiple poly-

logarithms [42], but it is expected that for more complicated helicity configurations more

general classes of special functions may appear [60, 111]. Knowing that in some limit

scattering amplitudes can always be expressed in terms of multiple polylogarithms inde-

pendently of the helicity configuration and the number of external legs can thus provide

valuable information and constraints on the analytic structure of scattering amplitudes. A

proof of such a property previously only existed for the six-point amplitudes when expanded

to leading order around the collinear limit [112] and to LLA in MRK [81, 82].

In section 5.3.1 we have argued that it is possible to construct all amplitudes in MRK

to LLA via a sequence of three elementary operations. In this section we show that this
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recursive structure of scattering amplitudes in the multi-Regge limit implies that they

can always be expressed in terms of single-valued multiple polylogarithms of maximal and

uniform weight, independently of the loop number and the helicity configuration.

Let us start by discussing MHV amplitudes. The algorithm of section 5.3 allows us to

construct all MHV amplitudes by adding particles and by convoluting with E(z1). We now

show that the perturbative MHV coefficients g
(i1,...,ik)
+...+ are pure polylogarithmic functions of

uniform weight ω = 1+i1+. . .+ik. Obviously, the factorisation theorem (4.18) implies that

the claim remains true under the elementary operation of adding particles, so it suffices to

show that convolution with E(z1) has the same property. The proof proceeds by induction.

Assume that g
(i1,...,ik)
+...+ is a pure function of uniform weight ω = 1 + i1 + . . .+ ik, and let us

show that g
(i1+1,...,ik)
+...+ = E(z1)∗g(i1,...,ik)

+...+ is a pure function of uniform weight ω+1. We have

E(z1) ∗ g(i1,...,iN−5)
+···+ (ρ1, . . . , ρN−5)

= −
∫
d2w

2π
g

(i1,...,iN−5)
+···+ (w, t2, . . . , tN−5)

w̄t1 + wt̄1
|w|2|w − t1|2

= −
∫
d2w

2π
g

(i1,...,iN−5)
+···+ (w, t2, . . . , tN−5)

1

w(w − t1)

(
w + t1
w̄ − t̄1

− w

w̄

)
.

(6.1)

We evaluate the integral in terms of residues. As g
(i1,...,iN−5)
+···+ is assumed pure by induction

hypothesis and all the denominators are linear in w̄, the anti-holomorphic primitive is

a pure function (seen as a function of w̄) of uniform weight ω + 1. The convolution in

eq. (6.1) can then be written in the form

E(z1) ∗ g(i1,...,iN−5)
+···+ (ρ1, . . . , ρN−5)

= −
∫
dw

2π

[
1

w
F1(w, t2, . . . , tN−5) +

1

w − t1
F2(w, t2, . . . , tN−5)

]
,

(6.2)

where F1 and F2 are pure single-valued polylogarithmic functions of weight ω+1. As all the

poles are simple, the holomorphic residues can be computed by simply evaluating the pure

functions of weight ω+1 at w = 0, w = t1 and w =∞ (and dropping all logarithmically di-

vergent terms). Hence, E(z1)∗g(i1,...,iN−5)
+···+ is a pure polylogarithmic function of weight ω+1.

While the previous result is not unexpected for MHV amplitudes, we show in the

remainder of this section that we can extend the argument to non-MHV amplitudes, in-

dependently of the helicity configuration. More precisely, we show that the pure functions

multiplying the rational prefactors defined in section 5.3 are always pure polylogarithmic

functions of uniform weight ω = 1+ i1 + . . .+ik. The proof in the MHV case relies crucially

on the fact that the anti-holomorphic primitive was a pure function of weight ω + 1 and

that all the holomorphic poles were simple. Since non-MHV amplitudes are in general not

pure but contain rational prefactors, it is not obvious that the same conclusion holds for

arbitrary helicity configurations. In addition, for non-MHV we also need to analyse the

effect of the helicity flip operation, which should not change the weight of the function.

We proceed again by induction. Let us start by showing that also in the non-MHV case

a convolution with E(z1) will increase the weight by one unit. From section 5.3 we know that

all poles in z1 are simple and either holomorphic or anti-holomorphic. In the following we
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discuss the anti-holomorphic case and the extension to the holomorphic case is trivial. The

integrand of the convolution integral in the non-MHV case may have additional poles in w̄

at points where R2ac is singular, see eq. (5.44). It is easy to see from eq. (5.44) that none of

these additional poles is located at w̄ = 0 or w̄ = t1, and so all the anti-holomorphic poles

entering the convolution integral are simple. We can thus repeat the same argument as in

the MHV case, and the anti-holomorphic primitive will be a pure polylogarithmic function

of weight ω + 1. Moreover, there are no additional holomorphic poles in w introduced by

the rational prefactors, and so we can compute all the holomorphic residues by evaluating

the pure functions of weight ω + 1 at w ∈ {0, t1,∞}. Hence, a convolution with E(z1)

produces pure polylogarithmic functions of weight ω + 1 also in the non-MHV case.

To complete the argument, we need to show that flipping the leftmost helicity does

not change the weight of the functions. In section 5.3 we have seen that, since all poles

in t1 are simple and either holomorphic or anti-holomorphic, we can always compute the

effect of the helicity flip by integrating and differentiating, cf. eq. (5.49). Since all poles

are simple, the integration will increase the weight by one unit. This effect is compensated

by the differentiation, so that the total weight of the functions remains unchanged. Hence,

we conclude that non-MHV amplitudes in MRK to LLA are polylogarithmic functions of

uniform weight ω = 1 + i1 + . . .+ ik independently of their helicity configuration.

7 Discussion and conclusion

In this paper we have introduced a new method to compute scattering amplitudes in MRK

kinematics through LLA. The cornerstone of the method is the realisation that an N -point

kinematic configuration in MRK is equivalent to a configuration of (N − 2)-points in CP1,

i.e., to a point in M0,N−2. Using this framework, the evaluation of convolution integrals

is reduced to a simple application of Stokes’ theorem and the residue theorem. We have

proved a factorisation theorem which generalises a factorisation observed for the two-loop

MHV amplitude and which allows one to represent a given multi-leg amplitude in terms

of building blocks with fewer legs. We have applied our new framework to obtain analytic

results for all MHV amplitudes up to five loops and for all non-MHV amplitudes up to

four loops and eight points. The techniques introduced in this paper are generic and apply

to scattering amplitudes in MRK at arbitrary logarithmic accuracy. In the following we

comment on how to extend the results of our paper beyond LLA.

Beyond LLA scattering amplitudes in MRK can still be computed using the techniques

outlined in this paper, because neither the convolutions nor the kinematic considerations

about the moduli space of Riemann spheres with marked points relie on LLA. Nonetheless,

there will be some differences which we outline in the following. Although we currently do

not know the exact form of the Fourier-Mellin representation of a multi-leg amplitude be-

yond LLA, it is reasonable to believe that this representation will involve a Fourier-Mellin

transform very similar to eq. (2.37). The main difference will be the appearance of higher-

order corrections to the BFKL eigenvalue, the impact factor and the central emission block.

Currently, the BFKL eigenvalue and the impact factor are known to arbitrary loop order

from integrability [68, 73, 78, 80, 91], but the central emission block is only known to LO.
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The higher-order corrections will give rise to new building blocks that enter the convolution

integrals. Once these Fourier-Mellin transforms of building blocks are known, we can in-

crease the loop order at fixed logarithmic accuracy by convoluting with the LO BFKL eigen-

value, just like at LLA. Similarly, we can relate non-MHV amplitudes to MHV amplitudes

via helicity flip operators. We emphasise that the helicity flip operators receive quantum

corrections beyond leading logarithmic accuracy that are known to all orders [49, 73].

The factorisation theorem (4.18) will, however, break down beyond LLA, at least in its

simple form quoted in this paper. Indeed, in ref. [86] it was observed that unlike at LLA

amplitudes at NLLA receive non-factorisable contributions that depend on two simplicial

MRK coordinates simultaneously already at two loops. The breaking of the factorisation

theorem in its present form at NLLA can be traced back to the following: quantum correc-

tions to the BFKL eigenvalue and the impact factor contribute already at six points, and so

they will not violate the factorisation. The NLO correction to the central emission block,

however, couples two Fourier-Mellin integrations, which leads to a violation of eq. (4.18).

Indeed, the proof of Claim 1 relies crucially on the analytic structure of the LO central

emission block, see eq. (4.27). The NLO correction will alter eq. (4.27), thereby invalidat-

ing the proof of Claim 1 and thus the factorisation theorem. At the same time, we see that

the violation is restricted to the appearance of the NLO corrections to the central emission

block, leading to the more general factorisation observed in ref. [86]. It would be interesting

to study these effects to higher orders. Along the same lines, it would be interesting to see

if the structure of the leading singularities discussed in section 5.3 will change beyond LLA.

Indeed, the analysis of section 5.3 took into account the BFKL eigenvalues and helicity flip

operators only at LO, so the results of that section may change beyond LLA.

Finally, let us comment on the validity of the analysis of section 6 beyond LLA. The

analysis of section 6 relies on the fact that, loosely speaking, the space of single-valued

iterated integrals on M0,n is closed under convolutions due to Stokes’ theorem. Since at

fixed logarithmic accuracy every amplitude can be written as a convolution of a small set of

building blocks, the analysis of section 6 will fail if at some order in perturbation theory the

Fourier-Mellin transform of the BFKL eigenvalue, impact factor, central emission block or

helicity-flip operator cannot be expressed in terms of single-valued multiple polylogarithms.

From integrability we know that (at least empirically to very high orders) the BFKL

eigenvalue, impact factor and helicity-flip operator can be written at every order as a

polynomial in the following four building blocks [73, 80]

Eνn , Dν = −i ∂
∂ν

, N = χ+ − χ− , V = −1

2

(
χ+ + χ−

)
. (7.1)

Fourier-Mellin transforms of functions that are polynomials in these variables lead to single-

valued harmonic polylogarithms [80], and so there is a strong indication that the Fourier-

Mellin transforms of the BFKL eigenvalue, impact factor and helicity-flip operator give

rise to single-valued polylogarithms to every order in perturbation theory. Any appearance

of functions in MRK that are not polylogarithmic should thus be associated to higher-

order corrections to the central emission block. An explicit computation of higher-order

corrections to the central emission block is currently under investigation.
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A Fourier-Mellin transforms and convolutions

In this appendix we prove the inversion formula and the convolution theorem for the

Fourier-Mellin transform of eq. (2.45). We start by proving the formula for the inverse

transform, eq. (2.46). If F (ν, n) = F−1[f(z)], we have,

F [F (ν, n)] =

∞∑
n=−∞

(z
z̄

)n/2 ∫ +∞

−∞

dν

2π
|z|2iν F (ν, n)

=

∫
d2w

π |w|2
f(w)

+∞∑
n=−∞

(z w̄
z̄ w

)n/2 ∫ +∞

−∞

dν

2π

∣∣∣ z
w

∣∣∣2iν . (A.1)

In polar coordinates we have w = r eiϕ and z = r0 e
iϕ0 ,

F [F (ν, n)] =

∫ ∞
0

dr

r

∫ 2π

0

dϕ

π
f(r, ϕ)

+∞∑
n=−∞

e−in(ϕ−ϕ0)

∫ +∞

−∞

dν

2π

(r0

r

)2iν
. (A.2)

The sum and integral over n and ν can now be performed in terms of δ functions. Indeed,

the sum over n is just a Fourier sum,

+∞∑
n=−∞

e−in(ϕ−ϕ0) = 2π δ(ϕ− ϕ0) . (A.3)

Similarly, letting ν = iν̃, we get

∫ +∞

−∞

dν

2π

(r0

r

)2iν
=

∫ +i∞

−i∞

dν̃

2πi

(
r

r0

)2ν̃

= δ

(
1−

(
r

r0

)2
)

=
r0

2
δ(r − r0) . (A.4)

Hence,

F [F (ν, n)] =

∫ ∞
0

dr

r

∫ 2π

0

dϕ

π
f(r, ϕ) 2π δ(ϕ− ϕ0)

r0

2
δ(r − r0) = f(z) . (A.5)

– 67 –



J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

Next, we prove the convolution theorem (2.48) for the Fourier-Mellin transform. We

have

F [F ·G] =
∞∑

n=−∞

(z
z̄

)n/2 ∫ +∞

−∞

dν

2π
|z|2iν F (ν, n)G(ν, n) , (A.6)

=
1

π2

∫
d2w1 d

2w2

|w1|2|w2|2
f(w1) g(w2)

∞∑
n=−∞

(
z w̄1 w̄2

z̄ w1w2

)n/2 ∫ +∞

−∞

dν

2π

∣∣∣∣ z

w1w2

∣∣∣∣2iν
=

1

π2

∫
d2w1 d

2w2

|w1|2|w2|2
f(w1) g(w2) 2π δ(ϕ1 + ϕ2 − ϕ0) δ

(
1−

(
r0

r1r2

)2
)

=
2

π

∫ ∞
0

dr1 dr2

r1 r2

∫ 2π

0
dϕ1 dϕ2 f

(
r1e

iϕ1
)
g
(
r2e

iϕ2
)
δ(ϕ1 + ϕ2 − ϕ0)

r0

2r1
δ

(
r2 −

r0

r1

)
=

1

π

∫ ∞
0

dr1

r1

∫ 2π

0
dϕ1 f

(
r1e

iϕ1
)
g

(
r0

r1
ei(ϕ0−ϕ1)

)
=

1

π

∫
d2w1

|w1|2
f (w1) g

(
z

w1

)
= (f ∗ g)(z) .

B Details on the algebraic construction of single-valued functions

In this appendix we present some background material to section 3.4.3. We show that it is

possible to define analogues of the single-valued map s in a purely algebraic way, without

any reference to polylogarithms. This shows that the construction of section 3.4.3 is purely

combinatorial and follows directly from the Hopf algebra structure on hyperlogarithms. In

addition, we present some proofs that have been omitted in section 3.4.3.

Consider two graded and connected Hopf algebras (H1, µ1,∆1, S1) and (H2, µ2,∆2, S2),

each equipped with their own multiplication µi, coproduct ∆i and antipode Si, and assume

that they are isomorphic via some isomorphism φ : H1 → H2. This implies that

∆2φ = (φ⊗ φ)∆1 , φµ1 = µ2(φ⊗ φ) , S2φ = φS1 . (B.1)

The tensor product H1⊗H2 carries a natural Hopf algebra structure with a coproduct and

an antipode given by

∆12 = (id⊗ τ ⊗ id)(∆1 ⊗∆2) and S12 = S1 ⊗ S2 , (B.2)

with τ(a⊗b) = b⊗a. In the following we show how we can construct analogues of the single-

valued map s in this very general and abstract setting. The special case of hyperlogarithms

considered in section 3.4.3 is then recovered by considering H1 = LΣ, H2 = LΣ and the

isomorphism φ is simply complex conjugation, and all coproducts are given by eq. (3.75).

Let us now define the analogues of the map S̃ from eq. (3.80). We define linear maps

S̃i by
S̃1 :H1 → H2; x 7→ (−1)|x|φS1(x) ,

S̃2 :H2 → H1; x 7→ (−1)|x|φ−1S2(x) ,
(B.3)
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where |x| is the weight of x. In addition, it is easy to see that these maps satisfy

S̃1µ1 = µ2τ(S̃1 ⊗ S̃1) and ∆2S̃1 = (S̃1 ⊗ S̃1)τ∆1 , (B.4)

and similar properties hold for S̃2. These properties follow directly from the corresponding

properties of the antipodes. It is easy to see that

S̃2φ = φ−1S̃1 . (B.5)

Moreover, S̃1 and S̃2 are inverses of one another, because

S̃2S̃1(x) = (−1)2|x| φ−1S2φS1(x) = φ−1S2
2φ(x) = φ−1φ(x) = x . (B.6)

Using the maps S̃i, we can define the analogues of the single-valued map s for hyper-

logarithms defined in eq. (3.82). More precisely, we define two maps si, i = 1, 2, by

s1 = (S̃1 ⊗ id)∆1 : H1 → H2 ⊗H1 ,

s2 = (S̃2 ⊗ id)∆2 : H2 → H1 ⊗H2 .
(B.7)

In the remainder of this section we show that these maps enjoy all the properties of the

single-valued map s.

We start by showing that the si are algebra morphisms. We only discuss the case of

s1. We have

s1µ1 = µ12(s1 ⊗ s1) . (B.8)

Indeed, writing ∆1(x) =
∑

(x) x1 ⊗ x2, we obtain

s1(x) · s1(y) = (µ2 ⊗ µ1)(id⊗ τ ⊗ id)(S̃1 ⊗ id⊗ S̃1 ⊗ id)(∆1(x)⊗∆1(y))

= (µ2 ⊗ µ1)
∑

(x),(y)

(S̃1(x1)⊗ S̃1(y1)⊗ x2 ⊗ y2)

= (S̃1 ⊗ id)∆1(x · y)

= s1(x · y) .

(B.9)

The maps s1 and s2 are not independent, but they are related by the isomorphism φ,

s2φ = (φ−1 ⊗ φ)s1 . (B.10)

Indeed, we have

s2φ = (S̃2 ⊗ id)∆2φ = (S̃2φ⊗ φ)∆1 = (φ−1S̃1 ⊗ φ)∆1 = (φ−1 ⊗ φ)s1 . (B.11)

This relation generalises the action of complex conjugation, and in particular (φ−1 ⊗ φ)s1

corresponds to the complex conjugated single-valued map s̄ of section 3.4.3.

Next, let us show that the maps s1 and s2 are related via S̃1 and S̃2 in the same way

as s and s̄ are related via S̃, cf. eq. (3.96). More precisely, we have

s2S̃1 = τs1 , (B.12)
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and a similar relation holds for S̃2. Starting from the left-hand side, we see that

s2S̃1 = (S̃2 ⊗ id)∆2S̃1 = (S̃2S̃1 ⊗ S̃1)τ∆1 = (id⊗ S̃1)τ∆1 = τ(S̃1 ⊗ id)∆1 = τs1 . (B.13)

Let us define HSVi , i = 1, 2, as the image of Hi under the map si. In the following we

only discuss the case i = 1. We show that the coproduct ∆12 turns HSV1 into a H2 ⊗H1-

comodule. The coaction is given by

∆12s1 = (s1 ⊗ S̃1 ⊗ id)(τ∆1 ⊗ id)∆1 . (B.14)

HSV1 inherits the grading from H2 ⊗ H1 in an obvious way. In the following we give the

proof of the formula for the coaction. Note that in the case where ∆1 is the coproduct

on hyperlogarithms defined in eq. (3.75), this proves at the same time the formula for the

coaction in eq. (3.86). Expanding the left-hand side of eq. (B.14), we get, for x ∈ H1,

∆12s1(x) = (id⊗ τ ⊗ id)id(∆2 ⊗∆1)(S̃1 ⊗ id)∆1(x)

= (id⊗ τ ⊗ id)(∆2S̃1 ⊗∆1)∆1(x)

= (id⊗ τ ⊗ id)((τ(S̃1 ⊗ S̃1)∆1)⊗∆1)∆1(x)

=
∑
(x)

S̃1(x1,2)⊗ x2,1 ⊗ S̃1(x1,1)⊗ x2,2 .

(B.15)

We do the same for the right-hand side of eq. (B.14) and we obtain

(s1 ⊗ S̃1 ⊗ id)(τ∆1 ⊗ id)∆1(x) = ((S̃1 ⊗ id)∆1 ⊗ (S̃1 ⊗ id))(τ∆1 ⊗ id)∆1(x)

=
∑
(x)

S̃1(x1,2,1)⊗ x1,2,2 ⊗ S̃1(x1,1)⊗ x2

= (S̃1 ⊗ id⊗ S̃1 ⊗ id)(∆1 ⊗ τ)
∑
(x)

x1,2 ⊗ x2 ⊗ x1,1

= (S̃1 ⊗ id⊗ S̃1 ⊗ id)(id⊗ id⊗ τ)(id⊗∆1 ⊗ id)
∑
(x)

x1,2 ⊗ x2 ⊗ x1,1

= (S̃1 ⊗ id⊗ S̃1 ⊗ id)(id⊗ id⊗ τ)
∑
(x)

x1,2 ⊗ x2,1 ⊗ x2,2 ⊗ x1,1

=
∑
(x)

S̃1(x1,2)⊗ x2,1 ⊗ S̃1(x1,1)⊗ x2,2 ,

(B.16)

and the last line agrees with eq. (B.15).

C Explicit expression for single-valued hyperlogarithms

In this appendix we present explicit expressions of single-valued hyperlogarithms up to

weight three in terms of ordinary hyperlogarithms. We only give the results for Lyndon

words. All other cases can be reconstructed from the fact that single valued hyperloga-

rithms form a shuffle algebra.
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C.1 Single-valued hyperlogarithms of weight one

G0(z) = G0(z) +G0(z̄) . (C.1)

Ga(z) = Ga(z) +Gā(z̄) . (C.2)

C.2 Single-valued hyperlogarithms of weight two

G0,a(z) = G0,a(z) +Gā,0 (z̄)−G0(a)Gā (z̄)−G0 (ā)Gā (z̄) +G0(z)Gā (z̄) . (C.3)

Ga,b(z) = Ga,b(z) +Gb̄,ā (z̄) +Gb(a)Gā (z̄) +Gb̄ (ā)Gā (z̄) (C.4)

−Ga(b)Gb̄ (z̄) +Ga(z)Gb̄ (z̄)−Gā
(
b̄
)
Gb̄ (z̄) .

C.3 Single-valued hyperlogarithms of weight three

G0,0,a(z) = G0,0(a)Gā (z̄) +G0,0 (ā)Gā (z̄) +G0,0(z)Gā (z̄)−G0(a)Gā,0 (z̄) (C.5)

−G0 (ā)Gā,0 (z̄) +G0(z)Gā,0 (z̄) +Gā,0,0 (z̄) +G0(a)G0 (ā)Gā (z̄)

−G0(a)G0(z)Gā (z̄)−G0(z)G0 (ā)Gā (z̄) +G0,0,a(z) .

G0,a,a(z) = −G0,a(a)Gā (z̄) +Gā (z̄)G0,a(z) +G0,ā (ā)Gā (z̄)−G0(a)Gā,ā (z̄) (C.6)

−G0 (ā)Gā,ā (z̄) +G0(z)Gā,ā (z̄) +Gā,ā,0 (z̄) +G0,a,a(z) .

G0,a,b(z) = Gb(a)Gā,0 (z̄) +Gb̄ (z̄)G0,a(z) +Gb̄ (z̄)G0,ā

(
b̄
)
−Gā (z̄)G0,b(a) (C.7)

−Gā (z̄)G0,b̄ (ā) +Gb̄ (z̄)Ga,0(b) +Gb̄ (ā)Gā,0 (z̄)−Gā (z̄)Gb,0(a)

−Gā (z̄)Gb̄,0 (ā)−Ga(b)Gb̄,0 (z̄)−Gā
(
b̄
)
Gb̄,0 (z̄)−G0(a)Gb̄,ā (z̄)

−G0 (ā)Gb̄,ā (z̄) +G0(z)Gb̄,ā (z̄) +Gb̄,ā,0 (z̄)−G0 (ā)Gb(a)Gā (z̄)

+G0(z)Gb(a)Gā (z̄)−G0(a)Gb̄ (ā)Gā (z̄) +G0(z)Gb̄ (ā)Gā (z̄)

+G0

(
b̄
)
Ga(b)Gb̄ (z̄)−G0(z)Ga(b)Gb̄ (z̄) +G0(a)Gā

(
b̄
)
Gb̄ (z̄)

+G0 (ā)Gā
(
b̄
)
Gb̄ (z̄)−G0(z)Gā

(
b̄
)
Gb̄ (z̄) +G0,a,b(z) .

Ga,a,b(z) = Gb(a)Gā,ā (z̄) +Gb̄ (z̄)Ga,a(b) +Gb̄ (z̄)Ga,a(z) +Gb̄ (z̄)Gā,ā
(
b̄
)

(C.8)

+Gb̄ (ā)Gā,ā (z̄)−Gā (z̄)Gb,a(a) +Gā (z̄)Gb̄,ā (ā)−Ga(b)Gb̄,ā (z̄)

+Ga(z)Gb̄,ā (z̄)−Gā
(
b̄
)
Gb̄,ā (z̄) +Gb̄,ā,ā (z̄) +Gb(a)Ga(z)Gā (z̄)

−Ga(b)Gb̄ (ā)Gā (z̄) +Ga(z)Gb̄ (ā)Gā (z̄)−Gā
(
b̄
)
Gb̄ (ā)Gā (z̄)

−Ga(b)Ga(z)Gb̄ (z̄) +Ga(b)Gā
(
b̄
)
Gb̄ (z̄)−Ga(z)Gā

(
b̄
)
Gb̄ (z̄) +Ga,a,b(z) .

Ga,b,b(z) = Gb̄ (ā)Gb̄,ā (z̄)−Gb̄ (z̄)Ga,b(b) +Gb̄ (z̄)Ga,b(z) +Gb̄ (z̄)Gā,b̄
(
b̄
)

(C.9)

+Gā (z̄)Gb,b(a) +Gb(a)Gb̄,ā (z̄) +Gā (z̄)Gb̄,b̄ (ā)−Ga(b)Gb̄,b̄ (z̄)

+Ga(z)Gb̄,b̄ (z̄)−Gā
(
b̄
)
Gb̄,b̄ (z̄) +Gb̄,b̄,ā (z̄) +Gb(a)Gb̄ (ā)Gā (z̄)

−Gā
(
b̄
)
Gb̄ (ā)Gb̄ (z̄)−Gb(a)Gā

(
b̄
)
Gb̄ (z̄) +Ga,b,b(z) .
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Ga,b,c(z) = Gc(b)Gb̄,ā (z̄) +Gc̄ (z̄)Ga,b(z)−Gb̄ (z̄)Ga,c(b) +Gc̄ (z̄)Gā,b̄ (c̄) (C.10)

−Gb̄ (z̄)Gā,c̄
(
b̄
)

+Gc̄ (z̄)Gb,a(c) +Gā (z̄)Gb,c(a) +Gc̄
(
b̄
)
Gb̄,ā (z̄)

−Gb̄ (z̄)Gc,a(b)−Gb̄ (z̄)Gc̄,ā
(
b̄
)

+Gb(a)Gc̄,ā (z̄)−Gb(c)Gc̄,ā (z̄)

+Gb̄ (ā)Gc̄,ā (z̄)−Gb̄ (c̄)Gc̄,ā (z̄) +Gā (z̄)Gc̄,b̄ (ā)−Ga(b)Gc̄,b̄ (z̄)

+Ga(z)Gc̄,b̄ (z̄)−Gā
(
b̄
)
Gc̄,b̄ (z̄) +Gc̄,b̄,ā (z̄) +Gc(b)Gb̄ (ā)Gā (z̄)

+Ga(z)Gc(b)Gb̄ (z̄)−Gc(b)Gā
(
b̄
)
Gb̄ (z̄) +Gb(a)Gc̄ (ā)Gā (z̄)

−Gb(c)Gc̄ (ā)Gā (z̄)−Gc̄ (ā)Gā (z̄)Gb̄ (c̄) +Gb̄ (ā)Gā (z̄)Gc̄
(
b̄
)

−Ga(b)Gc̄
(
b̄
)
Gb̄ (z̄) +Ga(z)Gc̄

(
b̄
)
Gb̄ (z̄)−Gb(a)Gā (c̄)Gc̄ (z̄)

−Ga(z)Gb(c)Gc̄ (z̄) +Gb(c)Gā (c̄)Gc̄ (z̄)−Gb̄ (ā)Gā (c̄)Gc̄ (z̄)

+Ga(b)Gb̄ (c̄)Gc̄ (z̄)−Ga(z)Gb̄ (c̄)Gc̄ (z̄) +Gā
(
b̄
)
Gb̄ (c̄)Gc̄ (z̄) +Ga,b,c(z) .

D Explicit results

In this appendix we present explicit analytic results at two and three loops for all amplitudes

with up to seven external legs and for all eight point amplitudes attwo loops. Additional

results through four loops, as well as the five-loop nine-point MHV amplitude, are given

as ancillary material in computer-readable from to the arXiv submission.

D.1 Six-point amplitudes

The results of this section are not new but they have already been obtained in ref. [46, 77–

82]. We show them here using the same notation and conventions as the higher point

amplitudes. We only show independent helicity configurations where the last helicity index

is positive. The remaining configurations can be obtained by complex conjugation. The

six-point MHV amplitudes at two and three loops are given by

g
(1)
++(ρ1) = −1

4
G0,1 (ρ1)− 1

4
G1,0 (ρ1) +

1

2
G1,1 (ρ1) . (D.1)

g
(2)
++(ρ1) = −1

8
G0,0,1 (ρ1)− 1

4
G0,1,0 (ρ1) +

1

2
G0,1,1 (ρ1)− 1

8
G1,0,0 (ρ1) +

1

2
G1,0,1 (ρ1) (D.2)

+
1

2
G1,1,0 (ρ1)− G1,1,1 (ρ1) .

The NMHV amplitudes at two and three loops can be written in the form

g
(i)
−+(ρ1) = a

(i)
−+(ρ1) +R234 b

(i)
−+(ρ1) , (D.3)

where the pure functions a
(i)
−+ and b

(i)
−+ are given by

a
(1)
−+(ρ1) = −1

4
G1,0 (ρ1) , (D.4)

b
(1)
−+(ρ1) = −1

4
G0,0 (ρ1) +

1

2
G1,0 (ρ1) , (D.5)

a
(2)
−+(ρ1) = −1

8
G0,1,0 (ρ1)− 1

4
G1,0,0 (ρ1) +

1

2
G1,1,0 (ρ1) , (D.6)

b
(2)
−+(ρ1) = −1

8
G0,0,0 (ρ1) +

1

2
G0,1,0 (ρ1) +

1

2
G1,0,0 (ρ1)− G1,1,0 (ρ1) + ζ3 . (D.7)
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D.2 Seven-point amplitudes

There is one new perturbative MHV coefficient through three loops that cannot be reduced

to six-point by virtue of the factorisation theorem (4.18). It is given by

g
(1,1)
+++(ρ1, ρ2) = −1

8
G0,1,ρ2 (ρ1)− 1

8
G0,ρ2,1 (ρ1) +

1

8
G1,1,ρ2 (ρ1)− 1

8
G1,ρ2,0 (ρ1) (D.8)

− 1

8
Gρ2,1,0 (ρ1) +

1

8
Gρ2,1,1 (ρ1) +

1

4
G1,ρ2,1 (ρ1)− 1

4
G1 (ρ2)G1,ρ2 (ρ1)

+
1

8
G1 (ρ1)G0,0 (ρ2)− 1

8
G0 (ρ2)G0,1 (ρ1) +

1

8
G1 (ρ2)G0,1 (ρ1)− 1

8
Gρ2 (ρ1)G0,1 (ρ2)

+
1

8
G1 (ρ2)G0,ρ2 (ρ1)− 1

8
G0 (ρ2)G1,0 (ρ1) +

1

8
G1 (ρ2)G1,0 (ρ1) +

1

8
G0 (ρ2)G1,1 (ρ1)

− 1

8
G1 (ρ2)G1,1 (ρ1)− 1

8
G1 (ρ1)G1,1 (ρ2) +

1

8
Gρ2 (ρ1)G1,1 (ρ2) +

1

8
G0 (ρ2)G1,ρ2 (ρ1)

+
1

8
G1 (ρ2)Gρ2,0 (ρ1)− 1

8
G1 (ρ2)Gρ2,1 (ρ1) .

It is worth noting that we have performed an independent check of the above formula,

or equivalently of the factorisation (4.23) of the three-loop MHV seven-point amplitude,

by computing the multi-Regge limit of its symbol [59]. In fact, to LLA we can uniquely

fix an ansatz of single-valued multiple polylogarithms describing all possible beyond-the-

symbol terms, by virtue of the double discontinuity (it determines all terms proportional

to π multiplied by a function of weight two), and the expected behaviour under soft limits,

described in section 2.4. Thus the aforementioned check extends to full function level.

There are three new NMHV coefficient through three loops,

g
(i1,i2)
+−+ (ρ1, ρ2) = a

(i1,i2)
+−+ (ρ1, ρ2) +R234 b

(i1,i2)
1,+−+(ρ1, ρ2) +R345 b

(i1,i2)
2,+−+(ρ1, ρ2) (D.9)

+R345R234 c
(i1,i2)
1,+−+(ρ1, ρ2) ,

g
(i1,i2)
−++ (ρ1, ρ2) = a

(i1,i2)
−++ (ρ1, ρ2) +R234 b

(i1,i2)
1,−++(ρ1, ρ2) +R235 b

(i1,i2)
2,−++(ρ1, ρ2) , (D.10)

g
(i1,i2)
−−+ (ρ1, ρ2) = a

(i1,i2)
−−+ (ρ1, ρ2) +R245 b

(i1,i2)
1,−−+(ρ1, ρ2) +R345 b

(i1,i2)
2,−−+(ρ1, ρ2) . (D.11)

As our convention is to choose the independent helicity configurations to end in a positive

helicity, we present the result for the NMHV configuration (−,−,+). The pure functions

multiplying the rational prefactors are listed below.

a
(0,1)
+−+ (ρ1, ρ2) = −1

4
G1,0 (ρ2)− 1

4
G1,1 (ρ1) +

1

4
G1,ρ2 (ρ1) +

1

4
G0 (ρ2)G1 (ρ1) . (D.12)

b
(0,1)
1,+−+ (ρ1, ρ2) =

1

4
G1,0 (ρ1) +

1

4
G1,1 (ρ2)− 1

4
G1,ρ2 (ρ1)− 1

4
G0 (ρ2)G1 (ρ1) (D.13)

− 1

4
G0 (ρ1)G1 (ρ2) +

1

4
G1 (ρ1)G1 (ρ2) .

b
(0,1)
2,+−+ (ρ1, ρ2) = −1

4
G0,0 (ρ2) +

1

2
G1,0 (ρ2) +

1

4
G1,1 (ρ1)− 1

4
G1,ρ2 (ρ1) (D.14)

+
1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ2 (ρ1)− 1

4
G0 (ρ2)G1 (ρ1)− 1

4
G0 (ρ2)Gρ2 (ρ1) .
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c
(0,1)
1,+−+ (ρ1, ρ2) =

1

2
G0,0 (ρ2)− 1

4
G0,1 (ρ2)− 1

4
G1,0 (ρ1)− 1

2
G1,0 (ρ2) (D.15)

+
1

4
G1,ρ2 (ρ1)− 1

4
Gρ2,0 (ρ1) +

1

4
Gρ2,ρ2 (ρ1)− 1

4
G0 (ρ1)G0 (ρ2)

+
1

4
G0 (ρ2)G1 (ρ1) +

1

2
G0 (ρ1)G1 (ρ2)− 1

4
G1 (ρ1)G1 (ρ2)

+
1

2
G0 (ρ2)Gρ2 (ρ1)− 1

4
G1 (ρ2)Gρ2 (ρ1) .

a
(1,0)
+−+ (ρ1, ρ2) =

1

4
G1,1 (ρ1)− 1

4
G1,ρ2 (ρ1)− 1

4
G0 (ρ2)G1 (ρ1) . (D.16)

b
(1,0)
1,+−+ (ρ1, ρ2) = −1

4
G1,0 (ρ1) +

1

4
G1,0 (ρ2)− 1

4
G1,1 (ρ2) +

1

4
G1,ρ2 (ρ1) (D.17)

+
1

4
G0 (ρ2)G1 (ρ1)− 1

4
G0 (ρ1)G1 (ρ2) +

1

4
G1 (ρ1)G1 (ρ2) .

b
(1,0)
2,+−+ (ρ1, ρ2) = −1

4
G0,1 (ρ1) +

1

4
G0,ρ2 (ρ1)− 1

4
G1,1 (ρ1) +

1

4
G1,ρ2 (ρ1) (D.18)

+
1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ2 (ρ1) +

1

4
G0 (ρ2)G1 (ρ1) .

c
(1,0)
1,+−+ (ρ1, ρ2) = −1

4
G0,0 (ρ1)− 1

4
G0,0 (ρ2) +

1

2
G0,1 (ρ1) +

1

4
G0,1 (ρ2) (D.19)

− 1

4
G0,ρ2 (ρ1) +

1

4
G1,0 (ρ1)− 1

4
G1,ρ2 (ρ1) +

1

4
Gρ2,0 (ρ1)− 1

2
Gρ2,1 (ρ1)

+
1

4
Gρ2,ρ2 (ρ1) +

1

4
G0 (ρ1)G0 (ρ2)− 1

4
G0 (ρ2)G1 (ρ1)− 1

4
G1 (ρ1)G1 (ρ2)

− 1

4
G0 (ρ2)Gρ2 (ρ1) +

1

4
G1 (ρ2)Gρ2 (ρ1) .

a
(0,2)
+−+ (ρ1, ρ2) = −1

8
G0,1,0 (ρ2)− 1

4
G1,0,0 (ρ2) +

1

2
G1,1,0 (ρ2)− 1

8
G1,1,1 (ρ1) (D.20)

+
1

8
G1,1,ρ2 (ρ1)− 1

4
G1,ρ2,1 (ρ1) +

1

4
G1,ρ2,ρ2 (ρ1)− 1

8
Gρ2,1,1 (ρ1)

+
1

8
Gρ2,1,ρ2 (ρ1) +

1

4
G1 (ρ1)G0,0 (ρ2)− 3

8
G1 (ρ1)G1,0 (ρ2)

− 1

8
Gρ2 (ρ1)G1,0 (ρ2) +

1

8
G0 (ρ2)G1,1 (ρ1) +

1

4
G0 (ρ2)G1,ρ2 (ρ1)

+
1

8
G0 (ρ2)Gρ2,1 (ρ1) .

b
(0,2)
1,+−+ (ρ1, ρ2) =

1

8
G0,0,1 (ρ2) +

1

8
G0,1,0 (ρ2)− 1

8
G0,1,1 (ρ2) +

3

8
G1,0,0 (ρ2) (D.21)

+
1

8
G1,0,1 (ρ2) +

1

8
G1,1,0 (ρ1)− 1

4
G1,1,0 (ρ2)− 1

2
G1,1,1 (ρ2)

− 1

8
G1,1,ρ2 (ρ1) +

1

4
G1,ρ2,0 (ρ1)− 1

4
G1,ρ2,ρ2 (ρ1) +

1

8
Gρ2,1,0 (ρ1)

− 1

2
G1 (ρ1)G0,0 (ρ2)− 1

8
G0 (ρ1)G0,1 (ρ2) +

1

4
G1 (ρ1)G0,1 (ρ2)

+
1

8
Gρ2 (ρ1)G0,1 (ρ2) +

1

4
G0 (ρ2)G1,0 (ρ1)− 3

8
G1 (ρ2)G1,0 (ρ1)
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− 1

4
G0 (ρ1)G1,0 (ρ2) +

5

8
G1 (ρ1)G1,0 (ρ2) +

1

8
Gρ2 (ρ1)G1,0 (ρ2)

− 1

8
G0 (ρ2)G1,1 (ρ1) +

1

8
G1 (ρ2)G1,1 (ρ1) +

1

2
G0 (ρ1)G1,1 (ρ2)

− 3

8
G1 (ρ1)G1,1 (ρ2)− 1

8
Gρ2 (ρ1)G1,1 (ρ2)− 1

2
G0 (ρ2)G1,ρ2 (ρ1)

+
1

4
G1 (ρ2)G1,ρ2 (ρ1)− 1

8
G1 (ρ2)Gρ2,0 (ρ1)− 1

8
G0 (ρ2)Gρ2,1 (ρ1)

+
1

8
G1 (ρ2)Gρ2,1 (ρ1)− 1

8
Gρ2,1,ρ2 (ρ1) .

b
(0,2)
2,+−+ (ρ1, ρ2) = −1

8
G0,0,0 (ρ2) +

1

2
G0,1,0 (ρ2) +

1

2
G1,0,0 (ρ2)− G1,1,0 (ρ2) (D.22)

+
1

8
G1,1,1 (ρ1)− 1

8
G1,1,ρ2 (ρ1) +

3

8
G1,ρ2,1 (ρ1)− 3

8
G1,ρ2,ρ2 (ρ1)

+
3

8
Gρ2,1,1 (ρ1)− 3

8
Gρ2,1,ρ2 (ρ1) +

1

8
Gρ2,ρ2,1 (ρ1)− 1

8
Gρ2,ρ2,ρ2 (ρ1)

− 3

8
G1 (ρ1)G0,0 (ρ2)− 1

8
Gρ2 (ρ1)G0,0 (ρ2) +

1

2
G1 (ρ1)G1,0 (ρ2)

+
1

2
Gρ2 (ρ1)G1,0 (ρ2)− 1

8
G0 (ρ2)G1,1 (ρ1)− 3

8
G0 (ρ2)G1,ρ2 (ρ1)

− 3

8
G0 (ρ2)Gρ2,1 (ρ1)− 1

8
G0 (ρ2)Gρ2,ρ2 (ρ1) + ζ3 .

c
(0,2)
1,+−+ (ρ1, ρ2) =

3

8
G0,0,0 (ρ2)− 5

8
G0,0,1 (ρ2)− 5

8
G0,1,0 (ρ2) +

1

2
G0,1,1 (ρ2) (D.23)

− G1,0,0 (ρ2) +
1

2
G1,0,1 (ρ2)− 1

8
G1,1,0 (ρ1) + G1,1,0 (ρ2)

+
1

8
G1,1,ρ2 (ρ1)− 3

8
G1,ρ2,0 (ρ1) +

3

8
G1,ρ2,ρ2 (ρ1)− 3

8
Gρ2,1,0 (ρ1)

+
3

8
Gρ2,1,ρ2 (ρ1)− 1

8
Gρ2,ρ2,0 (ρ1) +

1

8
Gρ2,ρ2,ρ2 (ρ1) +

ζ3

4

− 1

8
G0 (ρ1)G0,0 (ρ2) +

3

4
G1 (ρ1)G0,0 (ρ2) +

3

8
Gρ2 (ρ1)G0,0 (ρ2)

+
1

2
G0 (ρ1)G0,1 (ρ2)− 3

8
G1 (ρ1)G0,1 (ρ2)− 5

8
Gρ2 (ρ1)G0,1 (ρ2)

− 3

8
G0 (ρ2)G1,0 (ρ1) +

1

2
G1 (ρ2)G1,0 (ρ1) +

1

2
G0 (ρ1)G1,0 (ρ2)

− 7

8
G1 (ρ1)G1,0 (ρ2)− 5

8
Gρ2 (ρ1)G1,0 (ρ2) +

1

8
G0 (ρ2)G1,1 (ρ1)

− 1

8
G1 (ρ2)G1,1 (ρ1)− G0 (ρ1)G1,1 (ρ2) +

1

2
G1 (ρ1)G1,1 (ρ2)

+
1

2
Gρ2 (ρ1)G1,1 (ρ2) +

3

4
G0 (ρ2)G1,ρ2 (ρ1)− 3

8
G1 (ρ2)G1,ρ2 (ρ1)

− 1

8
G0 (ρ2)Gρ2,0 (ρ1) +

1

2
G1 (ρ2)Gρ2,0 (ρ1) +

3

8
G0 (ρ2)Gρ2,1 (ρ1)

− 3

8
G1 (ρ2)Gρ2,1 (ρ1) +

1

4
G0 (ρ2)Gρ2,ρ2 (ρ1)− 1

8
G1 (ρ2)Gρ2,ρ2 (ρ1) .

a
(1,1)
+−+ (ρ1, ρ2) =

1

8
G0,1,1 (ρ1)− 1

8
G0,1,ρ2 (ρ1) +

1

8
G1,0,1 (ρ1)− 1

8
G1,0,ρ2 (ρ1) (D.24)
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+
1

8
G1,1,1 (ρ1)− 1

8
G1,1,ρ2 (ρ1)− 1

8
G1 (ρ1)G0,0 (ρ2)− 1

8
G0 (ρ2)G0,1 (ρ1)

+
1

4
G1 (ρ1)G1,0 (ρ2)− 1

8
G0 (ρ2)G1,1 (ρ1)− 1

8
G0 (ρ2)G1,ρ2 (ρ1) .

b
(1,1)
1,+−+ (ρ1, ρ2) = −1

8
G0,1,0 (ρ1) +

1

8
G0,1,ρ2 (ρ1) +

1

8
G1,0,0 (ρ1) +

1

8
G1,0,0 (ρ2) (D.25)

− 1

4
G1,0,1 (ρ1) +

1

8
G1,0,ρ2 (ρ1)− 1

8
G1,1,0 (ρ1)− 1

4
G1,1,0 (ρ2)

+
1

8
G1,1,1 (ρ2) +

1

8
G1,1,ρ2 (ρ1)− 1

4
G1,ρ2,0 (ρ1) +

1

4
G1,ρ2,1 (ρ1)

− 1

8
G1 (ρ2)G0,0 (ρ1) +

3

8
G1 (ρ1)G0,0 (ρ2) +

1

8
G0 (ρ2)G0,1 (ρ1)

+
1

8
G1 (ρ2)G0,1 (ρ1)− 1

4
G1 (ρ1)G0,1 (ρ2)− 1

4
G0 (ρ2)G1,0 (ρ1)

+
3

8
G1 (ρ2)G1,0 (ρ1)− 1

4
G1 (ρ1)G1,0 (ρ2) +

1

8
G0 (ρ2)G1,1 (ρ1)

− 1

8
G1 (ρ2)G1,1 (ρ1) +

1

8
G0 (ρ1)G1,1 (ρ2)− 1

8
G1 (ρ1)G1,1 (ρ2)

+
3

8
G0 (ρ2)G1,ρ2 (ρ1)− 1

4
G1 (ρ2)G1,ρ2 (ρ1) .

b
(1,1)
2,+−+ (ρ1, ρ2) = −1

8
G0,1,1 (ρ1) +

1

8
G0,1,ρ2 (ρ1)− 1

8
G0,ρ2,1 (ρ1) +

1

8
G0,ρ2,ρ2 (ρ1) (D.26)

− 1

8
G1,0,1 (ρ1)+

1

8
G1,0,ρ2 (ρ1)− 1

8
G1,1,1 (ρ1)+

1

8
G1,1,ρ2 (ρ1)+

1

4
Gρ2,ρ2,1 (ρ1)

− 1

8
Gρ2,0,1 (ρ1) +

1

8
Gρ2,0,ρ2 (ρ1)− 1

8
Gρ2,1,1 (ρ1) +

1

8
Gρ2,1,ρ2 (ρ1)

+
1

8
G1 (ρ1)G0,0 (ρ2) +

1

8
G0 (ρ2)G0,1 (ρ1) +

1

8
G0 (ρ2)G0,ρ2 (ρ1)

− 1

4
G1 (ρ1)G1,0 (ρ2) +

1

8
G0 (ρ2)G1,1 (ρ1) +

1

8
G0 (ρ2)G1,ρ2 (ρ1)

+
1

8
G0 (ρ2)Gρ2,1 (ρ1)− 1

8
G0 (ρ2)Gρ2,ρ2 (ρ1)− 1

4
Gρ2,ρ2,ρ2 (ρ1) .

c
(1,1)
1,+−+ (ρ1, ρ2) = −3

8
G0,0,0 (ρ2) +

1

4
G0,0,1 (ρ2) +

1

8
G0,1,0 (ρ1) +

1

4
G0,1,0 (ρ2) (D.27)

− 1

8
G0,1,1 (ρ2)− 1

8
G0,1,ρ2 (ρ1) +

1

8
G0,ρ2,0 (ρ1)− 1

8
G0,ρ2,ρ2 (ρ1)

− 1

8
G1,0,0 (ρ1) +

1

4
G1,0,0 (ρ2) +

1

4
G1,0,1 (ρ1)− 1

4
G1,0,1 (ρ2)

− 1

8
G1,0,ρ2 (ρ1) +

1

8
G1,1,0 (ρ1)− 1

8
G1,1,ρ2 (ρ1) +

1

4
G1,ρ2,0 (ρ1)

− 1

4
G1,ρ2,1 (ρ1)− 1

8
Gρ2,0,0 (ρ1) +

1

4
Gρ2,0,1 (ρ1)− 1

8
Gρ2,0,ρ2 (ρ1)

+
1

8
Gρ2,1,0 (ρ1)− 1

8
Gρ2,1,ρ2 (ρ1)− 1

4
Gρ2,ρ2,1 (ρ1) +

1

4
Gρ2,ρ2,ρ2 (ρ1)

− 1

8
G0 (ρ2)G0,0 (ρ1) +

1

4
G1 (ρ2)G0,0 (ρ1) +

1

4
G0 (ρ1)G0,0 (ρ2)

− 3

8
G1 (ρ1)G0,0 (ρ2)− 3

8
Gρ2 (ρ1)G0,0 (ρ2) +

1

8
G0 (ρ2)G0,1 (ρ1)
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− 3

8
G1 (ρ2)G0,1 (ρ1)− 1

8
G0 (ρ1)G0,1 (ρ2) +

1

4
G1 (ρ1)G0,1 (ρ2)

+
1

4
Gρ2 (ρ1)G0,1 (ρ2)− 1

4
G0 (ρ2)G0,ρ2 (ρ1) +

1

8
G1 (ρ2)G0,ρ2 (ρ1)

+
1

4
G0 (ρ2)G1,0 (ρ1)− 3

8
G1 (ρ2)G1,0 (ρ1)− 1

4
G0 (ρ1)G1,0 (ρ2)

+
1

4
G1 (ρ1)G1,0 (ρ2) +

1

4
Gρ2 (ρ1)G1,0 (ρ2)− 1

8
G0 (ρ2)G1,1 (ρ1)

+
1

8
G1 (ρ2)G1,1 (ρ1) +

1

8
G1 (ρ1)G1,1 (ρ2)− 1

8
Gρ2 (ρ1)G1,1 (ρ2)

− 3

8
G0 (ρ2)G1,ρ2 (ρ1) +

1

4
G1 (ρ2)G1,ρ2 (ρ1) +

1

4
G0 (ρ2)Gρ2,0 (ρ1)

− 1

8
G1 (ρ2)Gρ2,0 (ρ1)− 3

8
G0 (ρ2)Gρ2,1 (ρ1) +

1

8
G1 (ρ2)Gρ2,1 (ρ1)

+
1

8
G0 (ρ2)Gρ2,ρ2 (ρ1)− ζ3

4
.

a
(2,0)
+−+ (ρ1, ρ2) =

1

4
G0,1,1 (ρ1)− 1

4
G0,1,ρ2 (ρ1)− 1

8
G1,0,1 (ρ1) +

1

8
G1,0,ρ2 (ρ1) (D.28)

+
1

8
G1,1,0 (ρ1)− 1

2
G1,1,1 (ρ1)+

3

8
G1,1,ρ2 (ρ1)− 1

8
G1,ρ2,0 (ρ1)+

1

4
G1,ρ2,1 (ρ1)

+
1

8
G1 (ρ1)G0,0 (ρ2)− 1

4
G0 (ρ2)G0,1 (ρ1)− 1

8
G1 (ρ1)G0,1 (ρ2)

− 1

8
G0 (ρ2)G1,0 (ρ1) +

3

8
G0 (ρ2)G1,1 (ρ1) +

1

8
G1 (ρ2)G1,1 (ρ1)

+
1

8
G0 (ρ2)G1,ρ2 (ρ1)− 1

8
G1 (ρ2)G1,ρ2 (ρ1)− 1

8
G1,ρ2,ρ2 (ρ1) .

b
(2,0)
1,+−+ (ρ1, ρ2) = −3

8
G0,1,0 (ρ1) +

3

8
G0,1,ρ2 (ρ1)− 3

8
G1,0,0 (ρ1)− 1

8
G1,0,0 (ρ2) (D.29)

+
1

2
G1,0,1 (ρ1) +

1

8
G1,0,1 (ρ2)− 1

8
G1,0,ρ2 (ρ1) +

1

2
G1,1,0 (ρ1)

+
1

8
G1,1,0 (ρ2)− 1

8
G1,1,1 (ρ2)− 1

2
G1,1,ρ2 (ρ1) +

3

8
G1,ρ2,0 (ρ1)

− 1

8
G1 (ρ2)G0,0 (ρ1)− 3

8
G1 (ρ1)G0,0 (ρ2) +

3

8
G0 (ρ2)G0,1 (ρ1)

+
1

8
G1 (ρ2)G0,1 (ρ1) +

3

8
G1 (ρ1)G0,1 (ρ2) +

3

8
G0 (ρ2)G1,0 (ρ1)

+
1

8
G1 (ρ2)G1,0 (ρ1) +

1

8
G0 (ρ1)G1,0 (ρ2)− 1

8
G1 (ρ1)G1,0 (ρ2)

− 1

2
G0 (ρ2)G1,1 (ρ1)− 1

2
G1 (ρ2)G1,1 (ρ1)− 1

8
G0 (ρ1)G1,1 (ρ2)

+
1

8
G1 (ρ1)G1,1 (ρ2)− 3

8
G0 (ρ2)G1,ρ2 (ρ1) +

3

8
G1 (ρ2)G1,ρ2 (ρ1)

− 1

2
G1,ρ2,1 (ρ1) +

1

8
G1,ρ2,ρ2 (ρ1) .

b
(2,0)
2,+−+ (ρ1, ρ2) = −1

4
G0,0,1 (ρ1) +

1

4
G0,0,ρ2 (ρ1)− 1

8
G0,1,0 (ρ1) +

1

4
G0,1,1 (ρ1) (D.30)
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− 1

8
G0,1,ρ2 (ρ1) +

1

8
G0,ρ2,0 (ρ1)− 1

4
G0,ρ2,1 (ρ1) +

1

8
G0,ρ2,ρ2 (ρ1)

+
1

8
G1,0,1 (ρ1)− 1

8
G1,0,ρ2 (ρ1)− 1

8
G1,1,0 (ρ1) +

1

2
G1,1,1 (ρ1)

− 3

8
G1,1,ρ2 (ρ1) +

1

8
G1,ρ2,0 (ρ1)− 1

4
G1,ρ2,1 (ρ1) +

1

8
G1,ρ2,ρ2 (ρ1)

+
1

4
Gρ2,0,1 (ρ1)− 1

4
Gρ2,0,ρ2 (ρ1) +

1

8
Gρ2,1,0 (ρ1)− 1

2
Gρ2,1,1 (ρ1)

+
3

8
Gρ2,1,ρ2 (ρ1)− 1

8
Gρ2,ρ2,0 (ρ1) +

1

4
Gρ2,ρ2,1 (ρ1)− 1

8
Gρ2,ρ2,ρ2 (ρ1)

− 1

8
G1 (ρ1)G0,0 (ρ2) +

3

8
G0 (ρ2)G0,1 (ρ1)− 1

8
G1 (ρ2)G0,1 (ρ1)

+
1

8
G1 (ρ1)G0,1 (ρ2)− 1

8
G0 (ρ2)G0,ρ2 (ρ1) +

1

8
G1 (ρ2)G0,ρ2 (ρ1)

+
1

8
G0 (ρ2)G1,0 (ρ1)− 3

8
G0 (ρ2)G1,1 (ρ1)− 1

8
G1 (ρ2)G1,1 (ρ1)

− 1

8
G0 (ρ2)G1,ρ2 (ρ1) +

1

8
G1 (ρ2)G1,ρ2 (ρ1)− 1

8
G0 (ρ2)Gρ2,1 (ρ1)

+
1

8
G1 (ρ2)Gρ2,1 (ρ1) +

1

8
G0 (ρ2)Gρ2,ρ2 (ρ1)− 1

8
G1 (ρ2)Gρ2,ρ2 (ρ1) .

c
(2,0)
1,+−+ (ρ1, ρ2) = −1

8
G0,0,0 (ρ1) +

1

8
G0,0,0 (ρ2) +

1

2
G0,0,1 (ρ1)− 1

8
G0,0,1 (ρ2) (D.31)

− 3

8
G0,0,ρ2 (ρ1) +

7

8
G0,1,0 (ρ1)− 1

8
G0,1,0 (ρ2)− G0,1,1 (ρ1)

+
1

8
G0,1,1 (ρ2) +

1

8
G0,1,ρ2 (ρ1)− 3

8
G0,ρ2,0 (ρ1) +

1

2
G0,ρ2,1 (ρ1)

− 1

8
G0,ρ2,ρ2 (ρ1) +

3

8
G1,0,0 (ρ1)− 1

2
G1,0,1 (ρ1) +

1

8
G1,0,ρ2 (ρ1)

− 1

2
G1,1,0 (ρ1) +

1

2
G1,1,ρ2 (ρ1)− 3

8
G1,ρ2,0 (ρ1) +

1

2
G1,ρ2,1 (ρ1)

− 1

8
G1,ρ2,ρ2 (ρ1) +

1

8
Gρ2,0,0 (ρ1)− 1

2
Gρ2,0,1 (ρ1) +

3

8
Gρ2,0,ρ2 (ρ1)

− 1

2
Gρ2,1,0 (ρ1) + Gρ2,1,1 (ρ1)− 1

2
Gρ2,1,ρ2 (ρ1) +

3

8
Gρ2,ρ2,0 (ρ1)

+
1

8
G0 (ρ2)G0,0 (ρ1)− 1

8
G0 (ρ1)G0,0 (ρ2) +

3

8
G1 (ρ1)G0,0 (ρ2)

+
1

8
Gρ2 (ρ1)G0,0 (ρ2)− 7

8
G0 (ρ2)G0,1 (ρ1) +

3

8
G1 (ρ2)G0,1 (ρ1)

+
1

8
G0 (ρ1)G0,1 (ρ2)− 3

8
G1 (ρ1)G0,1 (ρ2)− 1

8
Gρ2 (ρ1)G0,1 (ρ2)

+
3

8
G0 (ρ2)G0,ρ2 (ρ1)− 3

8
G1 (ρ2)G0,ρ2 (ρ1)− 3

8
G0 (ρ2)G1,0 (ρ1)

− 1

8
G1 (ρ2)G1,0 (ρ1) +

1

8
G1 (ρ1)G1,0 (ρ2)− 1

8
Gρ2 (ρ1)G1,0 (ρ2)

+
1

2
G0 (ρ2)G1,1 (ρ1) +

1

2
G1 (ρ2)G1,1 (ρ1)− 1

8
G1 (ρ1)G1,1 (ρ2)

+
1

8
Gρ2 (ρ1)G1,1 (ρ2) +

3

8
G0 (ρ2)G1,ρ2 (ρ1)− 3

8
G1 (ρ2)G1,ρ2 (ρ1)
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− 1

8
G0 (ρ2)Gρ2,0 (ρ1) +

1

8
G1 (ρ2)Gρ2,0 (ρ1) +

1

2
G0 (ρ2)Gρ2,1 (ρ1)

− 1

2
G1 (ρ2)Gρ2,1 (ρ1)− 3

8
G0 (ρ2)Gρ2,ρ2 (ρ1) +

3

8
G1 (ρ2)Gρ2,ρ2 (ρ1)

− 1

2
Gρ2,ρ2,1 (ρ1) +

1

8
Gρ2,ρ2,ρ2 (ρ1) + ζ3 .

a
(0,1)
−++ (ρ1, ρ2) = −1

4
G0,1 (ρ2)− 1

4
G1,0 (ρ2) +

1

2
G1,1 (ρ2) +

1

4
G1,ρ2 (ρ1) (D.32)

+
1

4
Gρ2,1 (ρ1) +

1

4
G0 (ρ2)G1 (ρ1)− 1

4
G1 (ρ1)G1 (ρ2)− 1

4
G1 (ρ2)Gρ2 (ρ1) .

b
(0,1)
1,−++ (ρ1, ρ2) =

1

4
G0,1 (ρ1) +

1

4
G0,1 (ρ2)− 1

4
G1,1 (ρ2)− 1

4
Gρ2,1 (ρ1) (D.33)

− 1

4
G0 (ρ1)G1 (ρ2) +

1

4
G1 (ρ2)Gρ2 (ρ1) .

b
(0,1)
2,−++ (ρ1, ρ2) =

1

4
G0,0 (ρ2)− 1

4
G0,1 (ρ1)− 1

4
G0,1 (ρ2)− 1

4
G0,ρ2 (ρ1) (D.34)

− 1

4
G0 (ρ1)G0 (ρ2) +

1

2
G0 (ρ1)G1 (ρ2) .

a
(0,2)
−++ (ρ1, ρ2) = −1

8
G0,0,1 (ρ2)− 1

4
G0,1,0 (ρ2) +

1

2
G0,1,1 (ρ2)− 1

8
G1,0,0 (ρ2) (D.35)

+
1

2
G1,0,1 (ρ2) +

1

2
G1,1,0 (ρ2)− G1,1,1 (ρ2) +

1

8
G1,1,ρ2 (ρ1)

+
1

4
G1,ρ2,1 (ρ1) +

1

8
G1,ρ2,ρ2 (ρ1) +

1

8
Gρ2,1,1 (ρ1) +

1

4
Gρ2,1,ρ2 (ρ1)

+
1

8
G1 (ρ1)G0,0 (ρ2)− 3

8
G1 (ρ1)G0,1 (ρ2)− 1

8
Gρ2 (ρ1)G0,1 (ρ2)

− 1

4
G1 (ρ1)G1,0 (ρ2)− 1

4
Gρ2 (ρ1)G1,0 (ρ2) +

1

8
G0 (ρ2)G1,1 (ρ1)

− 1

8
G1 (ρ2)G1,1 (ρ1) +

1

2
G1 (ρ1)G1,1 (ρ2) +

1

2
Gρ2 (ρ1)G1,1 (ρ2)

+
1

8
G0 (ρ2)G1,ρ2 (ρ1)− 3

8
G1 (ρ2)G1,ρ2 (ρ1) +

1

4
G0 (ρ2)Gρ2,1 (ρ1)

− 3

8
G1 (ρ2)Gρ2,1 (ρ1)− 1

8
G1 (ρ2)Gρ2,ρ2 (ρ1) +

1

8
Gρ2,ρ2,1 (ρ1) .

b
(0,2)
1,−++ (ρ1, ρ2) =

1

4
G0,0,1 (ρ2) +

1

4
G0,1,0 (ρ2) +

1

8
G0,1,1 (ρ1)− 5

8
G0,1,1 (ρ2) (D.36)

+
1

4
G0,1,ρ2 (ρ1) +

1

8
G0,ρ2,1 (ρ1) +

1

4
G1,0,0 (ρ2)− 3

8
G1,0,1 (ρ2)

− 1

4
G1,1,0 (ρ2) +

1

2
G1,1,1 (ρ2)− 1

8
Gρ2,1,1 (ρ1)− 1

4
Gρ2,1,ρ2 (ρ1)

+
1

4
G0 (ρ2)G0,1 (ρ1)− 3

8
G1 (ρ2)G0,1 (ρ1)− 1

8
G0 (ρ1)G0,1 (ρ2)

+
1

8
Gρ2 (ρ1)G0,1 (ρ2)− 1

8
G1 (ρ2)G0,ρ2 (ρ1)− 1

4
G0 (ρ1)G1,0 (ρ2)

+
1

4
Gρ2 (ρ1)G1,0 (ρ2) +

1

2
G0 (ρ1)G1,1 (ρ2)− 1

2
Gρ2 (ρ1)G1,1 (ρ2)
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− 1

4
G0 (ρ2)Gρ2,1 (ρ1) +

3

8
G1 (ρ2)Gρ2,1 (ρ1) +

1

8
G1 (ρ2)Gρ2,ρ2 (ρ1)

− 1

8
Gρ2,ρ2,1 (ρ1) .

b
(0,2)
2,−++ (ρ1, ρ2) =

1

4
G0,0,0 (ρ2)− 5

8
G0,0,1 (ρ2)− 1

8
G0,1,0 (ρ2)− 1

8
G0,1,1 (ρ1) (D.37)

+
1

2
G0,1,1 (ρ2)− 3

8
G0,1,ρ2 (ρ1)− 3

8
G0,ρ2,1 (ρ1)− 1

8
G0,ρ2,ρ2 (ρ1) +

5ζ3

4

− 1

8
G0 (ρ1)G0,0 (ρ2)− 3

8
G0 (ρ2)G0,1 (ρ1) +

1

2
G1 (ρ2)G0,1 (ρ1)

+
1

2
G0 (ρ1)G0,1 (ρ2)− 1

8
G0 (ρ2)G0,ρ2 (ρ1) +

1

2
G1 (ρ2)G0,ρ2 (ρ1)

+
1

2
G0 (ρ1)G1,0 (ρ2)− G0 (ρ1)G1,1 (ρ2)− 1

2
G1,0,0 (ρ2) +

1

2
G1,0,1 (ρ2) .

a
(1,1)
−++ (ρ1, ρ2) = −1

8
G1,0,ρ2 (ρ1)− 1

8
G1,1,ρ2 (ρ1)− 1

8
G1,ρ2,0 (ρ1)− 1

8
G1,ρ2,1 (ρ1) (D.38)

+
1

8
G1,ρ2,ρ2 (ρ1)− 1

8
Gρ2,0,1 (ρ1)− 1

8
Gρ2,1,0 (ρ1) +

1

8
Gρ2,ρ2,1 (ρ1)

+
1

8
G1 (ρ1)G0,0 (ρ2)− 1

8
Gρ2 (ρ1)G0,1 (ρ2)− 1

8
G0 (ρ2)G1,0 (ρ1)

+
1

8
G1 (ρ2)G1,0 (ρ1)− 1

8
G0 (ρ2)G1,1 (ρ1) +

1

8
G1 (ρ2)G1,1 (ρ1)

− 1

8
G1 (ρ1)G1,1 (ρ2) +

1

8
Gρ2 (ρ1)G1,1 (ρ2) +

1

8
G0 (ρ2)G1,ρ2 (ρ1)

+
1

8
G1 (ρ2)Gρ2,0 (ρ1)− 1

8
G1 (ρ2)Gρ2,ρ2 (ρ1) .

b
(1,1)
1,−++ (ρ1, ρ2) =

1

8
G0,0,1 (ρ1)− 1

8
G0,0,1 (ρ2)− 1

8
G0,1,0 (ρ1) +

1

8
G0,1,1 (ρ2) (D.39)

− 1

8
G0,ρ2,1 (ρ1)− 1

4
G1,0,1 (ρ1) +

1

8
G1,0,1 (ρ2)− 1

8
G1,1,1 (ρ2)

+
1

4
G1,ρ2,1 (ρ1) +

1

8
Gρ2,0,1 (ρ1) +

1

8
Gρ2,1,0 (ρ1)− 1

8
Gρ2,ρ2,1 (ρ1)

− 1

8
G1 (ρ2)G0,0 (ρ1) +

1

8
G0 (ρ1)G0,1 (ρ2)− 1

4
G1 (ρ1)G0,1 (ρ2)

+
1

8
Gρ2 (ρ1)G0,1 (ρ2) +

1

8
G1 (ρ2)G0,ρ2 (ρ1) +

1

4
G1 (ρ2)G1,0 (ρ1)

− 1

8
G0 (ρ1)G1,1 (ρ2) +

1

4
G1 (ρ1)G1,1 (ρ2)− 1

8
Gρ2 (ρ1)G1,1 (ρ2)

− 1

4
G1 (ρ2)G1,ρ2 (ρ1)− 1

8
G1 (ρ2)Gρ2,0 (ρ1) +

1

8
G1 (ρ2)Gρ2,ρ2 (ρ1) .

b
(1,1)
2,−++ (ρ1, ρ2) = −1

8
G0,0,0 (ρ2)− 1

8
G0,0,1 (ρ1) +

1

8
G0,0,1 (ρ2)− 1

8
G0,0,ρ2 (ρ1) (D.40)

+
1

8
G0,1,0 (ρ1) +

1

8
G0,1,0 (ρ2)− 1

8
G0,1,1 (ρ2) +

1

8
G0,1,ρ2 (ρ1)

+
1

8
G0,ρ2,0 (ρ1)− 1

8
G0,ρ2,ρ2 (ρ1) +

1

4
G1,0,1 (ρ1) +

1

4
G1,0,ρ2 (ρ1) +

ζ3

2

– 80 –



J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

− 1

8
G0 (ρ2)G0,0 (ρ1) +

1

4
G1 (ρ2)G0,0 (ρ1) +

1

8
G0 (ρ1)G0,0 (ρ2)

− 1

4
G1 (ρ1)G0,0 (ρ2) +

1

8
G0 (ρ2)G0,1 (ρ1)− 1

8
G1 (ρ2)G0,1 (ρ1)

− 1

8
G0 (ρ1)G0,1 (ρ2) +

1

4
G1 (ρ1)G0,1 (ρ2)− 1

8
G0 (ρ2)G0,ρ2 (ρ1)

+
1

8
G1 (ρ2)G0,ρ2 (ρ1) +

1

4
G0 (ρ2)G1,0 (ρ1)− 1

2
G1 (ρ2)G1,0 (ρ1) .

a
(1,0)
−−+ (ρ1, ρ2) =

1

4
G1,1 (ρ1)− 1

4
G1,ρ2 (ρ1)− 1

4
G0 (ρ2)G1 (ρ1) . (D.41)

b
(1,0)
1,−−+ (ρ1, ρ2) =

1

4
G0,0 (ρ2)− 1

4
G0,1 (ρ1)− 1

4
G0,1 (ρ2) +

1

4
G0,ρ2 (ρ1) (D.42)

− 1

4
G0 (ρ1)G0 (ρ2) +

1

2
G0 (ρ2)G1 (ρ1) .

b
(1,0)
2,−−+ (ρ1, ρ2) = −1

4
G0,0 (ρ2) +

1

4
G0,1 (ρ2)− 1

4
G1,0 (ρ1) +

1

4
G1,1 (ρ1) (D.43)

+
1

4
Gρ2,0 (ρ1)− 1

4
Gρ2,1 (ρ1) +

1

4
G0 (ρ1)G0 (ρ2)− 1

4
G1 (ρ1)G1 (ρ2)

− 1

4
G0 (ρ2)Gρ2 (ρ1) +

1

4
G1 (ρ2)Gρ2 (ρ1) .

a
(1,1)
−−+ (ρ1, ρ2) =

1

8
G0,1,1 (ρ1)− 1

8
G0,1,ρ2 (ρ1) +

1

8
G1,1,0 (ρ1)− 1

8
G1,1,1 (ρ1) (D.44)

− 1

8
G1,ρ2,0 (ρ1) +

1

4
G1,ρ2,1 (ρ1)− 1

8
G1,ρ2,ρ2 (ρ1)

− 1

8
G0 (ρ2)G0,1 (ρ1)− 1

8
G1 (ρ1)G0,1 (ρ2)− 1

8
G0 (ρ2)G1,0 (ρ1)

+
1

4
G1 (ρ1)G1,0 (ρ2) +

1

8
G1 (ρ2)G1,1 (ρ1)− 1

8
G1 (ρ2)G1,ρ2 (ρ1) .

b
(1,1)
1,−−+ (ρ1, ρ2) =

1

4
G0,0,0 (ρ2)− 1

8
G0,0,1 (ρ2)− 1

8
G0,1,0 (ρ2)− 1

8
G0,1,1 (ρ1) (D.45)

+
1

8
G0,1,ρ2 (ρ1)− 1

8
G0,ρ2,1 (ρ1) +

1

8
G0,ρ2,ρ2 (ρ1)− 1

4
G1,0,0 (ρ2)

− 1

8
G0 (ρ1)G0,0 (ρ2) +

1

4
G1 (ρ1)G0,0 (ρ2) +

1

8
G0 (ρ2)G0,1 (ρ1)

+
1

8
G0 (ρ2)G0,ρ2 (ρ1) +

1

4
G0 (ρ1)G1,0 (ρ2)− 1

2
G1 (ρ1)G1,0 (ρ2)

+
1

4
G1,0,1 (ρ2) +

3ζ3

4
.

b
(1,1)
2,−−+ (ρ1, ρ2) = −1

4
G0,0,0 (ρ2) +

1

8
G0,0,1 (ρ2) +

1

8
G0,1,0 (ρ2) +

1

4
G1,0,0 (ρ2) (D.46)

− 1

4
G1,0,1 (ρ2)− 1

8
G1,1,0 (ρ1) +

1

8
G1,1,1 (ρ1) +

1

8
G1,ρ2,0 (ρ1)

− 1

8
G1,ρ2,1 (ρ1)− 1

8
Gρ2,1,0 (ρ1) +

1

8
Gρ2,1,1 (ρ1) +

1

8
Gρ2,ρ2,0 (ρ1)

+
1

8
G0 (ρ1)G0,0 (ρ2)− 1

8
G1 (ρ1)G0,0 (ρ2)− 1

4
Gρ2 (ρ1)G0,0 (ρ2)

– 81 –



J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

+
1

8
G1 (ρ1)G0,1 (ρ2) +

1

8
Gρ2 (ρ1)G0,1 (ρ2) +

1

8
G0 (ρ2)G1,0 (ρ1)

− 1

4
G0 (ρ1)G1,0 (ρ2) +

1

8
G1 (ρ1)G1,0 (ρ2) +

1

8
Gρ2 (ρ1)G1,0 (ρ2)

− 1

8
G1 (ρ2)G1,1 (ρ1)− 1

8
G0 (ρ2)G1,ρ2 (ρ1) +

1

8
G1 (ρ2)G1,ρ2 (ρ1)

+
1

8
G0 (ρ2)Gρ2,0 (ρ1)− 1

8
G1 (ρ2)Gρ2,1 (ρ1)− 1

8
G0 (ρ2)Gρ2,ρ2 (ρ1)

+
1

8
G1 (ρ2)Gρ2,ρ2 (ρ1)− 1

8
Gρ2,ρ2,1 (ρ1)− 3ζ3

4
.

a
(2,0)
−−+ (ρ1, ρ2) =

1

8
G0,1,1 (ρ1)− 1

8
G0,1,ρ2 (ρ1)− 1

8
G1,0,1 (ρ1) +

1

8
G1,0,ρ2 (ρ1) (D.47)

+
1

4
G1,1,0 (ρ1)− 1

2
G1,1,1 (ρ1) +

1

4
G1,1,ρ2 (ρ1)− 1

4
G1,ρ2,0 (ρ1)

+
1

4
G1 (ρ1)G0,0 (ρ2)− 1

8
G0 (ρ2)G0,1 (ρ1)− 1

4
G1 (ρ1)G0,1 (ρ2)

− 1

4
G0 (ρ2)G1,0 (ρ1) +

1

4
G0 (ρ2)G1,1 (ρ1) +

1

4
G1 (ρ2)G1,1 (ρ1)

+
1

4
G0 (ρ2)G1,ρ2 (ρ1)− 1

4
G1 (ρ2)G1,ρ2 (ρ1) +

3

8
G1,ρ2,1 (ρ1)

− 1

8
G1,ρ2,ρ2 (ρ1) .

b
(2,0)
1,−−+ (ρ1, ρ2) = −1

8
G0,0,0 (ρ2)− 3

8
G0,0,1 (ρ1) +

1

8
G0,0,1 (ρ2) +

3

8
G0,0,ρ2 (ρ1) (D.48)

− 3

8
G0,1,0 (ρ1) +

1

8
G0,1,0 (ρ2) +

1

2
G0,1,1 (ρ1)− 1

8
G0,1,1 (ρ2)

− 1

8
G0,1,ρ2 (ρ1) +

3

8
G0,ρ2,0 (ρ1)− 1

2
G0,ρ2,1 (ρ1) +

1

8
G0,ρ2,ρ2 (ρ1)

− 1

8
G0 (ρ2)G0,0 (ρ1) +

1

8
G0 (ρ1)G0,0 (ρ2)− 1

2
G1 (ρ1)G0,0 (ρ2)

+
7

8
G0 (ρ2)G0,1 (ρ1)− 3

8
G1 (ρ2)G0,1 (ρ1)− 1

8
G0 (ρ1)G0,1 (ρ2)

+
1

2
G1 (ρ1)G0,1 (ρ2)− 3

8
G0 (ρ2)G0,ρ2 (ρ1) +

3

8
G1 (ρ2)G0,ρ2 (ρ1)

+
1

2
G0 (ρ2)G1,0 (ρ1)− G0 (ρ2)G1,1 (ρ1) +

1

2
G1,0,1 (ρ1)− 1

2
G1,0,ρ2 (ρ1) .

b
(2,0)
2,−−+ (ρ1, ρ2) =

1

8
G0,0,0 (ρ2) +

1

4
G0,0,1 (ρ1)− 1

8
G0,0,1 (ρ2)− 1

4
G0,0,ρ2 (ρ1) (D.49)

+
1

8
G0,1,0 (ρ1)− 1

8
G0,1,0 (ρ2)− 1

8
G0,1,1 (ρ1) +

1

8
G0,1,1 (ρ2)

− 1

8
G0,ρ2,0 (ρ1) +

1

8
G0,ρ2,1 (ρ1)− 1

8
G1,0,0 (ρ1) +

1

8
G1,0,1 (ρ1)

+
1

4
G1,1,0 (ρ1)− 1

2
G1,1,1 (ρ1) +

1

4
G1,1,ρ2 (ρ1)− 1

8
G1,ρ2,0 (ρ1)

+
1

8
G1,ρ2,1 (ρ1) +

1

8
Gρ2,0,0 (ρ1)− 3

8
Gρ2,0,1 (ρ1) +

1

4
Gρ2,0,ρ2 (ρ1)

− 1

4
Gρ2,1,0 (ρ1) +

1

2
Gρ2,1,1 (ρ1)− 1

4
Gρ2,1,ρ2 (ρ1) +

1

8
Gρ2,ρ2,0 (ρ1)
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J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

+
1

8
G0 (ρ2)G0,0 (ρ1)− 1

8
G0 (ρ1)G0,0 (ρ2) +

1

8
G1 (ρ1)G0,0 (ρ2)

+
1

8
Gρ2 (ρ1)G0,0 (ρ2)− 1

2
G0 (ρ2)G0,1 (ρ1) +

1

8
G1 (ρ2)G0,1 (ρ1)

+
1

8
G0 (ρ1)G0,1 (ρ2)− 1

8
G1 (ρ1)G0,1 (ρ2)− 1

8
Gρ2 (ρ1)G0,1 (ρ2)

+
1

8
G0 (ρ2)G0,ρ2 (ρ1)− 1

8
G1 (ρ2)G0,ρ2 (ρ1)− 1

8
G0 (ρ2)G1,0 (ρ1)

− 1

8
G1 (ρ2)G1,0 (ρ1) +

1

8
G1 (ρ1)G1,0 (ρ2)− 1

8
Gρ2 (ρ1)G1,0 (ρ2)

+
1

4
G0 (ρ2)G1,1 (ρ1) +

1

4
G1 (ρ2)G1,1 (ρ1)− 1

8
G1 (ρ1)G1,1 (ρ2)

+
1

8
Gρ2 (ρ1)G1,1 (ρ2) +

1

8
G0 (ρ2)G1,ρ2 (ρ1)− 1

8
G1 (ρ2)G1,ρ2 (ρ1)

− 1

8
G0 (ρ2)Gρ2,0 (ρ1) +

1

8
G1 (ρ2)Gρ2,0 (ρ1) +

1

4
G0 (ρ2)Gρ2,1 (ρ1)

− 1

4
G1 (ρ2)Gρ2,1 (ρ1)− 1

8
G0 (ρ2)Gρ2,ρ2 (ρ1) +

1

8
G1 (ρ2)Gρ2,ρ2 (ρ1)

− 1

8
Gρ2,ρ2,1 (ρ1) .

Here we present the MRK limits of the pure functions appearing in the seven-point

NMHV amplitude as described in section 5.4.

X̂ =
1

48
log3(τ1) +

1

48
log3(τ2)− 1

32
log2(τ1) log(τ2)− 1

32
log(τ1) log2(τ2) (D.50)

+ log2(τ1)

(
− 1

16
G0(ρ1)− 1

32
G0(ρ2) +

3

32
G1(ρ1)− 1

16
G1(ρ2)− 1

32
Gρ2(ρ1)

)
+ log2(τ2)

(
3

32
G0(ρ1)− 1

32
G0(ρ2)− 1

16
G1(ρ1) +

3

32
G1(ρ2)− 1

32
Gρ2(ρ1)

)
+ log(τ1) log(τ2)

(
3

16
G0(ρ1)− 3

16
G1(ρ1)− 3

16
G1(ρ2) +

1

4
Gρ2(ρ1)

)
+ log(τ1)

(
− 1

8
G0,0(ρ1)

+
3

16
G0,0(ρ2)− 9

16
G0,1(ρ1)− 3

16
G0,1(ρ2) +

7

16
G0,ρ2(ρ1)− 13

16
G1,0(ρ1) +

1

16
G1,0(ρ2)

+
7

16
G1,1(ρ1)− 3

8
G1,1(ρ2)− 3

8
G1,ρ2(ρ1) +

7

16
Gρ2,0(ρ1)− 1

8
Gρ2,1(ρ1)− 5

16
Gρ2,ρ2(ρ1)

− 1

16
G0(ρ1)G0(ρ2) +

3

8
G1(ρ1)G0(ρ2)− 9

16
Gρ2(ρ1)G0(ρ2) +

1

8
G0(ρ1)G1(ρ2) +

1

16
G1(ρ1)G1(ρ2)

+
5

16
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
− 5

16
G0,0(ρ1)− 17

16
G0,0(ρ2) +

5

16
G0,1(ρ1) +

3

8
G0,1(ρ2)

+
1

4
G0,ρ2(ρ1) +

9

16
G1,0(ρ1) +

1

8
G1,0(ρ2)− 3

8
G1,1(ρ1) +

7

16
G1,1(ρ2) +

5

16
G1,ρ2(ρ1) +

9

16
Gρ2,1(ρ1)

− 5

16
Gρ2,ρ2(ρ1) +

1

2
G0(ρ1)G0(ρ2)− 3

16
G1(ρ1)G0(ρ2)− 1

16
Gρ2(ρ1)G0(ρ2)− 7

16
G0(ρ1)G1(ρ2)

+
1

16
G1(ρ1)G1(ρ2)− 3

8
G1(ρ2)Gρ2(ρ1)

)

V̂12 = − 1

48
log3(τ1)− 1

48
log3(τ2) + log2(τ1)

(
1

16
G0(ρ1)− 1

8
G1(ρ1)

)
(D.51)

+ log2(τ2)

(
− 1

16
G0(ρ1) +

1

16
G1(ρ1)− 1

16
G1(ρ2)

)
+ log(τ1) log(τ2)

(
− 1

8
G0(ρ1)
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J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

+
1

4
G1(ρ1)− 1

4
Gρ2(ρ1)

)
+ log(τ1)

(
1

8
G0,0(ρ1)− 1

8
G0,0(ρ2) +

3

8
G0,1(ρ1) +

1

8
G0,1(ρ2)

− 3

8
G0,ρ2(ρ1) +

3

8
G1,0(ρ1)− 1

8
G1,0(ρ2)− 1

2
G1,1(ρ1) +

1

8
G1,1(ρ2) +

1

4
G1,ρ2(ρ1)

− 3

8
Gρ2,0(ρ1) +

3

8
Gρ2,ρ2(ρ1) +

1

8
G0(ρ1)G0(ρ2)− 1

2
G1(ρ1)G0(ρ2) +

5

8
Gρ2(ρ1)G0(ρ2)

+
1

4
G1(ρ1)G1(ρ2)− 3

8
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

4
G0,0(ρ1) +

9

8
G0,0(ρ2)− 1

8
G0,1(ρ1)

− 5

8
G0,1(ρ2)− 1

4
G0,ρ2(ρ1)− 3

8
G1,0(ρ1)− 5

8
G1,0(ρ2) +

3

8
G1,1(ρ1) +

1

4
G1,1(ρ2)

− 1

2
Gρ2,1(ρ1) +

3

8
Gρ2,ρ2(ρ1)− 1

2
G0(ρ1)G0(ρ2) +

1

2
G1(ρ1)G0(ρ2) +

1

8
Gρ2(ρ1)G0(ρ2)

+
3

8
G0(ρ1)G1(ρ2)− 3

8
G1(ρ1)G1(ρ2) +

1

8
G1(ρ2)Gρ2(ρ1)

)

V̂23 =
1

32
log2(τ1) log(τ2) +

1

32
log(τ1) log2(τ2) + log2(τ1)

(
1

32
G0(ρ2) +

1

32
G1(ρ1) (D.52)

+
1

16
G1(ρ2) +

1

32
Gρ2(ρ1)

)
+ log2(τ2)

(
− 1

32
G0(ρ1) +

1

32
G0(ρ2)− 1

32
G1(ρ2) +

1

32
Gρ2(ρ1)

)
+ log(τ1) log(τ2)

(
− 1

16
G0(ρ1)− 1

16
G1(ρ1) +

3

16
G1(ρ2)

)
+ log(τ1)

(
− 1

16
G0,0(ρ2)

+
3

16
G0,1(ρ1) +

1

16
G0,1(ρ2)− 1

16
G0,ρ2(ρ1) +

3

16
G1,0(ρ1) +

1

16
G1,0(ρ2) +

1

16
G1,1(ρ1)

+
1

4
G1,1(ρ2) +

1

8
G1,ρ2(ρ1)− 1

16
Gρ2,0(ρ1) +

1

8
Gρ2,1(ρ1)− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ1)G0(ρ2)

+
1

8
G1(ρ1)G0(ρ2)− 1

16
Gρ2(ρ1)G0(ρ2)− 1

8
G0(ρ1)G1(ρ2)− 5

16
G1(ρ1)G1(ρ2)+

1

16
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

16
G0,0(ρ1)− 1

16
G0,0(ρ2)− 3

16
G0,1(ρ1)− 3

16
G1,0(ρ1) +

1

4
G1,0(ρ2)− 3

16
G1,1(ρ2)

− 1

16
G1,ρ2(ρ1) +

3

16
Gρ2,1(ρ1)− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ2)G1(ρ1) +

1

16
G1(ρ2)G1(ρ1)

+
1

16
G0(ρ1)G1(ρ2)− 1

16
G0(ρ2)Gρ2(ρ1)

)

V̂71 =
1

32
log2(τ1) log(τ2) +

1

32
log(τ1) log2(τ2) + log2(τ1)

(
1

32
G0(ρ2) +

1

32
G1(ρ1) (D.53)

+
1

16
G1(ρ2) +

1

32
Gρ2(ρ1)

)
+ log2(τ2)

(
− 1

32
G0(ρ1) +

1

32
G0(ρ2)− 1

32
G1(ρ2)

+
1

32
Gρ2(ρ1)

)
+ log(τ1) log(τ2)

(
− 1

16
G0(ρ1)− 1

16
G1(ρ1) +

3

16
G1(ρ2)

)
+ log(τ1)

(
− 1

4
G0,0(ρ1)− 1

16
G0,0(ρ2) +

3

16
G0,1(ρ1) +

1

16
G0,1(ρ2)− 1

16
G0,ρ2(ρ1)

+
11

16
G1,0(ρ1) +

1

16
G1,0(ρ2) +

1

16
G1,1(ρ1) +

1

4
G1,1(ρ2) +

1

8
G1,ρ2(ρ1)− 1

16
Gρ2,0(ρ1)

+
1

8
Gρ2,1(ρ1)− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ1)G0(ρ2) +

1

8
G1(ρ1)G0(ρ2)− 1

16
Gρ2(ρ1)G0(ρ2)

− 1

8
G0(ρ1)G1(ρ2)− 5

16
G1(ρ1)G1(ρ2) +

1

16
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

16
G0,0(ρ1)
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J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

+
3

16
G0,0(ρ2)− 3

16
G0,1(ρ1)− 1

4
G0,ρ2(ρ1)− 3

16
G1,0(ρ1) +

1

4
G1,0(ρ2)− 7

16
G1,1(ρ2)

− 1

16
G1,ρ2(ρ1)− 1

16
Gρ2,1(ρ1)− 1

16
Gρ2,ρ2(ρ1)− 1

4
G0(ρ1)G0(ρ2)− 1

16
G1(ρ1)G0(ρ2)

− 1

16
Gρ2(ρ1)G0(ρ2) +

5

16
G0(ρ1)G1(ρ2) +

1

16
G1(ρ1)G1(ρ2) +

1

4
G1(ρ2)Gρ2(ρ1)

)

V̂73 =
1

32
log2(τ1) log(τ2) +

1

32
log(τ1) log2(τ2) + log2(τ1)

(
1

32
G0(ρ2) +

1

32
G1(ρ1) (D.54)

+
1

16
G1(ρ2) +

1

32
Gρ2(ρ1)

)
+ log2(τ2)

(
− 1

32
G0(ρ1) +

1

32
G0(ρ2)− 1

32
G1(ρ2)

+
1

32
Gρ2(ρ1)

)
+ log(τ1) log(τ2)

(
− 1

16
G0(ρ1)− 1

16
G1(ρ1) +

3

16
G1(ρ2)

)
+ log(τ1)

(
− 1

16
G0,0(ρ2) +

3

16
G0,1(ρ1) +

1

16
G0,1(ρ2)− 1

16
G0,ρ2(ρ1) +

3

16
G1,0(ρ1)

+
1

16
G1,0(ρ2) +

1

16
G1,1(ρ1) +

1

4
G1,1(ρ2) +

1

8
G1,ρ2(ρ1)− 1

16
Gρ2,0(ρ1) +

1

8
Gρ2,1(ρ1)

− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ1)G0(ρ2) +

1

8
G1(ρ1)G0(ρ2)− 1

16
Gρ2(ρ1)G0(ρ2)− 1

8
G0(ρ1)G1(ρ2)

− 5

16
G1(ρ1)G1(ρ2) +

1

16
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

16
G0,0(ρ1)− 1

16
G0,0(ρ2) +

1

16
G0,1(ρ1)

+
1

4
G0,1(ρ2)− 3

16
G1,0(ρ1) +

1

4
G1,0(ρ2)− 7

16
G1,1(ρ2)− 1

16
G1,ρ2(ρ1)− 1

16
Gρ2,1(ρ1)

− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ2)G1(ρ1) +

1

16
G1(ρ2)G1(ρ1)− 3

16
G0(ρ1)G1(ρ2)

− 1

16
G0(ρ2)Gρ2(ρ1) +

1

4
G1(ρ2)Gρ2(ρ1)

)

V̂14 = − 1

48
log3(τ2) + log2(τ2)

(
− 1

16
G0(ρ1) +

1

16
G1(ρ1)− 1

16
G1(ρ2)

)
(D.55)

+ log(τ1) log(τ2)

(
− 1

8
G0(ρ1) +

1

8
G0(ρ2) +

1

4
G1(ρ1)− 1

8
G1(ρ2)− 1

8
Gρ2(ρ1)

)
+ log(τ1)

(
− 1

4
G0,0(ρ1)− 1

2
G0,0(ρ2) +

5

8
G0,1(ρ1) +

3

8
G0,1(ρ2)− 3

8
G0,ρ2(ρ1)

+
3

8
G1,0(ρ1) +

3

8
G1,0(ρ2)− 1

2
G1,1(ρ1)− 1

4
G1,1(ρ2) +

1

8
G1,ρ2(ρ1)− 1

8
Gρ2,0(ρ1)

− 1

8
Gρ2,1(ρ1) +

1

4
Gρ2,ρ2(ρ1) +

3

8
G0(ρ1)G0(ρ2)− 5

8
G1(ρ1)G0(ρ2) +

1

4
Gρ2(ρ1)G0(ρ2)

− 1

4
G0(ρ1)G1(ρ2) +

3

8
G1(ρ1)G1(ρ2)− 1

8
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

4
G0,0(ρ1)

+
11

8
G0,0(ρ2)− 1

8
G0,1(ρ1)− 7

8
G0,1(ρ2)− 1

8
G0,ρ2(ρ1)− 3

8
G1,0(ρ1)− 7

8
G1,0(ρ2)

+
3

8
G1,1(ρ1) +

1

2
G1,1(ρ2)− 1

8
Gρ2,0(ρ1)− 1

4
Gρ2,1(ρ1) +

3

8
Gρ2,ρ2(ρ1)− 5

8
G0(ρ1)G0(ρ2)

+
1

2
G1(ρ1)G0(ρ2) +

3

8
Gρ2(ρ1)G0(ρ2) +

1

2
G0(ρ1)G1(ρ2)− 3

8
G1(ρ1)G1(ρ2)− 1

8
G1(ρ2)Gρ2(ρ1)

)

V̂25 =
1

32
log2(τ1) log(τ2) +

1

32
log(τ1) log2(τ2) + log2(τ1)

(
1

32
G0(ρ2)− 1

32
G1(ρ1) (D.56)
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J
H
E
P
0
8
(
2
0
1
6
)
1
5
2

+
1

32
Gρ2(ρ1)

)
+ log2(τ2)

(
− 1

32
G0(ρ1) +

1

32
G0(ρ2)− 1

32
G1(ρ2) +

1

32
Gρ2(ρ1)

)
+ log(τ1) log(τ2)

(
− 1

16
G0(ρ1) +

1

16
G1(ρ1) +

1

16
G1(ρ2)

)
+ log(τ1)

(
− 1

16
G0,0(ρ2)

+
1

16
G0,1(ρ1) +

1

16
G0,1(ρ2)− 1

16
G0,ρ2(ρ1) +

1

16
G1,0(ρ1) +

1

16
G1,0(ρ2)− 3

16
G1,1(ρ1)

+
1

8
G1,ρ2(ρ1)− 1

16
Gρ2,0(ρ1) +

1

8
Gρ2,1(ρ1)− 1

16
Gρ2,ρ2(ρ1)− 1

16
G0(ρ1)G0(ρ2) +

1

8
G1(ρ1)G0(ρ2)

− 1

16
Gρ2(ρ1)G0(ρ2)− 1

16
G1(ρ1)G1(ρ2)+

1

16
G1(ρ2)Gρ2(ρ1)

)
+log(τ2)

(
1

16
G0,0(ρ1)− 1

16
G0,0(ρ2)

− 1

16
G0,1(ρ1)+

1

8
G0,1(ρ2)− 1

16
G1,0(ρ1)+

1

8
G1,0(ρ2)− 3

16
G1,1(ρ2)+

1

16
G1,ρ2(ρ1)+

1

16
Gρ2,1(ρ1)

− 1

16
Gρ2,ρ2(ρ1) +

1

16
G0(ρ2)G1(ρ1)− 1

16
G1(ρ2)G1(ρ1)− 1

16
G0(ρ1)G1(ρ2)− 1

16
G0(ρ2)Gρ2(ρ1)

+
1

8
G1(ρ2)Gρ2(ρ1)

)

V̂34 = − 1

48
log3(τ1)− 1

48
log3(τ2) + log2(τ1)

(
1

16
G0(ρ1)− 1

16
G1(ρ1) +

1

16
G1(ρ2)

)
(D.57)

+ log2(τ2)

(
− 1

16
G0(ρ1) +

1

16
G1(ρ1)− 1

16
G1(ρ2)

)
+ log(τ1) log(τ2)

(
− 1

8
G0(ρ1)

+
1

8
G1(ρ1) +

1

8
G1(ρ2)− 1

4
Gρ2(ρ1)

)
+ log(τ1)

(
1

8
G0,0(ρ1)− 1

8
G0,0(ρ2) +

1

2
G0,1(ρ1)

+
1

8
G0,1(ρ2)− 3

8
G0,ρ2(ρ1) +

1

2
G1,0(ρ1) +

1

8
G1,0(ρ2) +

1

8
G1,1(ρ2) +

1

4
G1,ρ2(ρ1)

− 3

8
Gρ2,0(ρ1) +

3

8
Gρ2,ρ2(ρ1) +

1

8
G0(ρ1)G0(ρ2)− 1

2
G1(ρ1)G0(ρ2) +

5

8
Gρ2(ρ1)G0(ρ2)

− 3

8
G0(ρ1)G1(ρ2) +

1

4
G1(ρ1)G1(ρ2)− 3

8
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

4
G0,0(ρ1)

+
9

8
G0,0(ρ2)− 1

4
G0,1(ρ1)− 1

2
G0,1(ρ2)− 1

4
G0,ρ2(ρ1)− 1

4
G1,0(ρ1)− 1

2
G1,0(ρ2)

+
1

8
G1,1(ρ1)− 3

8
G1,ρ2(ρ1)− 5

8
Gρ2,1(ρ1) +

3

8
Gρ2,ρ2(ρ1)− 1

2
G0(ρ1)G0(ρ2) +

1

8
G1(ρ1)G0(ρ2)

+
1

8
Gρ2(ρ1)G0(ρ2) +

1

4
G0(ρ1)G1(ρ2) +

1

4
G1(ρ1)G1(ρ2) +

1

4
G1(ρ2)Gρ2(ρ1)

)

V̂36 = − 1

48
log3(τ1) + log2(τ1)

(
1

16
G0(ρ1)− 1

16
G1(ρ1) +

1

16
G1(ρ2)

)
(D.58)

+ log(τ1) log(τ2)

(
− 1

8
G0(ρ2)− 1

8
G1(ρ1) +

1

4
G1(ρ2)− 1

8
Gρ2(ρ1)

)
+ log(τ1)

(
1

8
G0,0(ρ1) +

1

8
G0,0(ρ2) +

3

8
G0,1(ρ1)− 1

4
G0,ρ2(ρ1) +

3

8
G1,0(ρ1)

− 1

4
G1,0(ρ2) +

1

2
G1,1(ρ1) +

3

8
G1,1(ρ2)− 1

8
G1,ρ2(ρ1)− 3

8
Gρ2,1(ρ1) +

3

8
Gρ2,ρ2(ρ1)

− 1

8
G0(ρ2)G1(ρ1)− 3

8
G1(ρ2)G1(ρ1)− 1

8
G0(ρ1)G1(ρ2) +

1

8
G0(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

4
G0,0(ρ2)− 1

8
G0,1(ρ1) +

1

8
G0,1(ρ2)− 1

8
G0,ρ2(ρ1)− 1

8
G1,0(ρ1)− 1

8
G1,0(ρ2)
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− 1

4
G1,1(ρ1)− 1

2
G1,1(ρ2)− 1

8
G1,ρ2(ρ1)− 1

8
Gρ2,0(ρ1)− 3

8
Gρ2,1(ρ1) +

1

4
Gρ2,ρ2(ρ1)

− 1

8
G0(ρ1)G0(ρ2)− 1

8
G1(ρ1)G0(ρ2) +

1

4
Gρ2(ρ1)G0(ρ2) +

1

4
G0(ρ1)G1(ρ2) +

3

8
G1(ρ1)G1(ρ2)

+
1

8
G1(ρ2)Gρ2(ρ1)

)

V̂51 = − 1

48
log3(τ1) + log2(τ1)

(
1

16
G0(ρ1)− 1

16
G1(ρ1) +

1

16
G1(ρ2)

)
(D.59)

+ log(τ1) log(τ2)

(
− 1

8
G0(ρ2)− 1

8
G1(ρ1) +

1

4
G1(ρ2)− 1

8
Gρ2(ρ1)

)
+ log(τ1)

(
1

8
G0,0(ρ1) +

1

8
G0,0(ρ2) +

1

8
G0,1(ρ1) +

3

8
G1,0(ρ1)− 1

4
G1,0(ρ2)

+
1

4
G1,1(ρ1) +

3

8
G1,1(ρ2) +

1

8
G1,ρ2(ρ1)− 1

8
Gρ2,1(ρ1) +

1

8
Gρ2,ρ2(ρ1) +

1

8
G0(ρ2)G1(ρ1)

− 3

8
G1(ρ2)G1(ρ1)− 1

8
G0(ρ1)G1(ρ2) +

1

8
G0(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
− 1

8
G0,1(ρ1)

+
1

8
G0,1(ρ2)− 1

8
G0,ρ2(ρ1)− 1

8
G1,0(ρ1) +

3

8
G1,0(ρ2)− 1

2
G1,1(ρ2)− 3

8
G1,ρ2(ρ1)

− 1

8
Gρ2,0(ρ1)− 1

8
Gρ2,1(ρ1)− 1

8
G0(ρ1)G0(ρ2)− 3

8
G1(ρ1)G0(ρ2) +

1

4
G0(ρ1)G1(ρ2)

+
3

8
G1(ρ1)G1(ρ2) +

1

8
G1(ρ2)Gρ2(ρ1)

)

V̂62 = − 1

48
log3(τ2) + log2(τ2)

(
− 1

16
G0(ρ1) +

1

16
G1(ρ1)− 1

16
G1(ρ2)

)
(D.60)

+ log(τ1) log(τ2)

(
− 1

8
G0(ρ1) +

1

8
G0(ρ2) +

1

4
G1(ρ1)− 1

8
G1(ρ2)− 1

8
Gρ2(ρ1)

)
+ log(τ1)

(
− 1

4
G0,0(ρ2) +

1

8
G0,1(ρ1) +

1

8
G0,1(ρ2)− 1

8
G0,ρ2(ρ1) +

3

8
G1,0(ρ1)

+
1

8
G1,0(ρ2)− 1

2
G1,1(ρ1) +

1

8
G1,ρ2(ρ1)− 3

8
Gρ2,0(ρ1) +

3

8
Gρ2,1(ρ1) +

1

8
G0(ρ1)G0(ρ2)

− 5

8
G1(ρ1)G0(ρ2) +

1

2
Gρ2(ρ1)G0(ρ2) +

3

8
G1(ρ1)G1(ρ2)− 3

8
G1(ρ2)Gρ2(ρ1)

)
+ log(τ2)

(
1

4
G0,0(ρ1) +

7

8
G0,0(ρ2)− 1

8
G0,1(ρ1)− 5

8
G0,1(ρ2)− 1

8
G0,ρ2(ρ1)− 3

8
G1,0(ρ1)

− 3

8
G1,0(ρ2) +

3

8
G1,1(ρ1) +

1

4
G1,1(ρ2) +

1

8
Gρ2,0(ρ1)− 1

4
Gρ2,1(ρ1) +

1

8
Gρ2,ρ2(ρ1)

− 3

8
G0(ρ1)G0(ρ2) +

1

2
G1(ρ1)G0(ρ2)− 1

8
Gρ2(ρ1)G0(ρ2) +

1

4
G0(ρ1)G1(ρ2)− 3

8
G1(ρ1)G1(ρ2)

+
1

8
G1(ρ2)Gρ2(ρ1)

)

D.3 Eight-point amplitudes

There is no new perturbative MHV coefficient through three loops. There are four NMHV-

type perturbative coefficients for eight particles,

g
(i1,i2,i3)
++−+ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
++−+ (ρ1, ρ2, ρ3) +R245 b

(i1,i2,i3)
1,++−+(ρ1, ρ2, ρ3) (D.61)
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+R345 b
(i1,i2,i3)
2,++−+(ρ1, ρ2, ρ3) +R456 b

(i1,i2,i3)
3,++−+(ρ1, ρ2, ρ3)

+R245R456 c
(i1,i2,i3)
1,++−+(ρ1, ρ2, ρ3) +R345R456 c

(i1,i2,i3)
2,++−+(ρ1, ρ2, ρ3) ,

g
(i1,i2,i3)
+−++ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
+−++ (ρ1, ρ2, ρ3) +R234 b

(i1,i2,i3)
1,+−++(ρ1, ρ2, ρ3) (D.62)

+R345 b
(i1,i2,i3)
2,+−++(ρ1, ρ2, ρ3) +R346 b

(i1,i2,i3)
3,+−++(ρ1, ρ2, ρ3)

+R234R345 c
(i1,i2,i3)
1,+−++(ρ1, ρ2, ρ3) +R234R346 c

(i1,i2,i3)
2,+−++(ρ1, ρ2, ρ3) ,

g
(i1,i2,i3)
−+++ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
−+++ (ρ1, ρ2, ρ3) +R234 b

(i1,i2,i3)
1,−+++(ρ1, ρ2, ρ3) (D.63)

+R235 b
(i1,i2,i3)
2,−+++(ρ1, ρ2, ρ3) +R236 b

(i1,i2,i3)
3,−+++(ρ1, ρ2, ρ3) ,

g
(i1,i2,i3)
−−−+ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
−−−+ (ρ1, ρ2, ρ3) +R256 b

(i1,i2,i3)
1,−−−+(ρ1, ρ2, ρ3) (D.64)

+R356 b
(i1,i2,i3)
2,−−−+(ρ1, ρ2, ρ3) +R456 b

(i1,i2,i3)
3,−−−+(ρ1, ρ2, ρ3) .

For eight external legs, there are for the first time also independent NNMHV helicity

configurations,

g
(i1,i2,i3)
+−−+ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
+−−+ (ρ1, ρ2, ρ3) +R234 b

(i1,i2,i3)
1,+−−+ (ρ1, ρ2, ρ3) (D.65)

+R235 b
(i1,i2,i3)
2,+−−+ (ρ1, ρ2, ρ3)+R356 b

(i1,i2,i3)
3,+−−+ (ρ1, ρ2, ρ3)+R456 b

(i1,i2,i3)
4,+−−+ (ρ1, ρ2, ρ3)

+R234R356 c
(i1,i2,i3)
1,+−−+ (ρ1, ρ2, ρ3) +R234R456 c

(i1,i2,i3)
2,+−−+ (ρ1, ρ2, ρ3)

+R235R356 c
(i1,i2,i3)
3,+−−+ (ρ1, ρ2, ρ3) +R235R456 c

(i1,i2,i3)
4,+−−+ (ρ1, ρ2, ρ3) ,

g
(i1,i2,i3)
−+−+ (ρ1, ρ2, ρ3) = a

(i1,i2,i3)
−+−+ (ρ1, ρ2, ρ3) +R234 b

(i1,i2,i3)
1,−+−+ (ρ1, ρ2, ρ3) (D.66)

+R236 b
(i1,i2,i3)
2,−+−+ (ρ1, ρ2, ρ3)+R345 b

(i1,i2,i3)
3,−+−+ (ρ1, ρ2, ρ3)+R456 b

(i1,i2,i3)
4,−+−+ (ρ1, ρ2, ρ3)

+R234R345 c
(i1,i2,i3)
1,−+−+ (ρ1, ρ2, ρ3) +R236R345 c

(i1,i2,i3)
2,−+−+ (ρ1, ρ2, ρ3)

+R234R456 c
(i1,i2,i3)
3,−+−+ (ρ1, ρ2, ρ3) +R236R456 c

(i1,i2,i3)
4,−+−+ (ρ1, ρ2, ρ3)

+R345R456 c
(i1,i2,i3)
5,−+−+ (ρ1, ρ2, ρ3) +R234R345R456 d

(i1,i2,i3)
1,−+−+ (ρ1, ρ2, ρ3)

+R236R345R456 d
(i1,i2,i3)
2,−+−+ (ρ1, ρ2, ρ3) .

a
(1,0,0)
++−+ (ρ1, ρ2, ρ3) =

1

4
G1,1 (ρ1)− 1

4
G1,ρ3 (ρ1)− 1

4
G0 (ρ3)G1 (ρ1) . (D.67)

b
(1,0,0)
1,++−+ (ρ1, ρ2, ρ3) = −1

4
G1,0 (ρ1) +

1

4
G1,0 (ρ3)− 1

4
G1,1 (ρ3) +

1

4
G1,ρ3 (ρ1) (D.68)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G0 (ρ1)G1 (ρ3) +

1

4
G1 (ρ1)G1 (ρ3) .

b
(1,0,0)
2,++−+ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ1)− 1

4
G1,0 (ρ3) +

1

4
G1,1 (ρ1) +

1

4
G1,1 (ρ3) (D.69)

+
1

4
G0 (ρ1)G1 (ρ3)− 1

4
G1 (ρ1)G1 (ρ3) .
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b
(1,0,0)
3,++−+ (ρ1, ρ2, ρ3) = −1

4
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ3 (ρ1)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2) (D.70)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G1 (ρ1)G1 (ρ2) +

1

4
G1 (ρ2)Gρ2 (ρ1)

+
1

4
G1 (ρ1)Gρ3 (ρ2) .

c
(1,0,0)
1,++−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ2)− 1

4
G0,0 (ρ3) +

1

4
G0,1 (ρ3)− 1

4
G0,ρ3 (ρ2) (D.71)

− 1

4
G1,0 (ρ2) +

1

4
G1,ρ3 (ρ2) +

1

4
Gρ2,0 (ρ1)− 1

4
Gρ2,ρ3 (ρ1)

− 1

4
G0 (ρ1)G0 (ρ2) +

1

4
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ2)G1 (ρ1)

− 1

2
G0 (ρ3)G1 (ρ1) +

1

4
G0 (ρ3)G1 (ρ2)− 1

4
G1 (ρ2)G1 (ρ3)

− 1

4
G0 (ρ2)Gρ2 (ρ1) +

1

4
G0 (ρ1)Gρ3 (ρ2)− 1

4
G0 (ρ3)Gρ3 (ρ2)

− 1

2
G1 (ρ1)Gρ3 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

c
(1,0,0)
2,++−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ2) +

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ3) +

1

4
G0,ρ2 (ρ1) (D.72)

+
1

4
G0,ρ3 (ρ2) +

1

4
G1,0 (ρ2)− 1

4
G1,ρ2 (ρ1)− 1

4
G1,ρ3 (ρ2)

+
1

4
G0 (ρ1)G0 (ρ2)− 1

4
G0 (ρ1)G0 (ρ3)− 1

4
G0 (ρ2)G1 (ρ1)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G0 (ρ3)G1 (ρ2) +

1

4
G1 (ρ2)G1 (ρ3)

− 1

4
G0 (ρ1)Gρ3 (ρ2) +

1

4
G0 (ρ3)Gρ3 (ρ2) +

1

4
G1 (ρ1)Gρ3 (ρ2)

− 1

4
G1 (ρ3)Gρ3 (ρ2) .

a
(0,0,1)
+−++ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ3)− 1

4
G1,0 (ρ3) +

1

2
G1,1 (ρ3) +

1

4
G1,ρ3 (ρ2) (D.73)

+
1

4
Gρ3,1 (ρ2)− 1

4
G1 (ρ2)G1 (ρ3)− 1

4
G1 (ρ3)Gρ3 (ρ2)

+
1

4
G0 (ρ3)G1 (ρ2) .

b
(0,0,1)
1,+−++ (ρ1, ρ2, ρ3) = −1

4
G1,ρ3 (ρ2)− 1

4
Gρ3,1 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2) (D.74)

− 1

4
G0 (ρ3)G1 (ρ2) +

1

4
G1 (ρ2)G1 (ρ3) .

b
(0,0,1)
2,+−++ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ2) +

1

4
G0,1 (ρ3)− 1

4
G1,1 (ρ1)− 1

4
G1,1 (ρ3) (D.75)

+
1

4
G1,ρ2 (ρ1)− 1

4
Gρ3,1 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2)

+
1

4
G0 (ρ2)G1 (ρ1)− 1

4
G1 (ρ1)G1 (ρ2)− 1

4
G0 (ρ2)G1 (ρ3)
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+
1

4
G1 (ρ1)G1 (ρ3) +

1

4
G1 (ρ2)Gρ2 (ρ1)− 1

4
G1 (ρ3)Gρ2 (ρ1) .

b
(0,0,1)
3,+−++ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ2)− 1

4
G0,1 (ρ3)− 1

4
G0,ρ3 (ρ2) (D.76)

+
1

4
G1,1 (ρ1)− 1

4
G1,ρ2 (ρ1) +

1

4
Gρ3,1 (ρ1)− 1

4
Gρ3,ρ2 (ρ1)

− 1

4
G0 (ρ2)G0 (ρ3)− 1

4
G0 (ρ2)G1 (ρ1) +

1

4
G1 (ρ1)G1 (ρ2)

+
1

2
G0 (ρ2)G1 (ρ3)− 1

4
G1 (ρ1)G1 (ρ3)− 1

4
G0 (ρ3)Gρ2 (ρ1)

− 1

4
G1 (ρ2)Gρ2 (ρ1) +

1

2
G1 (ρ3)Gρ2 (ρ1)− 1

4
G0 (ρ2)Gρ3 (ρ1)

+
1

4
G0 (ρ3)Gρ3 (ρ1)− 1

4
G1 (ρ3)Gρ3 (ρ1)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2)

+
1

4
Gρ3 (ρ1)Gρ3 (ρ2) .

c
(0,0,1)
1,+−++ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ2) +

1

4
G1,0 (ρ1)− 1

4
G1,ρ2 (ρ1) +

1

4
Gρ3,1 (ρ2) (D.77)

− 1

4
G0 (ρ2)G1 (ρ1) +

1

4
G1 (ρ1)G1 (ρ2)− 1

4
G0 (ρ1)G1 (ρ3)

+
1

4
G0 (ρ2)G1 (ρ3)− 1

4
G1 (ρ2)Gρ2 (ρ1) +

1

4
G1 (ρ3)Gρ2 (ρ1)

− 1

4
G1 (ρ3)Gρ3 (ρ2) .

c
(0,0,1)
2,+−++ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ2) +

1

4
G0,ρ3 (ρ2)− 1

4
G1,0 (ρ1) +

1

4
G1,ρ2 (ρ1) (D.78)

− 1

4
Gρ3,0 (ρ1) +

1

4
Gρ3,ρ2 (ρ1)− 1

4
Gρ3 (ρ1)Gρ3 (ρ2)

− 1

4
G0 (ρ1)G0 (ρ3) +

1

4
G0 (ρ2)G0 (ρ3) +

1

4
G0 (ρ2)G1 (ρ1)

− 1

4
G1 (ρ1)G1 (ρ2) +

1

2
G0 (ρ1)G1 (ρ3)− 1

2
G0 (ρ2)G1 (ρ3)

+
1

4
G0 (ρ3)Gρ2 (ρ1) +

1

4
G1 (ρ2)Gρ2 (ρ1)− 1

2
G1 (ρ3)Gρ2 (ρ1)

+
1

4
G0 (ρ2)Gρ3 (ρ1) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

a
(0,1,0)
+−−+ (ρ1, ρ2, ρ3) = −1

4
G1,1 (ρ1) +

1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ1)− 1

4
G1,ρ3 (ρ2) (D.79)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G0 (ρ3)G1 (ρ2) .

b
(0,1,0)
1,+−−+ (ρ1, ρ2, ρ3) =

1

4
G1,1 (ρ2)− 1

4
G1,ρ3 (ρ2)− 1

4
G0 (ρ3)G1 (ρ2) (D.80)

b
(0,1,0)
2,+−−+ (ρ1, ρ2, ρ3) =

1

4
G1,0 (ρ1)− 1

2
G1,0 (ρ2) +

1

4
G1,0 (ρ3)− 1

4
G1,1 (ρ3) (D.81)

− 1

4
G1,ρ3 (ρ1) +

1

2
G1,ρ3 (ρ2) +

1

4
G1 (ρ1)G1 (ρ3)

− 1

4
G0 (ρ3)G1 (ρ1) +

1

2
G0 (ρ3)G1 (ρ2)− 1

4
G0 (ρ1)G1 (ρ3)
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b
(0,1,0)
3,+−−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ2)− 1

4
G0,1 (ρ3) +

1

4
G0,ρ3 (ρ2) (D.82)

+
1

4
G1,1 (ρ1) +

1

4
G1,ρ2 (ρ1)− 1

2
G1,ρ3 (ρ1) +

1

2
Gρ2,1 (ρ1)

− 1

2
Gρ2,ρ3 (ρ1)− 1

4
Gρ3,1 (ρ1)− 1

4
Gρ3,ρ2 (ρ1) +

1

2
Gρ3,ρ3 (ρ1)

− 1

4
G0 (ρ2)G0 (ρ3) +

1

4
G0 (ρ2)G1 (ρ1)− 1

2
G0 (ρ3)G1 (ρ1)

+
1

2
G0 (ρ3)G1 (ρ2)− 1

4
G1 (ρ1)G1 (ρ2) +

1

4
G1 (ρ1)G1 (ρ3)

− 1

4
G0 (ρ3)Gρ2 (ρ1)− 1

4
G1 (ρ2)Gρ2 (ρ1)− 1

4
G0 (ρ2)Gρ3 (ρ1)

+
1

4
G0 (ρ3)Gρ3 (ρ1) +

1

2
G1 (ρ2)Gρ3 (ρ1)− 1

4
G1 (ρ3)Gρ3 (ρ1)

+
1

4
Gρ2 (ρ1)Gρ3 (ρ2)− 1

4
Gρ3 (ρ1)Gρ3 (ρ2) .

b
(0,1,0)
4,+−−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ3) +

1

4
G0,1 (ρ3)− 1

4
G1,0 (ρ2) +

1

4
G1,1 (ρ2) (D.83)

− 1

4
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ3 (ρ1) +

1

4
Gρ3,0 (ρ2)− 1

4
Gρ3,1 (ρ2)

+
1

4
G0 (ρ2)G0 (ρ3)− 1

4
G1 (ρ2)G1 (ρ3) +

1

4
G0 (ρ3)Gρ2 (ρ1)

− 1

4
G0 (ρ3)Gρ3 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2) .

c
(0,1,0)
1,+−−+ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ2) +

1

4
G0,ρ3 (ρ2) +

1

4
G1,0 (ρ1)− 1

4
G1,ρ2 (ρ1) (D.84)

− 1

4
Gρ3,0 (ρ1) +

1

4
Gρ3,ρ2 (ρ1)− 1

4
Gρ3 (ρ1)Gρ3 (ρ2)

− 1

4
G0 (ρ1)G0 (ρ3) +

1

4
G0 (ρ2)G0 (ρ3)− 1

4
G0 (ρ2)G1 (ρ1)

+
1

4
G1 (ρ1)G1 (ρ2) +

1

4
G0 (ρ3)Gρ2 (ρ1)− 1

4
G1 (ρ2)Gρ2 (ρ1)

+
1

4
G0 (ρ2)Gρ3 (ρ1) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

c
(0,1,0)
2,+−−+ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ2)− 1

4
G0,ρ3 (ρ2) +

1

4
G1,0 (ρ2)− 1

2
G1,1 (ρ2) (D.85)

+
1

4
G1,ρ3 (ρ2)− 1

4
Gρ3,0 (ρ2) +

1

4
Gρ3,1 (ρ2)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ1)G0 (ρ3)− 1

4
G0 (ρ2)G0 (ρ3)− 1

4
G0 (ρ1)G1 (ρ2)

+
1

4
G0 (ρ3)G1 (ρ2)− 1

4
G0 (ρ3)Gρ2 (ρ1) +

1

4
G1 (ρ2)Gρ2 (ρ1)

+
1

4
G0 (ρ1)Gρ3 (ρ2) .

c
(0,1,0)
3,+−−+ (ρ1, ρ2, ρ3) =

1

2
G0,0 (ρ2)− 1

2
G0,0 (ρ3) +

1

2
G0,1 (ρ3)− 1

2
G0,ρ3 (ρ2) (D.86)

− 1

2
G1,0 (ρ1) +

1

2
G1,ρ3 (ρ1)− 1

2
Gρ2,0 (ρ1) +

1

2
Gρ2,ρ3 (ρ1)
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+
1

2
Gρ3,0 (ρ1)− 1

2
Gρ3,ρ3 (ρ1) +

1

2
Gρ3 (ρ1)Gρ3 (ρ2)

− 1

2
G0 (ρ1)G0 (ρ2) +

1

2
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ3)G1 (ρ1)

+
1

2
G0 (ρ1)G1 (ρ2)− 1

2
G0 (ρ3)G1 (ρ2)− 1

2
G1 (ρ1)G1 (ρ3)

+
1

2
G0 (ρ2)Gρ2 (ρ1)− 1

2
G0 (ρ3)Gρ3 (ρ1)− 1

2
G1 (ρ2)Gρ3 (ρ1)

+
1

2
G1 (ρ3)Gρ3 (ρ1)− 1

2
Gρ2 (ρ1)Gρ3 (ρ2) .

c
(0,1,0)
4,+−−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ2) +

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ3) +

1

4
G0,ρ3 (ρ2) (D.87)

+
1

4
G1,0 (ρ2)− 1

4
G1,ρ3 (ρ2) +

1

4
Gρ2,0 (ρ1)− 1

4
Gρ2,ρ3 (ρ1)

+
1

4
G0 (ρ1)G0 (ρ2)− 1

4
G0 (ρ1)G0 (ρ3)− 1

4
G0 (ρ3)G1 (ρ2)

+
1

4
G1 (ρ2)G1 (ρ3)− 1

4
G0 (ρ2)Gρ2 (ρ1)− 1

4
G0 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ3)Gρ3 (ρ2)− 1

4
G1 (ρ3)Gρ3 (ρ2) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

a
(0,0,1)
−+−+ (ρ1, ρ2, ρ3) = −1

4
G1,0 (ρ3)− 1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ2) +

1

4
G0 (ρ3)G1 (ρ2) . (D.88)

b
(0,0,1)
1,−+−+ (ρ1, ρ2, ρ3) =

1

4
G1,1 (ρ2)− 1

4
G1,ρ3 (ρ2)− 1

4
G0 (ρ3)G1 (ρ2) . (D.89)

b
(0,0,1)
2,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ3) +

1

2
G1,0 (ρ3) . (D.90)

b
(0,0,1)
3,−+−+ (ρ1, ρ2, ρ3) =

1

4
G1,0 (ρ2) +

1

4
G1,1 (ρ3) +

1

4
G1,ρ3 (ρ1)− 1

4
G1,ρ3 (ρ2) (D.91)

+
1

4
Gρ2,1 (ρ1) +

1

4
G1 (ρ2)G1 (ρ3)− 1

4
G1 (ρ1)G1 (ρ3)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G1 (ρ3)Gρ2 (ρ1)− 1

4
G0 (ρ3)G1 (ρ2)

− 1

4
G0 (ρ2)G1 (ρ3) .

b
(0,0,1)
4,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ3) +

1

2
G1,0 (ρ3) +

1

4
G1,1 (ρ2)− 1

4
G1,ρ3 (ρ2) (D.92)

+
1

4
Gρ3,1 (ρ2)− 1

4
Gρ3,ρ3 (ρ2)− 1

4
G0 (ρ3)G1 (ρ2)− 1

4
G0 (ρ3)Gρ3 (ρ2) .

c
(0,0,1)
1,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ1)− 1

4
G1,0 (ρ2) +

1

4
G1,ρ3 (ρ2)− 1

4
Gρ2,1 (ρ1) (D.93)

+
1

4
G0 (ρ3)G1 (ρ2)− 1

4
G0 (ρ1)G1 (ρ3) +

1

4
G0 (ρ2)G1 (ρ3)

− 1

4
G1 (ρ2)G1 (ρ3) +

1

4
G1 (ρ3)Gρ2 (ρ1) .

c
(0,0,1)
2,−+−+ (ρ1, ρ2, ρ3) =

1

2
G0,0 (ρ3)− 1

4
G0,1 (ρ1)− 1

4
G0,1 (ρ3)− 1

4
G0,ρ3 (ρ1) (D.94)

− 1

2
G1,0 (ρ3)− 1

4
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ1)G1 (ρ3) .
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c
(0,0,1)
3,−+−+ (ρ1, ρ2, ρ3) = −1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ2)− 1

4
Gρ3,1 (ρ2) +

1

4
Gρ3,ρ3 (ρ2) (D.95)

+
1

4
G0 (ρ3)G1 (ρ2) +

1

4
G0 (ρ3)Gρ3 (ρ2) .

c
(0,0,1)
4,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ3)− 1

2
G1,0 (ρ3) . (D.96)

c
(0,0,1)
5,−+−+ (ρ1, ρ2, ρ3) =

1

2
G0,0 (ρ3)− 1

4
G0,1 (ρ3)− 1

4
G1,0 (ρ2)− 1

2
G1,0 (ρ3) (D.97)

+
1

4
G1,ρ3 (ρ2)− 1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ3 (ρ1)− 1

4
Gρ3,0 (ρ2)

+
1

4
Gρ3,ρ3 (ρ2) +

1

2
G0 (ρ3)Gρ3 (ρ2)− 1

4
G1 (ρ3)Gρ3 (ρ2)

− 1

4
G0 (ρ2)G0 (ρ3) +

1

4
G0 (ρ3)G1 (ρ2) +

1

2
G0 (ρ2)G1 (ρ3)

− 1

4
G1 (ρ2)G1 (ρ3)− 1

4
G0 (ρ3)Gρ2 (ρ1) +

1

2
G1 (ρ3)Gρ2 (ρ1) .

d
(0,0,1)
1,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ1)− 1

4
G0,ρ3 (ρ1) +

1

4
G1,0 (ρ2)− 1

4
G1,ρ3 (ρ2) (D.98)

+
1

4
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ3 (ρ1) +

1

4
Gρ3,0 (ρ2)− 1

4
Gρ3,ρ3 (ρ2)

− 1

4
G0 (ρ1)G0 (ρ3) +

1

4
G0 (ρ2)G0 (ρ3)− 1

4
G0 (ρ3)G1 (ρ2)

+
1

2
G0 (ρ1)G1 (ρ3)− 1

2
G0 (ρ2)G1 (ρ3) +

1

4
G1 (ρ2)G1 (ρ3)

+
1

4
G0 (ρ3)Gρ2 (ρ1)− 1

2
G1 (ρ3)Gρ2 (ρ1)− 1

2
G0 (ρ3)Gρ3 (ρ2)

+
1

4
G1 (ρ3)Gρ3 (ρ2) .

d
(0,0,1)
2,−+−+ (ρ1, ρ2, ρ3) = −1

2
G0,0 (ρ3) +

1

4
G0,1 (ρ1) +

1

4
G0,1 (ρ3) +

1

4
G0,ρ3 (ρ1) (D.99)

+
1

2
G1,0 (ρ3) +

1

4
G0 (ρ1)G0 (ρ3)− 1

2
G0 (ρ1)G1 (ρ3) .

a
(0,1,0)
−+−+ (ρ1, ρ2, ρ3) = −1

4
G1,1 (ρ1) +

1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ1)− 1

4
G1,ρ3 (ρ2) (D.100)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G0 (ρ3)G1 (ρ2) .

b
(0,1,0)
1,−+−+ (ρ1, ρ2, ρ3) =

1

4
G1,1 (ρ2)− 1

4
G1,ρ3 (ρ2)− 1

4
G0 (ρ3)G1 (ρ2) . (D.101)

b
(0,1,0)
2,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ3) +

1

4
G0,1 (ρ1)− 1

2
G0,1 (ρ2)− 1

4
G0,1 (ρ3) (D.102)

− 1

4
G0,ρ3 (ρ1) +

1

2
G0,ρ3 (ρ2)− 1

4
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ3)G1 (ρ2) .

b
(0,1,0)
3,−+−+ (ρ1, ρ2, ρ3) = −1

4
G1,0 (ρ2) +

1

4
G1,0 (ρ3) +

1

4
G1,1 (ρ1)− 1

4
G1,1 (ρ3) (D.103)

+
1

2
G1,ρ2 (ρ1)− 1

2
G1,ρ3 (ρ1) +

1

4
G1,ρ3 (ρ2) +

1

4
Gρ2,1 (ρ1)

+
1

2
G0 (ρ2)G1 (ρ1)− 1

2
G0 (ρ3)G1 (ρ1) +

1

4
G0 (ρ3)G1 (ρ2)
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− 1

2
G1 (ρ1)G1 (ρ2)− 1

4
G0 (ρ2)G1 (ρ3) +

1

4
G1 (ρ1)G1 (ρ3)

+
1

4
G1 (ρ2)G1 (ρ3)− 1

4
G1 (ρ3)Gρ2 (ρ1) .

b
(0,1,0)
4,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ2) +

1

4
G0,ρ3 (ρ2)− 1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ2) (D.104)

+
1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ3 (ρ1) +

1

4
Gρ3,1 (ρ2)− 1

4
Gρ3,ρ3 (ρ2)

− 1

4
G0 (ρ3)G1 (ρ1) +

1

4
G0 (ρ3)G1 (ρ2) +

1

4
G1 (ρ1)G1 (ρ2)

− 1

4
G1 (ρ2)Gρ2 (ρ1)− 1

4
G1 (ρ1)Gρ3 (ρ2) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

c
(0,1,0)
1,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ1)− 1

4
G1,0 (ρ2) +

1

4
G1,ρ3 (ρ2)− 1

4
Gρ2,1 (ρ1) (D.105)

+
1

4
G0 (ρ3)G1 (ρ2)− 1

4
G0 (ρ1)G1 (ρ3) +

1

4
G0 (ρ2)G1 (ρ3)

− 1

4
G1 (ρ2)G1 (ρ3) +

1

4
G1 (ρ3)Gρ2 (ρ1) .

c
(0,1,0)
2,−+−+ (ρ1, ρ2, ρ3) =

1

2
G0,0 (ρ2)− 1

2
G0,0 (ρ3)− 1

2
G0,1 (ρ1) +

1

2
G0,1 (ρ3) (D.106)

− 1

2
G0,ρ2 (ρ1) +

1

2
G0,ρ3 (ρ1)− 1

2
G0,ρ3 (ρ2)− 1

2
G0 (ρ3)G1 (ρ2)

− 1

2
G0 (ρ1)G0 (ρ2) +

1

2
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ1)G1 (ρ2) .

c
(0,1,0)
3,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,1 (ρ1)− 1

4
G0,ρ3 (ρ1)− 1

4
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ3 (ρ1) (D.107)

− 1

4
Gρ3,1 (ρ2) +

1

4
Gρ3,ρ3 (ρ2)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2)

− 1

4
G0 (ρ1)G1 (ρ2) +

1

2
G0 (ρ3)G1 (ρ2)− 1

4
G1 (ρ2)G1 (ρ3)

+
1

4
G1 (ρ2)Gρ2 (ρ1) +

1

4
G0 (ρ1)Gρ3 (ρ2)− 1

4
G0 (ρ3)Gρ3 (ρ2)

+
1

4
G1 (ρ3)Gρ3 (ρ2) .

c
(0,1,0)
4,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ1) +

1

2
G0,1 (ρ2) +

1

4
G0,1 (ρ3) (D.108)

+
1

4
G0,ρ3 (ρ1)− 1

2
G0,ρ3 (ρ2) +

1

4
G0 (ρ1)G0 (ρ3)− 1

2
G0 (ρ3)G1 (ρ2) .

c
(0,1,0)
5,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ2)− 1

4
G0,0 (ρ3) +

1

2
G0,1 (ρ2) +

1

4
G0,1 (ρ3) (D.109)

− 1

4
G0,ρ3 (ρ2) +

1

4
G1,0 (ρ2)− 1

4
G1,ρ2 (ρ1)− 1

4
G1,ρ3 (ρ2)

− 1

2
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ2 (ρ1) +

1

2
Gρ2,ρ3 (ρ1) +

1

4
Gρ3,0 (ρ2)

− 1

2
Gρ3,1 (ρ2) +

1

4
Gρ3,ρ3 (ρ2)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ2)G0 (ρ3)− 1

4
G0 (ρ2)G1 (ρ1) +

1

4
G0 (ρ3)G1 (ρ1)
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− 1

4
G0 (ρ3)G1 (ρ2)− 1

4
G1 (ρ2)G1 (ρ3)− 1

4
G0 (ρ2)Gρ2 (ρ1)

+
1

4
G0 (ρ3)Gρ2 (ρ1) +

1

2
G1 (ρ2)Gρ2 (ρ1)− 1

4
G0 (ρ3)Gρ3 (ρ2)

+
1

4
G1 (ρ1)Gρ3 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2) .

d
(0,1,0)
1,−+−+ (ρ1, ρ2, ρ3) =

1

2
G0,0 (ρ2)− 1

2
G0,1 (ρ1)− 1

2
G0,1 (ρ2)− 1

4
G0,ρ2 (ρ1) (D.110)

+
1

2
G0,ρ3 (ρ1) +

1

2
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ2 (ρ1)− 1

2
Gρ2,ρ3 (ρ1)

− 1

4
Gρ3,0 (ρ2) +

1

2
Gρ3,1 (ρ2)− 1

4
Gρ3,ρ3 (ρ2) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2)

− 1

4
G0 (ρ1)G0 (ρ2) +

1

4
G0 (ρ1)G0 (ρ3)− 1

4
G0 (ρ2)G0 (ρ3)

+
1

2
G0 (ρ1)G1 (ρ2)− 1

2
G0 (ρ3)G1 (ρ2) +

1

2
G1 (ρ2)G1 (ρ3)

+
1

4
G0 (ρ2)Gρ2 (ρ1)− 1

4
G0 (ρ3)Gρ2 (ρ1)− 1

2
G1 (ρ2)Gρ2 (ρ1)

− 1

4
G0 (ρ1)Gρ3 (ρ2) +

1

2
G0 (ρ3)Gρ3 (ρ2)− 1

2
G1 (ρ3)Gρ3 (ρ2) .

d
(0,1,0)
2,−+−+ (ρ1, ρ2, ρ3) = −1

2
G0,0 (ρ2) +

1

2
G0,0 (ρ3) +

1

2
G0,1 (ρ1)− 1

2
G0,1 (ρ3) (D.111)

+
1

2
G0,ρ2 (ρ1)− 1

2
G0,ρ3 (ρ1) +

1

2
G0,ρ3 (ρ2) +

1

2
G0 (ρ3)G1 (ρ2)

+
1

2
G0 (ρ1)G0 (ρ2)− 1

2
G0 (ρ1)G0 (ρ3)− 1

2
G0 (ρ1)G1 (ρ2) .

a
(1,0,0)
−+−+ (ρ1, ρ2, ρ3) =

1

4
G1,1 (ρ1)− 1

4
G1,ρ3 (ρ1)− 1

4
G0 (ρ3)G1 (ρ1) . (D.112)

b
(1,0,0)
1,−+−+ (ρ1, ρ2, ρ3) = 0 . (D.113)

b
(1,0,0)
2,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ1)− 1

4
G0,1 (ρ3) +

1

4
G0,ρ3 (ρ1) (D.114)

− 1

4
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ3)G1 (ρ1) .

b
(1,0,0)
3,−+−+ (ρ1, ρ2, ρ3) = −1

4
G1,0 (ρ1)− 1

4
G1,1 (ρ1) +

1

4
G1,ρ3 (ρ1) +

1

4
G0 (ρ3)G1 (ρ1) . (D.115)

b
(1,0,0)
4,−+−+ (ρ1, ρ2, ρ3) = −1

4
Gρ2,1 (ρ1) +

1

4
Gρ2,ρ3 (ρ1)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2) (D.116)

+
1

4
G0 (ρ3)G1 (ρ1)− 1

4
G1 (ρ1)G1 (ρ2) +

1

4
G1 (ρ2)Gρ2 (ρ1)

+
1

4
G1 (ρ1)Gρ3 (ρ2) .

c
(1,0,0)
1,−+−+ (ρ1, ρ2, ρ3) = 0 . (D.117)

c
(1,0,0)
2,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ1)− 1

4
G0,0 (ρ3) +

1

4
G0,1 (ρ1) +

1

4
G0,1 (ρ3) (D.118)

− 1

4
G0,ρ3 (ρ1) +

1

2
G1,0 (ρ1) +

1

4
G0 (ρ1)G0 (ρ3)− 1

2
G0 (ρ3)G1 (ρ1) .

c
(1,0,0)
3,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,1 (ρ1) +

1

4
G0,1 (ρ2) +

1

4
G0,ρ3 (ρ1)− 1

4
G0,ρ3 (ρ2) (D.119)
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− 1

4
G1,1 (ρ2) +

1

4
G1,ρ3 (ρ2) +

1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ3 (ρ1)

− 1

4
G0 (ρ1)G1 (ρ2) +

1

4
G0 (ρ3)G1 (ρ2) +

1

2
G1 (ρ1)G1 (ρ2)

− 1

4
G1 (ρ2)G1 (ρ3)− 1

4
G1 (ρ2)Gρ2 (ρ1) +

1

4
G0 (ρ1)Gρ3 (ρ2)

− 1

4
G0 (ρ3)Gρ3 (ρ2)− 1

2
G1 (ρ1)Gρ3 (ρ2) +

1

4
G1 (ρ3)Gρ3 (ρ2)

+
1

4
Gρ2 (ρ1)Gρ3 (ρ2) .

c
(1,0,0)
4,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ3) +

1

4
G0,1 (ρ1) +

1

4
G0,1 (ρ3)− 1

4
G0,ρ3 (ρ1) (D.120)

+
1

4
G0 (ρ1)G0 (ρ3)− 1

2
G0 (ρ3)G1 (ρ1) .

c
(1,0,0)
5,−+−+ (ρ1, ρ2, ρ3) =

1

4
G1,ρ2 (ρ1) +

1

4
Gρ2,0 (ρ1) +

1

4
Gρ2,1 (ρ1)− 1

4
Gρ2,ρ2 (ρ1) (D.121)

− 1

4
Gρ2,ρ3 (ρ1)− 1

4
G1 (ρ1)Gρ3 (ρ2) +

1

4
Gρ2 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ2)G1 (ρ1)− 1

4
G0 (ρ3)G1 (ρ1)− 1

4
G0 (ρ2)Gρ2 (ρ1) .

d
(1,0,0)
1,−+−+ (ρ1, ρ2, ρ3) = −1

4
G0,0 (ρ1)− 1

4
G0,0 (ρ2) +

1

4
G0,1 (ρ1) +

1

4
G0,ρ2 (ρ1) (D.122)

− 1

4
G0,ρ3 (ρ1) +

1

4
G0,ρ3 (ρ2) +

1

2
G1,0 (ρ1) +

1

4
G1,0 (ρ2)

− 1

2
G1,ρ2 (ρ1)− 1

4
G1,ρ3 (ρ2)− 1

4
Gρ2,0 (ρ1)− 1

4
Gρ2,1 (ρ1)

+
1

4
Gρ2,ρ2 (ρ1) +

1

4
Gρ2,ρ3 (ρ1)− 1

4
Gρ2 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ1)G0 (ρ2)− 1

2
G0 (ρ2)G1 (ρ1)− 1

4
G0 (ρ3)G1 (ρ2)

+
1

4
G1 (ρ2)G1 (ρ3) +

1

4
G0 (ρ2)Gρ2 (ρ1)− 1

4
G0 (ρ1)Gρ3 (ρ2)

+
1

4
G0 (ρ3)Gρ3 (ρ2) +

1

2
G1 (ρ1)Gρ3 (ρ2)− 1

4
G1 (ρ3)Gρ3 (ρ2) .

d
(1,0,0)
2,−+−+ (ρ1, ρ2, ρ3) =

1

4
G0,0 (ρ1) +

1

4
G0,0 (ρ3)− 1

4
G0,1 (ρ1)− 1

4
G0,1 (ρ3) (D.123)

+
1

4
G0,ρ3 (ρ1)− 1

2
G1,0 (ρ1)− 1

4
G0 (ρ1)G0 (ρ3) +

1

2
G0 (ρ3)G1 (ρ1) .
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