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1 Introduction
Many models of new physics predict new particles which have enhanced couplings to the third
generation of the Standard Model (SM) [1–9]. Of these, certain models motivate the existence
of new heavy resonances that decay to top quark anti-top quark pairs, such as Z′ gauge bosons
and Randall-Sundrum Kaluza Klein gluons [10–14]. Recent diphoton and disboson excesses,
seen around 750 GeV and 2 TeV by the CMS and ATLAS experiments at the LHC, have pro-
vided further motivation for searches for these new heavy bosons [15–17]. In this analysis, we
search for heavy resonances in the top quark anti-quark pair production (tt) invariant mass
spectrum to test for the presence of different new physics models. As benchmark models,
we use a leptophobic topcolor model (with the mediator labeled as Z′), as well as Randall-
Sundrum Kaluza-Klein gluon production.

Past limits have been set for such resonances, with masses below 900 GeV, by the CDF and
D0 experiments at the Tevatron [18, 19]. At the LHC, the CMS and ATLAS experiments have
continued to set limits for heavy resonances decaying to tt. To do so, the experiments have used
data from proton-proton collisions at center of mass energies of 7 and 8 TeV to set increasingly
strict limits on resonances above 1 TeV [20–27]. The analyses are categorized by the decay
modes of the top quark-antiquark pair, with each top decaying into a b quark and W boson,
the W subsequently decaying into leptons or a “jet” of hadrons. Most recently, CMS and ATLAS
have released tt resonance limits, using 13 TeV data [28, 29]. Both of these analyses look for one
top decaying leptonically and the other hadronically. This analysis also uses 13 TeV data, but
looks for events in which both tops decay hadronically.

In the high mass ranges accessible by the LHC at
√

s = 13 TeV, the event topology of tt
production requires special techniques. As an example, for Z′ boson masses of more than
1 TeV decaying to tt, the produced top quarks will be highly Lorentz boosted and the sub-
sequent t → bW → bqq decays will usually merge together to form a single jet with sub-
structure. We utilize special reconstruction techniques to identify these “boosted top quarks”,
namely the CMS Top Tagger (V2) [30], which utilizes the modified mass drop tagger [31], N-
subjettiness [32, 33], and subjet b-tagging algorithms [34] to identify jets from boosted top
quarks.

The analysis utilizes the differences in the invariant mass spectrum of the tt pairs (Mtt) from
resonant and non-resonant SM production in order to search for new resonances. The dominant
background from non-top multijet backgrounds (NTMJ) is estimated from data. It is an update
to two existing CMS searches (

√
s = 7 TeV [20] and

√
s = 8 TeV [24]). The updated search uses

the 13 TeV dataset collected in 2015, corresponding to an integrated luminosity of 2.6 fb−1, with
new t-tagging tools and subjet b-tagging.

2 CMS detector and reconstruction
The central feature of the CMS apparatus [35] is a superconducting solenoid of 6 m internal di-
ameter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization detec-
tors embedded in the steel return yoke outside the solenoid. Extensive forward calorimetry
complements the coverage provided by the barrel and endcap detectors.

The event reconstruction is based on the CMS Particle Flow (PF) algorithm [36, 37], which
takes into account information from all subdetectors, including charged particle tracks from
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the tracking system, energy deposits in the electromagnetic and hadronic calorimeters and
tracks reconstructed in the muon chambers. Given this information, all particles in the event
are reconstructed as electrons, muons, photons, charged hadrons or neutral hadrons.

Muon and electron candidates are only used to veto events with a lepton to be statistically
independent from searches for tt resonances involving leptons.

Hadronic jets are clustered from particle flow algorithm particle inputs with the anti-kT algo-
rithm [38] using the FASTJET 3.0 software package [39, 40] with R = 0.8 (AK8 jets). Charged
hadrons associated with pileup vertices are not considered when clustering. Corrections based
on the jet area [41] are applied to the jets to remove the energy contribution of neutral hadrons
arising from pileup collisions. Further corrections are used to account for the nonlinear calori-
metric response, as a function of η and pT [42], derived from simulation and data-to-simulation
correction factors. All AK8 jets are required to have pT > 400 GeV and rapidity |y| < 2.4.
Spurious jets due to detector noise effects are removed by requiring at least 1% of the jet energy
to come from the electromagnetic and hadronic calorimeters.

These AK8 jets are then taken as top quark candidates (t-jets). To identify the jets as t-jets, the
“CMS Top Tagger V2” algorithm is used. In this algorithm, the constituents of the AK8 jets are
reclustered using the Cambridge-Aachen algorithm [43, 44]. The modified mass drop tagger
(MMDT) algorithm [31], also known as the “soft drop” algorithm with angular exponent β = 0,
soft threshold zcut < 0.1, and characteristic radius R0 = 0.8 [45], is used to remove soft, wide-
angle radiation from the jet. This algorithm is also used to identify two subjets within the AK8
jet. The subjet corresponding to the b-quark can be identified using subjet b-tagging techniques
as in Refs. [26, 46]. Specifically, the Combined Secondary Vertex v2 (CSVv2) algorithm is used to
identify b-tagged subjets. A ‘medium’ working point of the algorithm is used, which provides
an efficiency of approximately 70% for the identification of real b jets, while rejecting 99% of
light-flavor jets. To identify the three-pronged substructure of the hadronically-decaying top
quark, the N-subjettiness variable τ3/τ2 (abbr. τ32) [32, 33] is used. This variable is calculated
using all particle flow inputs to the AK8 jet, with N-subjettiness axes defined by the one-pass
minimization procedure [33].

The specific working point used in this analysis is defined by requiring that the soft-dropped
mass satisfy 110 < MSD < 210 GeV and the N-subjettiness variable satisfy τ32 < 0.69, which
corresponds to a misidentification rate in simulation of 3% [30]. Jets satisfying the jet mass and
N-subjettiness selections are referred to as “t-tagged”. Additionally, “t-tagged” jets are consid-
ered to have a subjet b-tag if they contain at least one soft-drop subjet with CSVv2 discriminant
satisfying the 1% mistag rate working point.

3 Data and simulation samples
The data were collected with an online trigger that required the sum of the jet activity of the
event (HT) to be larger than 800 GeV. The trigger selection is over 95% efficient when the
offline HT is larger than 1000 GeV. This offline requirement has little effect on the signal accep-
tance, due to the large resonance masses. The dataset analyzed corresponds to an integrated
luminosity of 2.6 fb−1.

Several simulated signal samples were analyzed. Using MADGRAPH v5.2 [47], we generated
neutral spin-1 resonances (Z′) with the same couplings as the SM Z boson to left- and right-
handed fermions. This is referred to as the “Sequential Standard Model” (SSM). In this analysis
only Z′ decaying to tt quark pairs are considered. We use three arbitrarily-defined widths of
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1%, 10%, and 30%. These were chosen to be smaller than, comparable to, and larger than the
intrinsic detector resolution (respectively). Z′ samples with resonance masses between 1 TeV
and 4 TeV were generated. Higher-order parton radiations were calculated for up to three extra
partons at tree-level. The parton showering was modeled with PYTHIA 8.2 [48], and the MLM
algorithm [49] was used for the matching. The leptophobic topcolor model is assumed to have
similar event characteristics as the SSM Z′.

In addition to the SSM model, one specific additional model was chosen, where a Kaluza–Klein
Randall–Sundrum gluon was produced with PYTHIA 8.2. This nearly always results in resonant
tt production, with a nontrivial width defined by the physics of the model. Kaluza–Klein gluon
excitations are generated with resonance masses between 1 TeV and 4 TeV. The branching ratio
of the resonance state into top quark pairs is about 94%, with the remaining fraction decaying
mostly to bottom quark pairs.

Top quark pair events, produced in the SM via the strong interaction, are generated with the
next-to-leading-order generator POWHEG [50–54]. The tt sample is normalized to σtt = 831.76
pb [55], but is eventually extracted from the sample in situ in a likelihood fit. All samples are
interfaced to PYTHIA 8.2 for parton showering.

Simulated QCD multijet events are used for validation of the background estimation proce-
dure but are not used when performing the search (the multijet background is estimated from
sideband regions in data). We use multijet events generated with PYTHIA 8.2, binned in the HT
of the hard scatter to increase MC statistics in the high-energy region.

All events were generated with the NNPDF 3.0 PDF sets [56]. Whenever PYTHIA 8.2 is used
for showering and hadronization, the underlying event tune CUETP8M1 has been used [57].
All simulated samples include the simulation of additional inelastic proton-proton interactions
within the same bunch crossing (“in-time pileup”) and the simulation of additional contribu-
tion in the signal readout from the previous and next bunch crossing (“out-of-time pileup”)
which are assumed to be 25 ns apart from the main bunch crossing. Simulated events are
reweighted to match the observed distribution of the number of pileup interactions in data,
based on a minimum bias cross section of 69 mb.

4 Event selection and background estimation
The event topology considered in this analysis is dijets that both satisfy kinematic and t-tagging
selection criteria. Both jets are required to have pT > 400 GeV, |y| < 2.4, and both are required
to be t-tagged. A back-to-back topology is selected by requiring the azimuthal angles of the
two leading jets to satisfy |∆φ| > 2.1. Furthermore, the scalar sum of all of the jets in the event
is required to satisfy HT > 1000 GeV to be above the trigger threshold.

Events are further categorized into six regions (A-F) based on two criteria: (1) the rapidity
difference (|∆y|) between the two AK8 jets; and (2) the number of jets with at least one b-tagged
subjet (considering only the two highest pT jets).

This analysis has two primary sources of background, non-top multijet (NTMJ) and SM tt
events.

The estimate for tt events is taken from simulation to model the shape of the mtt distribution.
The normalization of this distribution is initially set to the theoretical cross section, but is al-
lowed to vary within both rate and shape uncertainties during limit setting. The shape and
normalization are both fitted and extracted from the six event categories. The variation pre-
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dominantly affects categories C and F, which require two subjet b-tags, and thus have a large
SM tt contribution.

We apply corrections to tt and signal events due to differences in selection efficiencies measured
in data and simulated events. For the top-tagging efficiency, we select a sample enriched in
tt events using a muon+jets topology. The scale factor (SF), or ratio of efficiencies measured
in data and simulation, is found to be 0.81 ± 0.08 for the t-tagging criteria described above.
This scale factor is used to weight events used in the analysis, applied once per t-tagged jet
in all simulated events. Scale factors for subjet-b-tagging efficiencies, having both pT and η
dependence, are applied independently from the t-tagging scale factors. The subjet-b-tagging
efficiencies range from 95 to 100% for the pT range considered here.

For the NTMJ estimate, we use a data-driven technique. This technique is similar to that
described in Ref. [26]. The method involves selecting a sample with low SM tt contribution
by inverting the t-tagging N-subjettiness requirement on one selected jet (anti-tag) and deter-
mining the t-tagging rate for the second jet (probe). The anti-tagged jet is required to satisfy
110 < MSD < 210 GeV and τ32 > 0.69. This ‘anti-tag and probe’ method yields a per-jet mistag
rate parameterized as a function of jet momentum and is measured separately for events falling
into each of the six b-tag and |∆y| categories (Fig. 1). The method is designed such that it se-
lects a sample in data dominated by NTMJ events. A small number of real tt events survives
this selection. This contamination is removed by subtracting the distributions measured in tt
simulation from those measured in the anti-tag and probe selection in data.

Once the mistag rate is determined from the NTMJ control sample, it is used to estimate the
normalization and shape of NTMJ events passing the final event selection. To do this, we use
a “singly-tagged” region that contains events with at least one t-tagged jet. In order to avoid
bias, we randomly select one of the two leading top jet candidates and require that it passes
the t-tagging selection described above. If the randomly chosen jet is t-tagged, we include this
event and weight it by the appropriate mistag rate based on the momentum of the jet opposite
the tagged jet, the rapidity difference, and the number of subjet b-tags.

Using this single-tagged control region without any requirements on the second jet leads to an
overlap between the signal region and this region used to estimate the multijet background.
To remove the effects of double-counting, the tt contribution is subtracted from the multijet
estimate. This is done by evaluating the mistag weighting procedure described above on the
simulated tt events, to find the contribution of tt events that would enter the NTMJ estimate
when applying the method using data. This contribution is subtracted from the NTMJ estimate,
accounting for a tt contamination of about 1–2% of the NTMJ background estimate in the 0 b-
tag event regions, and about 6–10% in the other regions.

As a final step to the shape determination of the NTMJ estimate, we account for the fact that
the second jet, having no tag selection applied, will have different kinematics than those jets in
the signal region. To mimic the kinematics of the signal region, we randomly set the mass of
this second jet according to a distribution of jet masses from simulated QCD events in the same
window used for the signal region selection, 110 < MSD < 210 GeV. This method is validated
using simulated QCD events.

5 Systematic Uncertainties
Several sources of systematic uncertainty affect both the overall normalization of the back-
ground components in the analysis, as well as the shapes of the tt invariant mass (mtt) dis-
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Figure 1: t-tagging mistag rate as measured with an anti-tag and probe procedure. The red
squares indicate the mistag rate measured in QCD simulation. Blue circles indicate the mistag
rate measured in data. The contamination from tt is removed by subtracting simulated tt
events, normalized to expectation. The mistag rate is measured separately for each of the six
event categories described in the text.
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Table 1: Summary of systematic uncertainties applied to the analysis.

Systematic Uncertainty Source Value Type
Jet b-tag Efficiency ±1σ Rate + Shape
Jet t-tag Efficiency 20% Rate
Jet Energy Scale ±1σ Rate + Shape
Jet Energy Resolution ±1σ Rate + Shape
Integrated Luminosity Measurement 2.7% Rate
Parton Distribution Functions ±1σ Rate + Shape
Pileup Reweighting ±1σ Rate + Shape
Mistag Rate Measurement ±1σ Rate + Shape
tt Matrix Element Scale ±1σ Rate + Shape
tt Parton Shower Scale ±1σ Rate + Shape
tt Cross Section 15% Rate
NTMJ Jet Kinematics ±1σ Rate + Shape
NTMJ Closure Test ±1σ Rate + Shape

tribution for signal and background processes. These are treated as nuisance parameters in
the likelihood fit as described in the next section, and hence will be constrained, if possible,
using the observed data. The input distributions and values for the uncertainties on the nui-
sance parameters are determined as described below. Table 1 shows a list of the systematic
uncertainties.

We evaluate the effect of the jet energy scale uncertainty on the simulated samples. This is done
by varying the jet four-momentum up and down by the jet energy scale uncertainty, which
varies as a function of jet pT and pseudorapidity. This affects the shape of the mtt distribution
and changes the overall normalization by up to approximately 5%.

We account for differing jet energy resolutions between simulated events and data events. We
smear the jet momentum four-vectors by an additional (η-dependent) 6-12%. We assume that
the jet energy resolution for subjets is the same as that for the hard jets. The variation of the
subjet pT is also included in these shape uncertainties. This results in negligible shape and
normalization changes in the mtt distribution, relative to other effects.

We vary the minimum bias cross section used to reweight simulated events based on the num-
ber of pileup interactions by 5%, resulting in shape differences in the mtt spectrum.

The uncertainties related to SM tt events include several contributions: a rate-only component
due to the uncertainty in the tt cross section, which is taken to be 15% [58], a shape component
for uncertainties in the renormalization and factorization scale (Q2), and parton shower uncer-
tainties. The Q2 shape uncertainties are implemented by reweighting tt events using several
independent variations of the renormalization (µR) and factorization (µF) scales by up to one-
half or two times the nominal value, and taking the envelope of the resulting mtt distributions
as the systematic shape variation. Additionally, we explore the effect of initial and final state
radiation on the reconstruction of the tt system. An uncertainty is derived by using tt events
generated with different Q2 scales used for the parton shower generation and evolution in sim-
ulation. This uncertainty is applied as a shape template on the reconstructed mtt distribution.

We evaluate the effects of the choice of parton distribution function (PDF) on the simulated
samples. The shape uncertainties are obtained by reweighting the simulated events using dif-
ferent variations of the eigenvectors used in the simulation. The weights for each variation are
added in quadrature to obtain a combined shape and normalization uncertainty due to PDF
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Table 2: Expected background and observed data yields for the six event categorizations used
in the final analysis selection. Errors include both the statistical and systematic components.

|∆y| > 1.0
Process 0 b-tags 1 b-tag 2 b-tags
NTMJ 1291± 23 371± 12 31± 5.9
SM tt 47± 9.4 82± 13 37± 7.9
Total Background 1338± 24 454± 17 68± 10
DATA 1300 441 78

|∆y| < 1.0
Process 0 b-tags 1 b-tag 2 b-tags
NTMJ 1321± 41 402± 14 36± 8.9
SM tt 75± 16 142± 25 72± 17
Total Background 1396± 44 544± 29 108± 19
DATA 1414 596 124

effects.

The mistag rate uncertainty, shown in Fig. 1, contains statistical uncertainties that are prop-
agated to the NTMJ background estimation. Additionally, the systematic uncertainty associ-
ated with the ‘mass-modified’ procedure, which is used to correct the kinematic bias in the
background estimation, is computed by taking half the difference between the uncorrected
background estimate and the ‘mass-modified’ background estimate. This affects the shape and
normalization of the mtt distribution. Simulated QCD events are used in a closure test to verify
that the background estimation procedure accurately predicts the double t-tagged mtt distribu-
tion. An additional systematic uncertainty is assigned to the NTMJ background estimate based
on small disagreements (up to 10%) observed in the shape of the kinematic threshold at low
mtt values in this closure test.

6 Statistical interpretation and results
The expected background is a combination of NTMJ events, as estimated from data, and sim-
ulated tt events. Jet kinematic variables are well modeled by the expected background. Table
2 shows the expected background yields for the six analysis categories used, along with the
observed number of data events and the background expected from the SM.

The distributions of mtt used for signal discrimination in each of the six event categories are
shown in Fig. 2. We do not observe any significant excess of events above the expected back-
ground from SM tt and NTMJ events. We extract limits on the cross sections of the signal model
hypotheses considered for this analysis.

We perform a template-based shape analysis with the Theta software package [59], using these
mtt distributions. A Bayesian likelihood-based method is used, allowing the expected back-
ground model to fluctuate within the various systematic and statistical uncertainties to find
the best fit to the observed data distribution. Each systematic uncertainty is accounted for with
an individual nuisance parameter in the likelihood formation. For the signal cross section pa-
rameter, we use a uniform prior distribution. For the other nuisance parameters, a lognormal
prior distribution is used. By varying these parameters within their prior distribution func-
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Table 3: Observed and expected exclusion ranges for resonance masses in each of the signal
models tested in the analysis.

Mass Exclusion Limits
Signal Model Exclusion Ranges (TeV)

Expected Observed
Z’ (1% Width) 1.2 – 1.6 1.4 – 1.6
Z’ (10% Width) 1.0 – 3.1 1.0 – 3.3
Z’ (30% Width) 1.0 – 3.7 1.0 – 3.8
RS Gluon 1.0 – 2.5 1 – 2.4

Table 4: Table of expected and observed 95% CL cross section limits, for the narrow (1% width)
Z’ signal hypothesis.

Z’ (1% Width) Signal Hypothesis
Mass (GeV) Observed 95% CL Limit (pb) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ

1000 12 7.9 11 16 25 39
1250 2.4 0.74 1.0 1.5 2.2 3.0
1500 0.6 0.34 0.47 0.68 0.98 1.4
2000 0.29 0.14 0.19 0.27 0.39 0.56
2500 0.18 0.076 0.099 0.15 0.21 0.3
3000 0.087 0.065 0.086 0.12 0.18 0.25
3500 0.061 0.058 0.075 0.11 0.16 0.23
4000 0.059 0.053 0.071 0.1 0.15 0.31

tions, pseudoexperiments are performed to estimate the 68% and 95% CL (1- and 2-sigma)
expected limit bands.

Figures 3 show the expected cross section limits obtained from the analysis for the four different
signal hypotheses, using the combination of the six independent signal regions A-F. The Z’
cross section is calculated at next-to-leading order (NLO) from the leptophobic topcolor model.
The RS KK gluon signal cross section is calculated from leading order (LO) PYTHIA 8 and a
scale factor of 1.3 is applied to take into account the ratio of NLO to LO predictions [60]. The
cross section and resonance mass exclusions are also shown numerically in Tables 3 – 7.

7 Conclusions
We have performed the first search for top quark pair resonances in the all-hadronic channel
using

√
s = 13 TeV data from the LHC Run 2. The search uses a new top-tagging algorithm,

optimized for Run 2 analyses, using the jet mass from the modified mass-drop tagger and N-
subjettiness jet substructure variables along with subjet b-tagging. We estimate the non-top
multijet background using a mistag rate measured in a control region depleted of tt events. No
excess above the standard model expectation is observed, and we set limits on the production
cross sections of Z’ bosons and RS gluons, for signal models with varying widths. For some
signal models, we eclipse previous exclusion limits, excluding Z’ bosons with masses up to 3.3
(3.8) TeV, for Z’ relative widths of 10% (30%) of their masses.
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Figure 2: Final log-scale distributions of mtt for all six signal regions, with the ∆y < 1.0 cate-
gories shown in the left column and the ∆y > 1.0 categories in the right. The number of b-tags
in the plots increase from zero in the first row to two b-tags in the third row. The shaded region
corresponds to the combined systematic and statistical uncertainties on the background model.
Signal models have been normalized to a cross section of 1 pb.
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Figure 3: Expected and observed 95% CL upper limits on the cross section times branching
ratio for the four signal models, as a function of the new heavy particle mass. The four models
considered are a Z’ boson whose width is 1% of its mass (upper left), a 10% width Z’ boson
(upper right), a 30% width Z’ boson (lower left), and an RS KK gluon (lower right). The solid
(dashed) black line gives the observed (median expected) limits, while the one (two) sigma
expected limit band is shown in green (yellow). The solid line shows the expected theoretical
cross section for the signal process of interest.
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Table 5: Table of expected and observed 95% CL cross section limits, for the wide (10% width)
Z’ signal hypothesis.

Wide Z’ Signal Hypothesis
Mass (GeV) Observed 95% CL Limit (pb) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ

1000 15 7.8 11 18 29 44
1250 4.5 1.3 2.0 2.9 4.3 5.8
1500 1.2 0.6 0.82 1.2 1.8 2.6
2000 0.42 0.2 0.27 0.39 0.58 0.84
2500 0.27 0.12 0.16 0.22 0.33 0.46
3000 0.14 0.1 0.14 0.19 0.28 0.4
3500 0.12 0.11 0.14 0.19 0.29 0.41
4000 0.12 0.11 0.14 0.19 0.29 0.48

Table 6: Table of expected and observed 95% CL cross section limits, for the extra wide (30%
width) Z’ signal hypothesis.

Z’ (30% Width) Signal Hypothesis
Mass (GeV) Observed 95% CL Limit (pb) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ

1000 15 5.1 7.7 12 19 28
2000 0.82 0.35 0.47 0.66 1 1.4
3000 0.29 0.2 0.27 0.38 0.55 0.83
4000 0.28 0.21 0.28 0.39 0.57 0.81

Table 7: Table of expected and observed 95% CL cross section limits, for the RS Gluon signal
hypothesis.

RS Gluon Signal Hypothesis
Mass (GeV) Observed 95% CL Limit (pb) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ

1000 17 6.4 9.4 14 22 35
1250 5.8 2.0 2.7 4.1 6.0 8.6
1500 2.7 1.0 1.4 1.9 2.9 4.0
2000 0.72 0.34 0.46 0.65 0.92 1.3
2500 0.5 0.21 0.28 0.39 0.58 0.82
3000 0.25 0.17 0.24 0.33 0.49 0.72
3500 0.22 0.17 0.23 0.32 0.47 0.67
4000 0.25 0.20 0.27 0.38 0.55 0.8
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