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Synopsis

Reported in this thesis is an analysis of OPAL data collected during the last four
years of LEP operation at CERN, a review of the principal results of the ATLAS
SCT barrel system test and a preliminary ATLAS Monte Carlo study.

Anomalous quartic couplings between the electroweak gauge bosons may con-
tribute to the efe™ — vwyy process. The main analysis uses 652 pb~! of OPAL
data recorded at 183-209 GeV centre-of-mass energies. A sample of 20 acoplanar
photon pair events is selected and a binned maximum likelihood method used to
constrain the possible WW+~~ and ZZ~~ couplings. The 95% confidence level limits

W W

on the anomalous coupling parameters a' , a)¥, a5 and a? are found to be

—0.040 GeV ? < a)V/A? < 0.037 GeV 2,
—0.114 GeV 2 < alV/A? < 0.103 GeV 2,
—0.009 GeV™? < a%/A? < 0.026 GeV~?,
—0.034 GeV™? < a?/A? < 0.039 GeV~?,

where A is the energy scale of the new physics. Limits obtained when allowing two
or four parameters to vary are also presented. The results are combined with those

from the WHW~+~ and qqyvy processes also studied at OPAL.

Additionally, results are reported of the system test of 12 silicon micro-strip
detector modules, operated on a prototype partial section of the inner-most AT-
LAS SCT barrel. The performance of the modules was found to be within the
specified limits of the design. Methods have also been developed to measure the
common-mode noise present in binary read-out systems, and their functionality is
demonstrated by application to the ATLAS detector modules operated at the system
test.

Finally, a Monte Carlo study of the Wy~ final state produced in pp collisions
is presented, using ATLFAST to model the events in the ATLAS detector. This

tri-boson process may be sensitive to a possible anomalous WW~~y vertex.
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Chapter 1

Introduction and Theoretical

Framework

The ancient Greeks’ belief that the complexity of the everyday world was built
from just four elements, earth, fire, air and water, was perhaps mankind’s first
attempt to understand the very nature of matter itself. Nearly three millennia later,
modern day high energy physics research represents the continued pursuit of this
same understanding. Within this field, the developments in theory and experiment
of the last few decades have culminated in what is currently the most successful
mathematical description of nature at its most fundamental level: the Standard

Model of particle physics.

An overview of the Standard Model, in which all known elementary constituents
of the sub-atomic world and the interactions between them are embedded, is pre-
sented in this chapter. The concept of self-couplings between the electroweak gauge
bosons is introduced, indicating how their study represents an important test of the
Standard Model. Finally, the formalism for possible anomalous quartic gauge cou-
plings is presented and it is shown how these may be probed using the ete™ — vyy

process.



1.1 Overview of the Standard Model

1.1.1 Introducing the Particles and Forces

The point-like elementary particles from which all matter in the Universe is thought
to be composed are listed in table 1.1. The matter constituents themselves are the
spin—% fermions, named after the Fermi-Dirac statistics which they obey. These
can interact with each other through some or all of the four fundamental forces;
the strong, weak, electromagnetic and gravitational interactions, mediated by the

exchange of further elementary particles, the gauge bosons.

GAUGE FERMIONS

BOSONS Generation 1 Generation 2 Generation 3

Leptons
v (0) ve (<3 eV) v, (<0.19 MeV) v, (<18.2 MeV)
e~ (511 keV) p~ (106 MeV) 7 (1.78 GeV)

W=+ (80.4 GeV)

Z (91.2 GeV) Quarks
u (1.5-4.5 MeV) ¢ (1.0-1.4 GeV) t (~180 GeV)
g(x8) (0) d (5.0-8.5 MeV) s (80-155 MeV) b (4.0-4.5 GeV)

Table 1.1: The elementary fermions and gauge bosons within the Standard Model. Their masses

are given in parentheses [2].

The fermions exist as three generations of lepton and quark doublets. The first
generation of leptons is formed by the electron (e™) and its neutrino (1), whilst the
first generation of quarks consists of the up (u) and the down (d). The masses of
these particles are indicated in table 1.1. The particles contained in the second and
third generations are more massive duplicates of those in the first, but which are
increasingly short-lived. These higher generation particles are therefore only pro-
duced in interactions of sufficient energy and are not seen in stable matter. Although

the phenomenon of neutrino oscillations, first observed by the Super-Kamiokande



experiment in 1998 [3]|, demands that there be a mass difference between the differ-
ent neutrino types, the small absolute values for the neutrino masses are neglected

throughout this work.

The e™, 4~ and 7~ leptons all possess an electric charge of () = —1 (in units of
the electron charge, e) while the quarks u, ¢, t and d, s, b have fractional electric
charges —i—% or —%, respectively. The quarks in addition carry a quantum number
“colour”, usually labelled as red, green or blue. For every fermion there is a cor-
responding anti-fermion, identical except for its internal quantum numbers such as

electric charge and colour, which are reversed.

All fermions except the electrically neutral neutrinos can interact via the familiar
electromagnetic force. This is mediated by virtual photon (y) exchange and is well
described by Quantum Electrodynamics (QED). With the exchange particle here
being massless, the force is granted an infinite range by the Heisenberg Uncertainty
Principle [4]. In contrast, the weak force, felt by all fermions, is carried by the
massive charged W bosons and the neutral Z boson and acts over a limited range.
The formalism of the gauge group theory [5] describing QED and its unification with

the weak interaction is outlined in the following sections of this chapter.

A detailed understanding of the quark model and the theory of Quantum Chromo
Dynamics (QCD) describing the strong force, through which only these fermions can
interact, is not required for the work presented in this thesis. The strong force is
mediated between quarks by the exchange of eight coloured bosons called gluons
(g9). Although massless, strong self-interactions of these gluons limit the range of
the interaction. The strong force binds the quarks together as colour neutral combi-
nations, either in triplets as baryons, such as the proton (uud) and neutron (dud),
or in quark-anti-quark pairs as mesons. Due to the phenomenon of confinement free

quarks are never observed.

Although the dominating force on a cosmological scale, the gravitational inter-
action, transmitted between all particles with mass by the hypothetical massless
graviton, is negligibly weak on the scale of sub-atomic particles and is not usually

considered in particle physics.



1.1.2 Introducing Gauge Field Theory: Quantum Electro-
dynamics (QED)

The theory of QED describes how charged spin—% particles obeying the Dirac equa-
tion interact electromagnetically via the exchange of virtual photons. The formalism

precipitates from, for example, the Lagrangian for a free electron of mass m,
L = ipy, 0" — myep,

by imposing local phase invariance [6]. That is, £ should be invariant under trans-

formations of the form
1/)(-'17) — e—ieQa(a:)z/)(x),

where Q is the charge operator, having eigenvalue () = —1 for an electron, and «(x)
is some scalar function of space and time. The condition is satisfied only if an extra

term is added:
L = i)y, 0" — mpyp — epy, QA
where the vector field A* that is introduced transforms as

AF — AP — %8"04(:6).

Since the operator Q is the generator of the unitary Abelian group of transformations
U(a(z)) = e Q) the Lagrangian is now said to possess local U(1)em gauge
invariance. The so called gauge field, A*, can be identified with the Maxwell field

vector, prompting the inclusion of a kinetic term, —iF“”FW, where

Fr = FAY — 9" A",
The QED Lagrangian for an electron is therefore
- I . =
L =ip(y,0" —m)p — ZF“ F., — ey, QuAH,

which describes the Dirac field of the electron (1st term), the gauge field of the
photon (2nd term) and the coupling of these two fields (3rd term). Adding a mass



term for A* is prohibited by the gauge invariance, supporting the association of the

gauge field with the massless photon.

In order for the gauge field theory to be useful, it must make predictions for the
cross-sections of processes involving interacting fermion and photon fields. This is
achieved by drawing the Feynman diagram corresponding to the physical process
of interest. From such a diagram, the matrix element, —iM, of the transition
amplitude for the process can be written down as the product of several factors,
following the Feynman rules [7]. Drawn in figure 1.1 is the Feynman diagram for
the scattering of an electron by a static charge, giving a simple illustration of the
QED interaction at lowest order. The four-momentum, ¢, of the photon is given
by four-momentum conservation at the vertex where the fermion and photon fields
are coupled: the photon is virtual since ¢> # 0. Associated with the vertex is
the Feynman vertex factor, iev,, which, according with the Feynman rules, is the
coefficient of the interaction term in ¢2£. This is one factor that enters the expression

for —iM. As a result, the amplitude for the process is governed by e.

ey,

Am

Figure 1.1: The lowest order (Born level) QED interaction. The Feynman diagram could corre-

spond to the scattering of an electron from a static charge.

The Feynman diagram drawn in figure 1.1 depicts the so called Born level scat-
tering process, involving the smallest number of couplings, e. Strictly, to calculate
the full cross-section, the higher order processes shown in figure 1.2 need to be
included, as these are identical in terms of the observable initial and final states.

This is problematic since the unobserved particles in the loops have unconstrained



momenta which must be integrated over, yielding infinities in the calculations. The
occurrence of such infinities is averted by the act of renormalisation, however, which
essentially consists of absorbing them into the definition of the electron charge. The
electron-photon coupling of diagram 1.1, which really corresponded to the bare
charge, ey, is redefined to include the effects of the higher order processes and set to
its observed value, that is % = % = . Thus, after renormalising, the process 1.1
is taken to represent its sum with all other possible higher order processes. The bare
charge is now infinite and can be interpreted as a bare electron being surrounded
by a cloud of virtual particles. When viewed from a distance the electron charge is
measured as e, but when higher energy photons are used to probe closer to the bare
electron its charge increases: this is described as the “running” of the electromag-
netic coupling constant, «, with energy. That gauge field theories have proven to be
the most successful way to describe and explain interactions on a sub-atomic scale

is because they possess this property of being renormalisable [8].

Figure 1.2: Higher order QED interactions.



By the theorem of Noether [9] the U(1)e, gauge invariance of the QED La-
grangian must be associated with some conserved quantity. In this case it is the
current density J;™ = 17,Q1, the conservation of which implies the conservation
of charge at the QED vertex. The electromagnetic interaction of QED, L, can

be embodied in
—ileLmA“, (1.1)

which is interpreted as the coupling of the gauge field to the fermion current with

strength e.

1.1.3 The Weak Interactions

The weak force manifests itself in two forms: charged current interactions through
the exchange of the W and W~ bosons and neutral current interactions via Z
exchange [10]. For the first generation of leptons, the two vertices involving the

exchange of W bosons are drawn in figure 1.3. In analogy to the photon field

+

Figure 1.3: The charged current weak vertices. The vertex factors are the coefficients of iL;,.

coupling to the electromagnetic current J;™ with strength e in QED, these weak
interactions can be expressed as the field of the appropriate W boson, WH*t or

WH= coupling to either a charge raising or charge lowering current, J/j or J, , with



strength g/+/2:
iLh, = —i-_ JrWet,
in \/5 o
A
ZLint == —Z7§Ju %4 .

The observation of maximal parity violation, through the absence of left-handed
anti-neutrinos and right-handed neutrinos in g decay experiments, revealed that the
weak charged currents are necessarily of the vector minus axial-vector form. That
is,

I =0y,=(1 — vs)e = vryuer,

g 2

_ 1 _
J, = 6%5(1 — Vs)V = ELYuVL,
where the lepton names now denote the Dirac fields and the L subscripts record the
left handed nature of the particles involved: at high energies, %(1i75) project out the
positive and negative helicity eigenstates, or the right and left handed components

of . In the limit of massless particles, therefore, only left handed particles and

right handed anti-particles participate in the charged current weak interactions.

Charged current weak interactions among the quarks are more complicated than
within the leptonic sector due to the observed mixing between the quark doublets.
The universality of the weak coupling g is preserved, but the charged currents couple
to left handed quark states u, d’, ¢, §’, t and b’ which are orthogonal combinations
of the physical (mass) eigenstates, u, d, ¢, s, t and b. This mixing is parametrised

by the Cabibbo-Kobayashi-Maskawa matrix [11]:

d’ d
s | =Vekm | s
o b

The mixing matrix Vo, has small but non-zero off diagonal terms, allowing the
possibility for decays to occur across the generations. For the leptons, taking the
neutrino to be massless, analogous mixing is unobservable since any orthogonal

combination of weak neutrino eigenstates gives a (zero) mass eigenstate. In weak



interactions therefore, v, is taken by definition to be the partner of the electron, and

similarly for the muon and tau generations.

A possible Z-fermion vertex is shown in figure 1.4. Here there is no charge raising
or lowering effect and the flavour of the scattered fermion remains unchanged. The
interaction is characterised by a weak neutral current, J°, coupling to the field
of the Z boson, Z*. Unlike Jff the form of J}fc generally has some right-handed

component, with the values of the factors CQ and c{/ depending on the fermion type,

f.

e (ve) e (ve)

~_ |

9~ Ll f 5
ZcosGW’YHQ(CV Ca”Y )

Z

Figure 1.4: The neutral current weak vertex.

1.1.4 Electroweak Unification

The QED formalism followed from the requirement of local gauge invariance under
U(1)em transformations. Similar gauge symmetry principles allow the weak and
electromagnetic interactions to be cast together as a unified electroweak theory,
respecting the transformations of an encompassing gauge group [12]. The weak

charged currents from the previous section can be written in 2-dimensional form as

J = Xe VT XL

J, = XLVuT-XL,



where

and

The operators 7. and 7_ are related to the Pauli matrices 7, and 7, by 7o =

(mi%i7). The three matrices 7; = % are the three generators of SU(2),, the so

called isospin symmetry group, where again the L subscript records the left-handed

nature of the fermions involved. In this SU(2), symmetry, the left handed electron

1
2

T; = +5 (vz) and Ty = —% (eg). The WF and W~ correspond to the ladder opera-

and its neutrino form a doublet y; of weak isospin 17" = = with third components

tors 74 and 7_ which shift between these weak isospin states by raising or lowering
Ts. In the absence of a right handed neutrino, the right handed electron ep forms

an isosinglet state ¢p = eg of T' = 0. When considering quarks the situation is

u
XL = d’ )
L

The charged currents use just two generators of the SU(2); group, suggesting

analogous, with

and Y = ug or dg.

the existence of a third current of the form

Ty = X_L%%T?,XL
corresponding to 73, completing an isospin triplet of currents J/i. This can be
identified with neither Ji™ nor J}fc of the previous sections, however, which both
have right handed components. In order to accommodate QED and weak neutral
currents, the SU(2)y, group is enlarged to SU(2), x U(1)y with the inclusion of an
additional U(1)y symmetry, as proposed by Glashow [13]. This is generated by the

10



weak hypercharge operator Y, given by

Y
Q:T3+§

and has a corresponding conserved weak hypercharge current
JY =Y.

Due to the relation between the generators above, U(1)en exists as a subgroup of
SU(2), x U(1)y: it is in this way that the weak and electromagnetic interactions

are said to be unified.

Having identified the appropriate gauge group, SU(2); X U(1)y, the electroweak
Lagrangian must be constructed such that it is invariant under local transformations

of this type. The transformations are

ia(x)-T+if(z)Y

XL = XL =€ XL,

Yr — P = PV yp, (1.2)

illustrating explicitly how the chiral SU(2), part acts only on the left handed fermion
fields. For the overall Lagrangian to transform as a singlet, gauge fields (like the A*
of QED) must be introduced: a triplet of vector fields W* for the three generators of
SU(2), and a further vector field B* for the U(1)y group. The resulting interaction
terms then couple W* to the triplet of currents J, with strength g, and B* to
the hypercharge current J/f with strength ¢’/2. The weak isospin and hypercharge

interactions are therefore expressed as
g Y
—igJ, - WH — Z§Ju B*~. (1.3)
The W bosons are described by the fields

W — \/g (W i)

and to uncover the physical Z and photon fields the neutral W*3 and B* fields have

to mix as

AP = B* cos Oy + WH sin Oy,
Z" = —B"sin Oy + W cos Oy, (1.4)

11



where @y is the weak mixing angle. Comparing equation (1.4) with the interactions

of (1.3) and requiring that the electromagnetic interaction of (1.1) can be extracted
reveals that J™ and JC are given by the orthogonal combinations

Jm = J3 4 lJY

BT DR

NC _ 73 c 2 m
J, " = J, —sin” Oy J ™,
with the relation
e = gsin by = g’ cos Oy . (1.5)

Writing the couplings between the fields and the currents (1.3) in terms of the fields
and the generators of the SU(2), xU(1)y symmetry, the full electroweak Lagrangian
for an electron-neutrino lepton pair is
e,Ve - s 1 IY
Lpw = X1V [Zau - 9§T'Wu —4g §Bu]XL
s Y
+epyH i, — g EBu]eR
1 174 1 174
— ZWW - WHY — ZBWB" : (1.6)
The first two terms embody the kinetic energies of the electron and the neutrino and
their interactions with the W* and B* fields. The last two are the kinetic energy
and self-coupling of the W* fields,

WH = WY — 0" WH — gWHEX WY
and the kinetic energy of the B* field,
B" =0"B" — 0" B".

The last term in the expression for W#” arises since the generators of the group, 7;
do not commute: the group is non-Abelian. This is the origin of the self-couplings

of the gauge bosons and is revisited in section 1.2.
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1.1.5 Electroweak Symmetry Breaking

The electroweak Lagrangian presented in equation (1.6) describes only massless

fermions and gauge fields. Fermion mass terms, of the form

—mipp = —m( g + Y pL)

mix the right and left handed components and so cannot be invariant under the chiral
transformations of (1.2). A method of acquiring the necessary mass terms without
violating the gauge invariance and thereby losing the property of renormalisability is
therefore required. Moreover, the necessary mixing of the fields shown in (1.4) must
be achieved, with the Z along with the Ws gaining mass whilst leaving the photon
field massless. In the Standard Model this is achieved via the Higgs mechanism [14],

outlined below.

An SU(2);, x U(1)y gauge invariant term, Lyiges = T(¢p) — V(¢), is added to
Lew. In the Weinberg-Salam “minimal” model of electroweak interactions, ¢ is an

SU(2), doublet of complex scalar fields with weak hypercharge Y = 1:
6= \/I ( P1 + i )
2\ ¢35+ iy
The potential term, given by

V(9'0) = 1’d'o + A(¢9)”,

with z? < 0 and A > 0, makes the vacuum infinitely degenerate, and the SU(2) X
U(1)y symmetry is said to be spontaneously broken upon making a choice of ground
state about which to perform perturbative calculations. That is, once such a trans-
formation has been made, the symmetry of the Lagrangian is no longer apparent:
the vacuum of the theory no longer possesses the same SU(2), x U(1)y symmetry
as the Lagrangian. The ground states are obtained by minimising the potential, V/,
and occur for |p|* = —%. Expanding about any one of these infinite number of
minima generates the required mass-like terms for the gauge fields.

The particular minimum

P = ¢ = ¢y = 0, ¢5 = —+ =0’
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can be chosen to demonstrate that the vacuum expectation value of ¢ is

1(0
()

Since @ = T3 + ¥, the vacuum is neutral (Q¢o = 0) and therefore invariant under
the U(1)em transformations for which @ is the generator. Thus, the symmetry group

is broken as
SU(Q)L X U(l)y — U(l)em

which results in mass-like terms appearing for just three of the gauge bosons and
the photon, associated with the U(1)em subgroup, remaining massless. Three of
the scalar degrees of freedom, the “would-be” Goldstone bosons associated with the
three broken symmetries, are absorbed as the required longitudinal polarisations of
the now massive W* and Z. One massive scalar field remains: that of the Higgs

boson.

After the symmetry is spontaneously broken, the Ws gain a mass equal to %vg.
The mixing of the W#? and B* fields yields one combination A* which gains no
mass, whilst the orthogonal combination Z* has a mass %v\/m From e =
gsin By, = ¢’ cos By, the relation

My

O Mycostw
at leading order (tree level) is predicted. The W* and Z bosons were discovered at
CERN in 1983 [15] and their masses are in excellent agreement with the observed
value of #y,. The experimental observation that the value of the p parameter is very
close to unity [2],

p = 1.0012" 5571,
is associated with the so-called SU(2)¢ custodial symmetry [16, 17] ensuring the

necessary W and 7 mass relations.

The same Higgs doublet that gives mass to the W* and Z bosons is also respon-
sible for the generation of the fermion masses, and the eagerly awaited discovery of
the Higgs boson may confirm this final and least well understood ingredient of the

electroweak sector.
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1.1.6 The Standard Model and Beyond

The formalism for the strong interaction is based on a gauge principle generated by
transformations of the type SU(3)., where ¢ labels colour as the conserved charge.
The SU(3). symmetry is unbroken, so the gauge fields of the eight gluons remain
massless. The inclusion of this gauge group enlarges the group that encapsulates
the Standard Model to SU(3). x SU(2), x SU(1)y [18].

Despite thus far proving to be experimentally robust, it should be noted that
the Standard Model is not a complete theory. The Higgs sector, assuming it is con-
firmed, does not predict the fermion masses: they remain some of the eighteen free
parameters which have to be measured experimentally and inserted by hand. There
is no explanation of why there are three and only three fermion generations. Little
is said about gravity. Theorists are therefore motivated to consider possible exten-
sions to the Standard Model, which can be mathematically aesthetically appealing.
In Grand Unified Theories (GUTs) [19], for example, the strong, weak and elec-
tromagnetic interactions are embedded in a single gauge group. Alternatively, su-
persymmetry [20] predicts the existence of bosonic “superpartners” for all fermions
and fermionic superpartners for all bosons. However, there has been no signs of
the predictions of GUTSs (such as proton decay) or supersymmetric models, whilst
a further alternative, string theory, is currently unable to make any experimental
predictions testable at the energies currently attainable. Moreover, aside from the
need to incorporate neutrino masses and mixings, which demands a relatively minor
modification to the electroweak sector, the Standard Model has withstood all the
tests that the experimentalists can currently perform: there have so far been no

observations that require any significant extensions to the Model.
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1.2 Gauge Boson Self-Couplings

1.2.1 Gauge Boson Self-Couplings in the Standard Model

Section 1.1.4 illustrated how it is the imposition of the SU(2);, x U(1)y local gauge
symmetry that generates the gauge fields W# and B* of the electroweak Lagrangian.
As a result of the T matrices that generate the SU(2); group not commuting with
each other, W# is given by

WH = OFWY — 0" WH — gWHX W

and the —iWW + W, term therefore records the self-interactions of the gauge
fields. This term leads to both triple gauge couplings (TGCs) of the form WWy
and WWZ and the quartic gauge couplings (QGCs) WWWW, WWZZ, WW~~ and
WWZr, as shown in figures 1.5. We refer to “gauge” couplings because of the
way in which they arise from the imposition of the Yang-Mills (non-Abelian) gauge
invariance: the vertex factors are determined by the SU(2);, x U(1)y symmetry as
functions of ¢, the same universal coupling with which the gauge bosons couple to
the fermions. Studying the form and structure of the gauge boson self-couplings is
therefore an important test of whether the fundamental interactions of nature are

indeed described by a non-Abelian SU(2);, x U(1)y gauge structure.

1.2.2 Anomalous Triple Gauge Couplings

Although measurements made at LEP have tested most of the fermion-gauge boson
couplings precisely, there have so far been no precision tests of the gauge boson
self-couplings. The study of these usually proceeds via an effective Lagrangian
formalism. Such Lagrangians incorporate the new physics that may give rise to
deviations in the TGCs or QGCs from their Standard Model expectations, whilst
including the electroweak theory as a low energy limit. In the case of the triple

gauge couplings, the most general Lorentz invariant effective Lagrangian for WWV
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Figure 1.5: Three- and four-point gauge-boson self-couplings in the Standard Model. The coupling
factors at the vertices are determined as functions of g by the gauge structure of the Standard
Model.

where V = v,7Z is

ﬁWWV
EIL Yy (T W)

+ KVW;W;V#V

Av
T
+ 95 €upo ((OWHT )WY — WHZ(OPW")) V7
+igy Wy W, (0"VY +0"V*)

VIWEW,

— SIWIW S,
Av
2M3,
in which V# = otV — 9"V# and WH = o*WY — 9WH. There are seven coupling

Wp;Wﬂ+e””“5 Vs

parameters for each vertex, gV, kv, Av, gv, gV, Ay and Ay, together with an overall
coupling strength gwwy where gww, = —e and gwwz = —ecot . However, by

requiring electromagnetic gauge invariance (charge conservation), C'P conservation
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and SU(2);, x U(1)y gauge invariance, the total number of independent couplings
is reduced to four: ¢f, k., g%, and A, where A = A\, = \z. The Standard Model
predictions for these are ¢ =1, k, = 1, ¢¥ = 0 and A = 0. Measurements of the

ete” — WHTW~ process [21] by OPAL have found their values to be

g7 = 0.98710033,
Ky = 0.88%909,
A = —0.0601293

These are in good agreement with the Standard Model expectation and therefore

constitute strong evidence for its gauge structure.

1.2.3 Anomalous Quartic Gauge Couplings

The study of quartic gauge boson self-couplings proceeds in a similar way to that
of the tri-linear couplings, by writing down effective Lagrangian terms parametris-
ing any possible anomalous contributions. Whereas probing the TGCs is regarded
purely as a test of the non-Abelian structure of the Standard Model, however, the
QGCs may provide a window on the mechanism responsible for the spontaneous
breaking of the electroweak symmetry [22]. For example, to conserve unitarity in
WHW~ scattering events (figure 1.6), the Standard Model Higgs exchange diagram
is required to conspire with the v/Z exchange diagrams and the QGC process.
Deviations in the expected scattering amplitudes of longitudinally polarised vector
bosons, which originate from the three would-be Goldstone bosons, may therefore
yield the first experimental signature of some symmetry breaking mechanism alter-

native to the Higgs.

No experiment has allowed the quartic vertices between four massive vector
bosons to be studied, due to the lack of phase space for massive vector boson scat-
tering and the inability to produce the alternative three massive vector boson final

state. However, LEP-2 was able to produce final states with two massive vector
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Figure 1.6: Contributions to the W W ~scattering process, WTW~ — WTW~. The addition of
the QGC process to the first two diagrams is not sufficient to conserve unitarity: the Higgs particle

(h) exchange diagram is also required.

bosons, permitting quartic vertices with at least one hard photon to be probed di-
rectly. Any deviations here are indicative of some discrepancy in the general sector

of quartic couplings.

The formalism for extra possible quartic terms involving at least one photon has
been discussed widely in the literature (see e.g. [22, 23, 24]). The term
C — ie L P
WwWy  — e M2 pot v
w
generates an anomalous WW~~ coupling but since it is also associated with a WWr~

vertex the parameter A, is constrained by TGC analyses using the ete™ — WHW~

process.

A purely quartic anomalous coupling of the form WWZ~, which violates C' and
CP, has been considered in [22] and [23] and is parametrised in [24] by the La-
grangian

e? an

L, = —i—— —{F"[Z"MWW, —W_ W'
ZlGCOSGwAZ{ ,u[ ( «@ v « V)
+ WHeW, Z, — Z,W.)
- Wﬁua(WjZa - Z,,W;)]}

with anomalous coupling parameter a,,. Also reported in [24], the two lowest dimen-

sion terms that give rise to purely quartic couplings involving two photons are:

e? ayy N e? at
Ly = ———F, FWww= — —————F, F"7%Z,,
0 8 A2 F “ 16cos2 Oy A2 H
¢ ay’ B+ + ¢ a 8
L. = —ZF,JF"PW W + W W) - ————— S F, " ZZ5.
16 A2° " ( gt 5) 16 cos2 Oy A2 B
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These are obtained by imposing local U(1)e,, gauge symmetry and demanding both
C and P conservation. They also respect the SU(2)c custodial symmetry. Both
terms generate anomalous quartic gauge couplings (AQGCs) of the form WW~+~ and
7777, the latter of which does not occur in the Standard Model. In this formalism
the couplings at the W and Z vertices are distinguished, unlike the earlier treatment
in [22] in which a)¥ = a¥ = ap and a)¥ = a* = a.. These restrictions were formerly
imposed on the grounds of assuring custodial symmetry, though the more recent

work of [24] has shown that ay¥ = a¥ and @)Y = a? are not essential for preserving

1

SU(2)¢. In all cases the strengths of the quartic couplings are proportional to 3

where A, the energy scale of the new physics, is by convention often set to Myy.

Previous OPAL analyses have placed constraints on the possible anomalous cou-
plings at the WWZ~, WW~~y and ZZ~y~y quartic vertices. These were expressed as
limits on the parameters a,, ap and a, found from the WTW~~ final state [25, 26]
and on ay and a. from the vvyy [27] and qqyy [28] final states. DELPHI has
also constrained a,, ay and a. from the WHW~~ process [29] and L3 from vvyy,
WHW~~ [30] and qqyy [31]. The ALEPH experiment has reported constraints on

the independent a?, a? and ay¥, a}’ parameters from the vy final state [32].

The work reported in the following three chapters of this thesis looks again at the
vy final state at OPAL and seeks to constrain the anomalous coupling parameters

w W
Qo 5 Qe

a? and a? from the terms Ly and £, above. Compared to [27] a much larger
data sample is used and unlike the previous OPAL study, which considered only a
possible anomalous WW~~y vertex, the possible ZZ~~ contribution is now also taken

into account.

The possibilities for measuring anomalous quartic gauge couplings at hadron
colliders have also been investigated, see for example [33]. In the final chapter a
preliminary study of the W+~ final state at ATLAS, sensitive to the WW~~ vertex,

is presented.
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1.2.4 AQGCs in the eTe™ — vv~~ Process

The dominant Standard Model contribution leading to the vvyy final state at LEP
is doubly-radiative return to the Z by the emission of two initial state photons
(figure 1.7). There also exists a set of twelve so-called “WW fusion” diagrams which

can be found explicitly in [34].

et

N

Figure 1.7: The Standard Model doubly-radiative return processes leading to vvyy.

Figure 1.8 shows the contributions to eTe™ — vpyy arising from the AQGCs

parametrised by £y and L.. Since the Lagrangian terms are linear in the parame-

W

ters ay’, a4 and al¥, a?

2, so too are the vertex factors and consequently the matrix

elements for the processes of figure 1.8. The WW~~ and ZZv~y contributions to

the amplitude for eTe” — vvyy therefore vary linearly with the anomalous cou-

W W

pling parameters (a} ,al) and (a?, a?

C

the sum of the contributions from the AQGC diagrams and the Standard Model

), respectively. Since the total amplitude is

processes, the total v7yy cross-section gains a quadratic dependence on each of the
parameters. Due to the appearance of field strength tensor F},, in the Lagrangian
terms, according to the Feynman rules the vertex couplings also vary linearly with

the energy of the photons.
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Figure 1.8: The anomalous WW~~ and ZZ~v quartic gauge coupling contributions to et e™ — vvyy
arising from the Lagrangian terms £y and L.. The coupling at the WW~~y vertex is given by
(ay¥,a¥) and at the ZZyvy vertex by (aZ,aZ).
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Chapter 2

Experimental Framework

The LEP accelerator and its four detectors typified the huge scale of apparatus,
manpower and financial cost entailed in modern day high energy particle physics
experiments. In this chapter, the operation of LEP and the OPAL detector are
described, covering some of the physical principles involved and highlighting the
components of the detector most relevant to this analysis. The role of Monte Carlo
models in making experimentally observable predictions from theory is introduced.

Finally, a description is given of the method of selection of the required vvy~y events.

2.1 Particle Acceleration at LEP

The Large Electron-Positron Collider known as LEP [35, 36] was operated at CERN,
on the Swiss-French border near Geneva, from 1989 to 2000. The synchrotron,
housed in a 27 km circumference tunnel approximately 5 m in diameter and 100 m
below the ground, accelerated two counter-rotating beams of electrons and positrons
in a single beam pipe. A schematic diagram of LEP and its injector chain is given in
figure 2.1. The electrons originated from thermionic emission from a heated cathode
and were accelerated by the first LEP Injector LINAC (LIL) up to 200 MeV. Such
a LINAC (LINear ACcelerator) is essentially a set of metal drift tubes alternatively
attached to either side of an alternating radio frequency (RF) high voltage which
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Figure 2.1: The LEP accelerator and injector system.
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accelerates charged particles along an evacuated beam pipe. Accelerated electrons
emerging from this LINAC were brought into collision with a tungsten target, pro-
ducing photons via Bremsstrahlung and subsequently electron-positron pairs, which
were separated by a magnetic field. These positrons and the electrons from the
first LINAC were then further accelerated to 600 MeV by a second LINAC, before
entering the Electron Positron Accumulator (EPA) storage ring. After sufficient
accumulation in the EPA, the particle bunches passed to the Proton Synchrotron
(PS) and finally to the Super Proton Synchrotron (SPS) to be accelerated up to
20 GeV, prior to injection into LEP. Once in LEP, the bunches, each containing
approximately 10! electrons or positrons, were stored and brought to their final
collision energy. During its latest, highest centre-of-mass energy runs, this filling of

LEP typically took one hour, for perhaps three hours of operation.

Within LEP, further acceleration was provided by RF cavities positioned along
the straight sections. Electromagnetic dipoles were also required to produce the
necessary magnetic fields to steer the particles around the curved sections. The
name synchrotron refers to the need to increase these bending fields, and the RF
frequencies, with the energy of the particles. The beam transport system that
kept the beams in their orbits consisted of, in addition to more than 3000 dipole
bending magnets, over 800 quadrupole focusing magnets and around 1200 further
sextupole and correcting magnets. Quadrupole magnets focus the beam along one
axis transverse to its motion, but at the same time defocus it along the other. A
net focusing effect is achieved with a succession of such magnets arranged with their
focusing directions alternately perpendicular to each other. The particle bunches
were reduced in size such that at the crossing points of the electron and positron
beams their cross-sections were just 10 gm by 250 pm in the vertical and horizontal
directions, respectively. At four such points were located the detectors, OPAL [37],
ALEPH [38], DELPHI [39] and L3 [40], which recorded the products of the resulting

eTe™ interactions.

Originally operated as a Z factory, LEP initially consisted of 128 copper RF
cavities with a total accelerating voltage of 400 MV per lap. During the so called

LEP-2 phase beginning in 1996, the attainable centre-of-mass energy was increased
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by replacing these copper RF cavities with over 100 new super-conducting cavities.
Before providing any additional acceleration of the beam particles, however, the
RF cavities in a synchrotron must first compensate for the energy lost through
synchrotron radiation. This radiation is emitted by any orbiting charged particle
by virtue of its centripetal acceleration. For high energy electrons and positrons of
energy E, the energy loss per particle per cycle, AFE, increases as E*/R, where R is
the radius of the synchrotron [41]. The energy requirement to meet the synchrotron
losses therefore rises rapidly with the centre-of-mass energy, which limits the highest

energy attainable in a synchrotron of a certain radius.

In the final months of operation, some of the original copper cavities were rein-
stalled in LEP and a high of 209 GeV centre-of-mass energy was reached, before the
machine and its detectors were decommissioned to make way for the construction of
the Large Hadron Collider (LHC). When completed in 2007, the LHC will accelerate
protons in two separate beam pipes, reaching a centre-of-mass energy of 14 TeV. For
a relativistic proton, the synchrotron energy loss is 10! times smaller than for an
electron of the same momentum. This facilitates the much greater centre-of-mass

energy of the new machine, using beam pipes located inside the existing LEP tunnel.

2.2 Particle Detection at OPAL

The task of OPAL (the Omni Purpose Apparatus for LEP) was to detect, iden-
tify and measure the energies and momenta of the particles produced in the ete~
collisions. A schematic diagram of the detector is shown in figure 2.2. The two
paramount design features are: (1) as close as possible to 47 solid angle cover-
age allowing all collision products to be detected and thus any missing energy and
momentum to be attributed to “invisibles”, neutrinos in the Standard Model; (2)
“onion-like” layered construction with different sub-detectors for detecting and iden-

tifying different types of particle and for measuring different particle properties.

The coordinate system used to map the events occurring within the detector is

shown in the bottom corner of figure 2.2. The electron beam direction is taken as
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the z-axis with the z- and y-axes then forming a right handed system, with an origin
at the nominal interaction point. The polar angle 6 is measured from the positive
z-axis and the azimuthal angle ¢ from the z-axis in the z-y plane. To achieve
as close as possible total hermicity, like any such modern detector employed in a
collider environment, OPAL was constructed from concentric cylindrical layers of
sub-detectors, sealed by two end-cap detectors. Particles moving outwards from the
collision vertex would first be tracked by the detectors housed in the central pressure
vessel. Outside this was the solenoid, a water cooled aluminium coil carrying 7000 A
of current which developed an axial field of 0.435 T. Next came the electromagnetic
and then the hadronic calorimetry, the iron of the latter acting as the return yoke
for the magnetic field. Only muons and neutrinos would penetrate further than
this, the former being seen in the outer-most muon chambers as they escaped the

detector and the latter escaping unseen.

The sub-detector of prime importance to this analysis was the electromagnetic
calorimeter, though information from the tracking chambers was also employed. The
relevant components will now be described in further detail. For a full description
of the remaining sub-detectors, the hadronic calorimetry (HCAL) and the muon

chambers, refer to [37, 42, 43].

2.2.1 The Tracking System

The purpose of a tracking system is to measure precisely the trajectories of charged
particles as they emerge from the interaction point, whilst expending a minimal
material budget ahead of the calorimetry. In OPAL, tracking was provided in the
form of three drift chambers located within the central pressure vessel, supplemented

from 1991 by a silicon micro-vertex detector.

The location of the tracking system inside the solenoid allowed the momentum of
charged particles to be deduced from their trajectories. A charged particle moving
through a magnetic field experiences a Lorentz force perpendicular to its velocity

and the direction of the field. The curved trajectory of a particle of charge |Q| = le
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allows the component of its momentum perpendicular to the field, p,, in GeV, to
be found from

pP1L = O.BBT,

where r is the radius of curvature in m of the track and B is the magnetic field
strength in Tesla. Position measurements along a particle’s curved trajectory there-
fore allow its momentum to be determined, and the direction of the curvature also

gives the sign of its charge.

The three drift chambers inside the pressure vessel all operated on the same
principle: the detection of the ionisation produced in the gas of the pressure vessel
by the passage of the charged particles. This ionisation was detected using planes
of anode and cathode wires. The physical location of the anode wires on which
signals were induced, combined with the time for the ionised particles to drift there
under the influence of the electric field, allowed the trajectories to be determined.
Additionally, the actual signal sizes assisted in the identification of the type of

particle that caused the ionisation.

The tracking and other subsystems ahead of the calorimetry are described below.

e The Silicon Micro-Vertex Detector (SI)

The silicon micro-vertex detector [44] provided high precision track measure-
ments close to the interaction point and thereby allowed events with secondary
decay vertices of short lived particles to be reconstructed. In its final form after
two upgrades, the detector consisted of two concentric layers of silicon wafer
modules 30 cm long, located at radial distances of 6.5 and 7 cm from the beam
axis. By arranging the wafers both parallel and perpendicular to the z-axis
the tracks could be reconstructed to a resolution of 10 pym in the r-¢ plane and
about 15 pm in the z-direction. The physics of silicon detectors is discussed

further in chapter 5.

e The Vertex Chamber (CV)

The vertex chamber [45] was the inner-most of the three drift chambers housed

inside the pressure vessel. Approximately 1 m in length and covering a radius
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from 8.0 to 25.5 cm, the CV allowed the tracks found in the SI to be matched
to those seen in the middle and outer drift chambers. The cylindrical detector
consisted of two concentric layers of chambers each divided into 36 sectors.
There were 12 wires parallel to the z-direction in each inner sector and 6 in
each outer sector. The latter had a 4° twist to the axial direction and this
“stereo” information, combined with the time differences seen between signals
measured at each end of the wires, gave a z measurement with a resolution
of about 700 pm. Comparing the relative signal sizes in neighbouring wires

allowed an r-¢ resolution of about 50 pum to be achieved.

The Jet Chamber (CJ)

Occupying most of the space inside the pressure vessel and a large fraction
of the total volume of OPAL, the jet chamber [46] was the principal tool
used in track reconstruction. Again cylindrical in construction, this detector
was 4 m in length, extended in radius from 0.5 to 3.7 m from the beam axis
and covered 98% of the solid angle in the polar region |cosf| < 0.98. Its
volume was divided into 24 sectors each of 15° in azimuth and containing
159 axial sense wires with 10 mm radial separation. In addition to precise ¢
information, extracted from the measured drift times to the wire positions,
coarse z information was obtained from the charge collected at each end of
the wires. The spatial resolutions in the r-¢ plane and z direction were then

135um and 6 cm, respectively.

The CJ also made use of the total charge collected at each point along the
trajectory of a track to calculate the rate of ionisation energy loss by the
dE dE

particle with distance, 5. This assisted in particle identification, since -

has a distinctive dependence on momentum for particles of different type [47].

Z Chambers (CZ)

The CZ was the outer-most component within the central tracker and was
used to improve on the coarse z-coordinate measurement supplied by the jet
chamber. The cylindrical layer of drift chambers consisted of 24 sectors in
¢, each divided into 8 0.5 m lengths. The 6 wires in each cell were arranged

radially, achieving a resolution in the z-direction of approximately 300 pm.
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e Barrel Time-of-Flight (TOF) and Tile End-Cap (TE) Detectors

Just outside the magnetic coil were located the scintillator arrays which formed
the barrel time-of-flight (TOF) system. This was an important tool for the
rejection of spurious events not associated with the eTe™ collisions, such as
cosmic rays and possible beam interactions with gas atoms in the pipe. The
TOF system comprised 160 scintillators located at a radius of 2.36 m, from
which the luminescence was recorded by photo-multiplier tubes. Further layers
of scintillators made up the tile end-cap (TE) system which complemented the
TOF system in the end-cap regions. These were read-out by optical fibres to

photo-multiplier tubes situated outside the magnetic field.

e The Minimum Ionising Particle Detector (MIP-PLUG)

The MIP-PLUG [48] was installed in the forward regions of OPAL in 1997.
The four layers of scintillating tiles at £2.5 m from the interaction point were
designed to detect minimum ionising particles, such as muons, in the angular

regions from 40 to 200 mrad from the beam pipe.

2.2.2 Electromagnetic Calorimetry

The role of the electromagnetic (EM) calorimeter [49] was to measure the posi-
tions and energies of the electrons, positrons and photons emerging from the central
tracker. This was of particular importance for photons, which left no signature
in the tracking system. In general, EM calorimeters consist of some dense ab-
sorbing medium in which Bremsstrahlung and pair-production combine to cause
“showering”: incoming electrons and positrons are decelerated and thus radiate
photons, which subsequently create further electron-positron pairs, yielding more
photons, such that the number of particles increases exponentially with depth into
the medium. The showering is curtailed as the energy from the initial particle is
expended, with all the energy being dissipated in the material. For a more detailed

discussion of this process refer to [50].

The main electromagnetic calorimeter (ECAL) of OPAL was made of lead glass
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blocks, within which the electrons and positrons of the shower emitted Cerenkov
radiation. This was transmitted through the glass and collected by photo-tubes,
with the amount of light corresponding to the amount of activity in the cascade and
therefore the energy of the incident particle. Since there were over two radiation
lengths of material between the beam pipe and the ECAL, presampler devices were
included to estimate the amount of showering and thus the energy loss ahead of the

lead glass blocks. These principal components are described below.

e Lead Glass Electromagnetic Calorimeter

The ECAL was made up of some 9440 lead glass blocks in the barrel section
with a further 1132 being used in each of the end-caps, together allowing
electromagnetic objects with energies above 100 MeV to be measured over a
polar angular range of |cosf| < 0.98. Within the barrel, the Cerenkov light
was converted to electrical signals by magnetic field tolerant photo-multiplier
tubes. For the end-caps, photo triodes were used since they had to operate in

the axial field of the magnet.

The ECAL was equivalent to over 20 radiation lengths of material and there-
fore contained the electromagnetic showers. (Hadronic showering would also
commence within this distance, meaning that information from the ECAL had
to be combined with that from the HCAL to correctly reconstruct any hadronic
events.) The intrinsic resolution of the lead glass blocks was approximately
op/E ~ 5%/\/E for incoming particles of energy E in GeV, though this was
degraded by the effects of the pre-showering.

e Presamplers

There was both a barrel and an end-cap electromagnetic presampler. The
barrel presampler consisted of an array of drift tubes whilst the end-cap device
comprised multiwire proportional chambers. The hit multiplicity in these gave
an estimate of the corrections to be applied to the energy deposits recorded in
the ECAL.

Fully hermetic electromagnetic calorimeter coverage down to 24 mrad from the

beam axis was provided by further sub-detectors located close to the beam pipe,
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ahead of the interaction vertex. These were the gamma catcher, the forward calorime-

ter (FD) and silicon-tungsten calorimeter (SW):

e Gamma Catcher

This sub-detector was designed to fill the gap between the outer edge of the
forward detector and the inner edge of the ECAL end-caps. It comprised two
arrangements of lead-scintillator sandwich, covering the regions from 143 to

193 mrad from the beam pipe.

e Forward Detector (FD)

The two modules of the FD [37] were located at +2.6 m from the interaction
vertex and covered the angles 40-150 mrad from the beam axis. They presented

over 20 radiation lengths of material in 35 layers of lead-scintillator sandwich.

e Silicon-Tungsten Detector (SW)

The two modules of this detector [51] were located at +2.4 m and consisted
of 18 layers of tungsten sandwiched between 19 layers of silicon. The SW pro-
vided calorimeter coverage from 54 mrad down to the limit of electromagnetic
hermicity at 24 mrad. However, due to the tungsten shield installed in 1996 to
protect the tracking chambers from synchrotron radiation, the effective limit

of hermicity from this time lay at approximately 33 mrad from the beam.

2.2.3 Data Acquisition

Particle bunch crossings occurred in the detector once every 22 us, though only
some of these contained an actual interaction, or “event”. The events of interest
were selected using a sequence of fast electronics, starting with the trigger, before

being reconstructed by a specialised software package and finally stored.
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Triggering

Since the time taken to output the information from all detector subsystems was of
order 10 ms, the recording of the information associated with any bunch crossing
necessarily introduced a dead-time equivalent to the next several hundred bunch
crossings. The trigger system [52] was therefore used to make real time decisions,
based on the information from certain sub-detectors, restricting the read-out to
only those bunch crossings in which a reaction occurred. A high efficiency for the
subset of events that corresponded to physics processes of interest was achieved,
whilst filtering out those events corresponding to unwanted backgrounds, such as
noise, cosmic rays and interactions between the bunch particles and gas atoms. In
the absence of any evidence for genuine physics, the trigger and its input detector
systems could all be reset in time for next bunch crossing. The trigger translated the
45 kHz bunch crossing rate to an event rate of just 10 Hz suitable for the subsequent

data acquisition chain.

Event Reconstruction

If an event which occurred in a certain bunch crossing was selected by the trigger,
a signal flagging that bunch crossing was sent to all sub-detectors. On receipt of
this they passed their information on the event to the event builder [53], which
outputted event records to the filter [54]. The filter software classified the events
by type (multihadron, dilepton, etc) and also performed a second level of rejection.
Event information in the form of raw detector signals, such as the signal magnitudes
from ECAL photo-tubes, was converted into quantities useful for physics studies,
such as particle energies, by the software package ROPE (Reconstruction of OPAL
Events) [55], aided by a calibration database (OPCAL). The ROPE output was then

stored on disk in the form of Data Summary Tapes (DSTs) for subsequent analysis.
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Luminosity Measurement

The reaction rate for the e™e™ collisions at a machine such as LEP, %, is given by
dN
— =0L,
dt

where ¢ is the total interaction cross-section and £ the luminosity. Generally, the
luminosity depends on the number of particles per bunch, the size of the bunches,

the number of bunches in circulation and the revolution frequency. The integrated

N
[ra==
o

is then a measure of how much data has been taken over a certain period of time,

usually expressed in pb~! (where 1b = 1barn = 1072® m?). At OPAL, the forward

luminosity, given by

detector and the silicon-tungsten detector, also referred to as the luminometers,
were used to measure [ £ dt by detecting small angle Bhabha scattering events
(efe™ — eTe™). Since the cross-section of this purely QED process can be calculated

precisely, [ £ dt could be found accurately from the number of events recorded, N.

25=1. During its lifetime,

Typical luminosities at LEP-2 were of order 5x 103! ¢cm™
OPAL recorded more than 1 fb~! of data. The breakdown of this by centre-of-mass

energy, /s, after 1997 is shown in table 2.1.

Year V5/GeV [ £ dt/pb~!
1997 183 o7
1998 189 187
1999 192 30

196 78

200 79

202 38
2000 200-209 210

Table 2.1: The integrated luminosity, [ £ dt, recorded at OPAL by year and centre-of-mass energy,
/s, from 1997 onwards.
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2.3 Monte Carlo Modelling

The analysis of data collected at an experiment such as OPAL usually proceeds by
comparison with the expectations obtained from a Monte Carlo event generator.
Such a program can be used to generate a random set of events with statistics
adhering to theoretically expected distributions. Subsequently, the observation of

these events by the detector must also be modelled.

e Monte Carlo Event Generation

A Monte Carlo event generator usually specialises in modelling a specific pro-
cess. Parameters such as the incident beam particles, the centre-of-mass energy
and the particle masses, lifetimes and branching ratios are taken as inputs, and
the program will calculate the matrix element and consequently the expected
cross-section for the process. A random set of events is outputted, in the form
of an event list containing the four-vector and type for every final state particle

in each generated event. This is the so called Monte Carlo truth.

e Detector Simulation

Most LEP experiments use the software package GEANT [56] to model how
the Monte Carlo truth events will appear in a detector. At OPAL the specially
tailored package GOPAL (Geant at OPAL) [57] is employed. This contains in-
formation specific to the OPAL detector, such as its geometry and the nature
of the materials that made up its volume. GOPAL simulates both the interac-
tions of the generated particles with the various parts of the detector and the
responses of each sub-detector to the passage of the particles. It then outputs
the signals which would have been seen in the detector had the Monte Carlo
events really occurred there. These pseudo-detector signals are processed by
ROPE in exactly the same way as real OPAL events, giving reconstructed

quantities in DST form that can be compared directly with the data.
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2.4 Selection and Modelling of ete™ — v~y

2.4.1 Selecting the vv~~ Final State

The previous sections have outlined how the results of ete~ collisions at LEP were
detected and recorded at OPAL, discarding the subset of uninteresting events. The
first step in any analysis of this data is to make further selections from the events
stored in the DSTs, in order to obtain those which correspond to the particular
physics process of interest. For this work it is the events arising from the ete™ —
vy process that need to be identified from all those recorded at 183 GeV centre-

of-mass energy and above.

The signal in the detector resulting from a v~ event is just two energy deposits
in the ECAL. Essentially this is what the selection routine must search for, though
further cuts are needed to suppress unwanted backgrounds. Furthermore, from all
the selected two-photon events, it is the subset in which the photons are acoplanar
(not back to back) which is required: in this topology there must be some missing
energy and momentum, signalling the presence of the neutrinos that escaped the
detector unseen. The “sp046” event selection routine that performed these tasks
was already available at the start of this work and it is described thoroughly in

[58, 59]. Presented below is a brief summary of the main selection criteria.

Initial Candidate Selection Events are initially taken to be candidates if they

satisfy either:

e at least two photons, both with energy E, > 0.05Epeam, Where Eype,m is the
beam energy, and polar angle 6., satisfying |cos(f,)| < 0.966 (referred to as
the high energy selection) or,

e at least two photons, one with energy E, > 1.75 GeV, |cos(d,)| < 0.8 and an
associated in-time TOF hit, and a second with £, > 1.75 GeV and | cos(,)| <
0.966 (the low energy selection).
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Events with more than two photons are accepted, with all subsequent background

vetoes then applying to the two highest energy reconstructed photons.

Rejection of Background Events Background events which pass the initial

candidate selection are suppressed using the following cuts:

e For the high energy selection, events containing a final state charged lepton are
identified and rejected from hits in the CJ, CV and SI chambers. However, the
selection is designed to retain the acceptance of events in which one or both
photons converted within the jet chamber detectors. The low energy selection
does not permit such photon conversions and demands there be no charged

track in the event with 20 or more CJ hits.

e Events with two forward going electrons (common Bhabha scattering events)
or muons accompanied by two photons are rejected using hit information
from the forward calorimeters and the MIP-PLUG. However, very low an-
gle Bhabhas could miss the inner edge of the SW and still take away several
GeV of transverse momentum, leaving a 77 system with missing energy and
no other detector signals. Such events are rejected by the requirement that
pr’ > 0.05Fybeam, where pl' is the transverse momentum of the system of the

two highest energy photons.

e A number of procedures are implemented to cut against the cosmic ray back-
ground. Events with any muon track segments in the muon chambers or HCAL
are rejected, and this also suppresses backgrounds from beam halo muons. Out
of time hits in the ECAL are also associated with cosmic muons. Addition-
ally, the candidate clusters have to satisfy certain quality criteria in terms of
their extent and separation, in order to cut against muons that grazed the
ECAL leaving extended energy deposits. Finally, events are rejected if the

total cluster energy is found to exceed the beam energy.

Identification of Acoplanar Photon Pair Events FEvents that pass all of the

above cuts are selected from DSTs and written to the sp046 ntuples [60] for analysis.
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At this stage these include all events with two or more photons in the final state.
The subset of acoplanar photon pair events are flagged if they satisfy all of the

following criteria:

e The total visible ECAL energy is less than 95% of /s.

e The missing momentum vector calculated from the two highest energy photon

candidates satisfies | cos Omissing| < 0.95.

e The acoplanarity angle, ¢, given by daco = |[(¢1 — ¢2)| — 180°|, where ¢,
and ¢, are the azimuthal angles of the two highest energy clusters, satisfies

¢ac0 > 250

e For events with three final state photons, the sum of the three opening angles

must be less than 350° and the transverse momentum greater than 0.1 Epeap, .

The efficiency for Standard Model ete™ — vyy(7) events within the kinematic
acceptance of the acoplanar photon pair selection is approximately 66 %. Refer
to [59] for further details on this point. The combined expected background con-
tribution from Standard Model processes other than ete™ — vwyy(y), cosmic rays

and beam-related backgrounds is less than 1% [58, 59].

2.4.2 Modelling the vv~v~ Final State with NUNUGPV

The ete™ — viyy process is modelled by the NUNUGPV Monte Carlo genera-
tor [61, 62]. All the tree-level Standard Model Feynman diagrams contributing to
the process are included in this program. The contributions from the AQGC dia-
grams shown in figure 1.8 are also implemented, with the couplings ay’, a)¥ and aZ,
a’? and the energy scale A being controlled by the user. The program makes the
appropriate addition of the Standard Model and AQGC matrix elements to obtain

the resulting cross-section as a function of the anomalous couplings.

Although NUNUGPV models only the vvyvy final state, following their simula-

tion in GOPAL the generated events must be subjected to the same selection criteria
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as the data, since applying the cuts of 2.4.1 causes some genuine e*e~ — vy events

to be lost.

Figure 2.3 shows the distributions of the energies and polar angles of the two
photons in the data and NUNUGPV Standard Model Monte Carlo events passing the
acoplanar photon pair selection. Additional cuts on the photon energies and angles
have been applied, which are necessary due to the cuts imposed on the Monte Carlo
events at generation time (refer to section 3.4). Good agreement is seen between the

Standard Model expectation and the data, as has been reported elsewhere [27, 63].
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Figure 2.3: The distributions of the photon energy, E,, and polar angle, |cosf,|, in the acopla-
nar photon pair events in the data compared to the Standard Model NUNUGPV Monte Carlo

prediction. Note that each event contributes two photons to each distribution.

40



Chapter 3

Measuring the Anomalous Quartic

Gauge Couplings

The sensitivity of the efe™ — vDyy process to the possible WW~~ and ZZyy
anomalous couplings is exploited in order to constrain the four parameters a' , a)',
a? and a?. The binned maximum likelihood method employed is described in this
chapter. Independent Monte Carlo samples are used to parametrise the effects of
the AQGCs and further cuts are imposed to enhance their significance compared
to the Standard Model contribution. The binning of the likelihood function is then
optimised taking into account the systematic uncertainties, the identification and

treatment of which are also reported here.

3.1 Standard Model Expectation for vv~y~y

The expected Standard Model cross-sections for v7y~y events passing the selection of
section 2.4.1 have been evaluated using fully simulated NUNUGPV events generated
with the anomalous couplings set to zero. At each centre-of-mass energy, the cross-
section is found from the re-weighting of many different Monte Carlo samples as
explained in section 3.4. The corresponding number of events expected by centre-

of-mass energy are shown in table 3.1, based on the integrated luminosities also
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listed. The luminosities quoted here take into account the detector status cuts
appropriate for the vvy~ final state and as such are slightly lower than the values
given in table 2.1. This reduction is due to the occasional times when sub-detectors

necessary for the recording of the vvy~y events were not functioning properly.

All Monte Carlo expectations have been corrected to account for random coin-
cidental activity in the detector which would have caused some real data events to
fail the selection criteria. These events could arise from in-time cosmic rays pass-
ing through the detector, from randomly-occurring collisions of beam electrons with
the beam pipe walls or residual gas molecules inside the beam pipe, or from detec-
tor noise [27]. The rate and characteristics of the events have been evaluated using
samples of random beam-crossings collected throughout the data-taking periods [64].
Approximately 4.0-4.7% of the v7yvy events, depending on the centre-of-mass en-
ergy, are expected to fail the selection if these unmodelled extra contributions are
included: this was taken into account by applying a multiplicative factor of 0.953 -

0.960, as appropriate, to all Monte Carlo accepted cross-sections at a given energy.

To suppress the Standard Model contribution, principally the forward-peaked
doubly-radiative return process, the following additional cuts were applied to the

events passing the acoplanar photon pair selection:

e The energies of the highest and second highest energy reconstructed photons,
E,, and E,,, respectively, must both be greater than 10 GeV. This cut has
little effect on the anomalous quartic coupling contribution, which gives rise
predominantly to photons of high energy, but does help suppress the doubly-

radiative return background.

e [cosf,| < 0.9, |cosbp| < 0.9, where 6, and 6, are the polar angles of the
highest and second highest energy reconstructed photons. This requirement
again helps suppress the doubly-radiative return background, which is forward

peaked as expected for initial-state radiation photons.

No improvement in the sensitivity to the anomalous couplings could be gained by

adjusting these suppression cuts in the optimisation procedure described in sec-
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tion 3.5. All subsequent references to the accepted events refer to those passing
both the acoplanar photon pair selection and the Standard Model suppression cuts.
The number of events expected after these cuts at each centre-of-mass energy are

shown in table 3.1.

NUNUGPV
Vs /GeV [ L dt /pb~"  Acoplanar Photon Pair Selection
plus £, > 10 GeV, |cosf,| < 0.9

183 54 2.5
189 175 7.9
192 29 1.3
196 72 3.1
200 74 3.0
202 37 1.5
206 211 8.3
183-206 652 27.6

Table 3.1: The number of expected events in the Standard Model corresponding to the integrated
luminosities, [ £ d¢, at each centre-of-mass energy, corrected for the detector status. The full
acoplanar photon pair selection of 2.4.1 and the Standard Model suppression cuts have been applied
to the fully simulated NUNUGPYV events.

3.2 Sensitivity of the vv~~ Final State to AQGCs

In addition to the total cross-section for ete™ — v~y varying with the AQGC
parameters, any anomalous couplings are also expected to affect the shapes of the

distributions of certain observable quantities, as described below.
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Total Cross-Section

The quadratic dependence of the total accepted cross-section on each of the anoma-
lous coupling parameters is shown in figure 3.1. The sensitivity to the AQGCs

increases with centre-of-mass energy.
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Figure 3.1: The dependence of the cross-section for ete™ — vyy on each of the four anomalous
coupling parameters at 183 and 206 GeV centre-of-mass energies. The predictions of NUNUGPV

have been simulated in the OPAL detector and the full acoplanar photon pair selection cuts applied.
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The Recoil Mass Distribution

For the ete™ — vy process, it is instructive to plot the distribution of the invariant
mass of the neutrino system that recoils against the photons, referred to as the recoil

mass distribution. The recoil mass, M., is calculated from

2 _ 2 2
Mrec - Ew? — Dup
_ 2 2
- Emissing — Dy

The energy of the neutrino system, E,;, is given by the missing energy, Funissing, the
difference between the centre-of-mass energy and the energy of the photon system
detected by the ECAL. The magnitude of the momentum of the neutrino system,
Pvi, is equal to that of the photon system, p.., which is calculated from their energies

using the # and ¢ information also gathered from the ECAL.

The expected recoil mass distributions in the Standard Model scenario and in
two possible anomalous WW~~ and ZZ~~ quartic coupling hypotheses are shown in
figure 3.2. These are each based on 2000 fully simulated events from NUNUGPV
subject to the full acceptance cuts. The dominating Standard Model contribution
to the cross-section, arising from the doubly-radiative return process leaving a Z to
decay to two neutrinos, is apparent from the peak in M. centred on the Z mass.
The contribution from the Standard Model WW fusion diagrams is found to the
right of this peak [65]. Radiative return events in which a third photon escapes
detection along the beam pipe, giving additional missing energy, also make a small

contribution in this region.

There is a clear difference between the effects of W and Z couplings on the recoil
mass distribution. Increasing the coupling aZ at the anomalous ZZyvy vertex has
the effect of increasing the cross-section almost exclusively in the region around the
Z mass peak, exactly as expected from the diagram shown in figure 1.8. A similar
effect is observed for a?. In contrast, the effect of the anomalous WW~~y vertex is
seen mainly in the region of the M,.. distribution to the left of the Z mass peak.
Again, similar effects are seen for ay¥ (plotted) and @Y. Thus, different regions of

the recoil mass plot are sensitive to the different possible anomalous processes.
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Figure 3.2: The recoil mass distributions for the accepted v7y~y events in the Standard Model and
with possible WW~~ and ZZ~vy anomalous couplings.

The Photon Energy Distributions

The recoil mass is not the only distribution with a shape sensitive to the AQGCs.
The distributions of the reconstructed energies of the two highest energy photons,
E, and E,s, also depend on the anomalous couplings. Studies of F,; and E.,5 indi-
cated that the distribution of the energy of the second highest energy reconstructed
photon offered the greatest sensitivity to any anomalous contribution. The effects

of the different AQGC vertices on E,, are shown in figure 3.3.

3.3 The Binned Maximum Likelihood Method

The maximum likelihood method is a procedure suited to problems in which there
are insufficient data to satisfy Gaussian statistics [66]. The method is applied here
to constrain the AQGCs using the information contained in the total cross-section

for ete™ — vvyy and the M, and E,, distributions. Consider the events at one
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Figure 3.3: The distributions of the second highest reconstructed photon energy for the accepted
voyy events, in the Standard Model and with possible WW~~ and ZZ~vvy anomalous couplings.

centre-of-mass energy in the case where a single anomalous parameter, a, can vary.
It is assumed that the probability, P;, for an event to fall into some bin, ¢, in the

two-dimensional M, versus £, distribution depends on a in a known way:
Pi — Pi(Mre07 E’yZQ a)'

Then, if n; is the number of data events in bin i, the likelihood function, L(a), is

given by
L(a) = f(Nobs, Nex(a)) sz_(a)ni,

where the product is over all the bins and the extra term f(Nops, Nex(a)) normalises
the likelihood to the total number of data events seen (Nops = >, 7;). This nor-
malisation term is the Poisson probability for having Ngus events in the data when

Nex(a) are expected for that value of the coupling and is given by

Nex(a) NobsefNex(a)
Nobs!

f(N0b57 Nex(a)) —
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It is through this Poisson term that the information from the total cross-section is

included in the likelihood function.

By construction, L(a) is the likelihood of obtaining the overall data set with the
parameter value a. However, by the theory of Bayes [67], finding the maximum of
L(a) yields the most likely value of a given the data collected. In the instance where

the likelihood has a Gaussian dependence on the parameter a,

*(a*l}o)z

L(a) =Ce 27
taking the natural log gives a parabola,

InL(a) =InC — (a = ao)”

202

which has a maximum at ay. Since both L(a) and In(L(a)) are maximised for the
same value of a it is usual to work with —In L(a) and seek the minimum of this,
neglecting the constant InC' term. It is trivial to show that the points at ag + o
and ap — o on the Gaussian likelihood curve map to the points on the parabola
where —In L(a) has increased by 0.5 from its minimum at — In L(ag). Similarly, the
95% confidence level limits on ag, the points on the Gaussian at ag + 1.960 and
ap — 1.960, correspond to an increase of 1.92 from the minimum of —In L(a). In
the case where two parameters, a; and ay, can vary, —In L(aq, as) is a surface in
three-dimensions describing the shape of a bowl. If the likelihood is Gaussian, the
bowl is parabolic and contours can be drawn though the points of equal likelihood
which are ellipses in the a; — ay plane. It can be shown that the contour containing

95% of the probability lies at Aln L = 3.0 above the minimum.

When extended to all centre-of-mass energies, the statistical — In-likelihood func-

tion for a single AQGC parameter is given by

~InL(a)=-)_ (Z nP In PP(a) + [NZ In NE(a) — Ng(a)]) , (3.1)

E

neglecting constant terms. The outer summation is over the centre-of-mass energies,
E, and the sum in the first term is over the bins in the (M;ec, E2) plane. In this first

term, nf is now the number of data events observed in bin i at energy E. PF(a) is
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given by

Fia) = U?Eit (IC(LC)L),

in which o, (a) is the total cross-section at energy E and o/ (a) the cross-section
within bin i, as functions of a. The first term in —In L(a) therefore makes use of
only the shape information in the M., and E,, distributions. The second term
originates from the Poisson normalisation. When the — In-likelihood function is not
parabolic, a Gaussian approximation is used by MINUIT [68], the CERN numerical

minimisation program, in the assignment of confidence limits.

3.4 Monte Carlo Templates and Reweighting

For the anomalous coupling parameters to be constrained when they can be var-
ied together, the full — In-likelihood function, —In L(ay’, aY, a¥, a?), must be con-
structed. This requires the functional behaviour of the binned and total cross-
sections on all four coupling parameters to be known, at each centre-of-mass energy.
Since the cross-sections vary quadratically with each parameter independently, 15
Monte Carlo templates generated with different values of the couplings are sufficient
to fully parametrise o (ay", al¥, a%, a*

2000 events generated at each of 183, 189, 192, 196, 200, 202 and 206 GeV centre-

)and o (ay,al, a%,at). The 15 samples of

of-mass energies are listed in table 3.2. In producing these, generator level cuts of
E, > 3.5 GeV and |cos#,| < 0.92 were imposed on both photons. These cuts were
chosen sufficiently far from the cuts on the reconstructed quantities to ensure that
the detector simulation was unable to smear any events excluded at generator level

into the kinematically accepted region.

The available Monte Carlo statistics were maximised using a reweighting routine
provided with the Monte Carlo generator [69]. This is a common Monte Carlo
technique used to reduce the number of events that actually have to be generated.
Here, at each centre-of-mass energy, every sample has been reweighted to correspond

to each of the other 14 settings of the anomalous coupling parameters.
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Sample Number, s ay’ al¥ aZ al

1 (Standard Model) 0 0 0 0
2 +500 0 0 0
3 —500 0 0 0
4 0 +1500 0 0
5 0 —1500 0 0
6 0 0 +500 0
7 0 0 —500 0
8 0 0 0 +1500
9 0 0 0 —1500
10 +500 +1500 0 0
11 +500 0 +500 0
12 +500 0 0 +1500
13 0 +1500 +500 0
14 0 +1500 0 +1500
15 0 0 +500 +1500

Table 3.2: The NUNUGPV Monte Carlo samples. These 15 samples each containing 2 000 gener-
ated events were made for each of the seven centre-of-mass energies studied. For the values of the

parameters shown it was assumed that the energy scale A = Myy.

The probability for a single Monte Carlo event, k, to occur depends on the square
of the matrix element, |M(agen)|?, Where age, denotes the values of the couplings
with which the event was generated. The number of events or weight, wy, the same
event would correspond to if it were to occupy the same point in phase space under
a different coupling scenario, apequiv, is equal to

_ My ()

= 7|Mk(agen)|2‘ (3.2)

Wy,

Thus, the four-vectors for the final state particles of every event in a reweighted
sample are identical to those in the generated sample, but the weight of each event
changes according to the relative probability of it being obtained under the new

coupling values.
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Consider the particular case of obtaining the cross-section in each bin of the
likelihood function in the coupling scenario ay’ = 500 and @) = af = a? = 0. This
is modelled by sample 2 but by applying (3.2) to the events of every other sample
the information from all available Monte Carlo can be used. (The reweighting of
sample 2 itself leaves it unchanged.) The sum of the weights falling into bin ¢ in
each sample then gives the cross-section in that bin from that sample. Subsequently,

these can be averaged to give the overall binned cross-section, ¢;(500, 0,0, 0).

Caution needs to be taken when the reweighting attempts to populate a region
of phase space that was not well covered in the original events. If bin ¢, for example,
lies in the low recoil mass region of the M. distribution, then in the Standard Model
scenario (sample 1) it will contain very few events. When these are reweighted to the
scenario in which the WW~~ coupling has been turned up, the result is a few events
gaining very large weights, for which the statistical errors will be very large. This is
taken into account by applying a factor Ny ; to the reweighted binned cross-section

of from each sample s. N ; is the number of equivalent events [70] from sample s

in bin ¢ and is given by

o ey

AT

in which the w; are the weights of the events from sample s falling into the bin.

Thus, the overall reweighted binned cross-section for bin 7 is given by

15 a7s s
Zs Neq,iai

15
Zs N:q,i

where the sum is over the 15 samples. In this way, fully reweighted templates for

g;

the binned and total cross-sections at each of the 15 points in (a}', ),

ag, ag) space,
at each centre-of-mass energy, have been obtained. It is then from these that the

quadratic dependence of the cross-section in each bin and overall is extracted.
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3.5 Incorporation of Systematic Effects and Op-

timisation of Binning

The — In-likelihood function defined in equation (3.1) reflects only the statistical
tolerance of the analysis. Additional systematic uncertainties will broaden the func-
tion and thereby loosen any derived confidence limits. Systematic uncertainties are

incorporated through the following modifications. The basic transformation is
y?
—InL(a) - —InL ; =L
nL(a) nL(a,y;) + Ej 5

where y; is one of a set of free parameters {y;, v, .. y,} associated with the p inde-
pendent sources of systematic uncertainty and is given a Gaussian constraint. For a
single source of systematic error, there is just one extra parameter y and the binned

and total cross-sections transform as

o (a) — o/ (a,y) =0(a,0)+y(Ac})

E E E E
Utotal(a) - Utotal(a7 y) = Utotal(a7 0) + y(Aatotal)
where AcP and Aok, are the expected errors on the binned and total cross-sections,

respectively, introduced by the systematic uncertainty. These are evaluated at the

Standard Model values of the couplings. Thus, the shape term becomes

PE( ) alE(a, 0) + y(AaiE)
- la = .
P GE (0,0) + y(AoE,,)

Any uncertainty Ao | produces a corresponding uncertainty in the total number

of expected events, ANE  which prompts
Nex(a) = Nex(a,y) = Nex(a, 0) + yANg, (3.3)
in the normalisation term.

The optimisation of the binning, not yet made explicit in the above formalism,
was performed in a quantitative way through the use of Standard Model Monte
Carlo samples as data-like input to the fit. In this procedure, the Standard Model

samples themselves were excluded from the parametrisation of the cross-section.
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Figure 3.4 shows the resulting likelihood curves for each parameter for a selection of
possible binning choices. In each case the coupling parameters not varied were kept
fixed at their Standard Model values (zero). As expected, the most likely value of

the coupling being varied was always found to be zero. More binning possibilities

- S ] oS O ]
S - 1 8 - .
< 4r 1 <€ 4r¢ .
> - 1 © - .
X 3F 1 =X 3¢ .
L | =,} —f
< - 1 - 1
1F = 1E .
L. 1 L L
0—100 100 q100 100
2 -2
] ]
S O T ] T 97
S I 1 8 |
c 4 1 < 4r¢
D ) 1 o i
X 3 i 1 X 3r
S o 1 S 2F
T PR 7
1 | =% e 1r
0-100 0 100 Q100

AA° [GeV?]

Figure 3.4: The one-dimensional likelihood curves for each of the anomalous coupling parameters
obtained by inputting Standard Model Monte Carlo to the fit. Many more than the 7 (a-g) binning

scenarios shown here were tested. Case (g) represents the optimal 10-bin final choice.

than those shown in figure 3.4 were studied but the scenario (g) was always found
to yield the tightest limits on all four couplings. This optimisation of sensitivity was
performed inclusive of systematic effects, the discussion of which is simplified if the

optimal binning choice (g) is stated here:
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1 0 < M <60 GeV and 10 < Eyp < 25 GeV
2 0 < My <60 GeV and 25 < Eyy <45 GeV
3 0 < M <60 GeV  and E 5> 45 GeV

4 60 < M. < 80 GeV and 10 < E,p < 25 GeV
5 60 < M. < 80 GeV and 25 < By <45 GeV
6 60 < M. < 80 GeV and E,> 45 GeV

7 80 < Me. < 120 GeV  and 10 < By < 25 GeV
8 80 < M, < 120 GeV  and 25 < Eyy <45 GeV
9 80 < Me. < 120 GeV  and E 5> 45 GeV

10 Mo > 120 GeV

This choice is consistent with the differing effects of the anomalous couplings on the
M,e. and E,, distributions, as illustrated in figure 3.5. Events lying in bins 7, 8
and 9 in the recoil mass are sensitive to the enhancement of the Z mass peak as the
27~ coupling is increased. Conversely, bins 1, 2 and 3 are sensitive primarily to the
anomalous WWn~ vertex. The intermediate bins 4, 5 and 6 help isolate these two
regions, preserving their sensitivities to their associated couplings. Events in the
region of the (Myec, Ey2) plane covered by bin 10 showed little dependence on any of
the anomalous couplings and left unisolated this region would serve only to dilute
the overall sensitivity of the likelihood function. The cuts at 25 and 45 GeV in the
E., distribution select the region where the ZZ~y~ couplings dominate and isolate
the tail of the distribution where the WW~~ couplings have the greatest influence.
Any finer bin granularity was prohibited by the constraint that the total number of
equivalent events in each bin i, N ;, should remain 10 or more, where the sum

is over all fifteen of the reweighted Monte Carlo samples.

The Standard Model suppression cuts on the photon energies and angles were
also considered while testing the different binning scenarios; however, no adjustment

was found to result in an improvement in sensitivity.
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Figure 3.5: The optimal binning of (Myec, Eq2) superimposed on the expected shapes of the two-
dimensional distribution in the Standard Model and anomalous WW+~~ and ZZ~~ quartic coupling

scenarios. The AQGC distributions have been normalised to the Standard Model expectation.
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3.6 Sources of Systematic Uncertainty

Energy Scale and Resolution Uncertainty

The main experimental source of systematic uncertainty arose from the accuracy
of the modelling of the energy scale and resolution of the ECAL. The evaluation
of this was based on a comparison of reconstructed events with two beam energy
photons in the final state with those simulated by the RADCOR [71] Monte Carlo
generator. The ete™ — v events were selected from those passing the sp046 two

photon selection by applying the following criteria:

e E, > Epeam/2 and | cos(f)] < 0.9 for both photons

e |cos(f;) + cos(fy)| < 0.01 and ||(¢1 — ¢2)| — 7| < 0.02, where 6, 5 and ¢, o are
the polar and azimuthal angles of the two photons, respectively, since the two

photons should be back to back

e less than 40 CJ hits near the clusters, since there should be no charged particle

tracks

The comparison was performed separately for the barrel (|cos(f,)| < 0.7) and end-
cap (0.7 < | cos(f,)| < 0.9) regions of the detector and for each year of data-taking.
The results are shown in figure 3.6. By fitting Gaussians over a 20 range of the data
and Monte Carlo photon energy distributions, correction factors Cg and Cg for the

energy resolution and scale, respectively, were found from

c width of reconstructed data energy distribution
R pr—

width of reconstructed MC energy distribution ’

c centre of reconstructed data energy distribution
S pr—

centre of reconstructed MC energy distribution -

The values of Cr and Cs for the barrel and end-cap parts are given by year in
table 3.3: the energy scale of the detector is well modelled for all years, but the fits
reveal poor resolution modelling in the barrel region for 1998 and in the end-cap for

2000.
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Figure 3.6: Photon energy distributions normalised to the beam energy in the barrel (| cos(6,)| <
0.7) and end-cap (0.7 < |cos(f,)| < 0.9) regions of the detector, in the four years of interest.
The points with error bars show the OPAL data and the dashed histograms represent the fully
simulated RADCOR Monte Carlo events.
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BARREL END-CAP
Year Cy Cr Cs Cr
1997 1.00240.003 0.96+0.10 1.00640.005 0.7040.09
1998 1.00340.001 1.1540.06 1.00140.003 0.96+0.07
1999 0.996+0.001 1.04+0.06 0.999+0.003 1.0040.06
2000 0.994+0.001 1.0040.05 0.995+0.004 1.184-0.09

Table 3.3: Correction factors Cr and Cs parametrising the difference between the energy distri-

butions of generated and simulated two-photon events.

During the optimisation stage, the corrections

ER — EMC+CR(E_EMC),
Es = CsE

were applied to the Monte Carlo samples at each centre-of-mass energy, where E is
the reconstructed photon energy, Fy\ic is the generated photon energy and Fr and
Eg are the resolution and scale corrected reconstructed photon energies, respectively.
Comparing the reweighted Standard Model templates based on the unadjusted pho-
ton energies E with those containing the adjusted quantities Egr and Es then gives
the uncertainties in the binned and total cross-sections, Ao/ and Acf |, in a partic-
ular binning scenario. If it was found from the Gaussian fits that o(Cg,g) > |[1—Cr g,
where 0(Cgs) is the error on the correction factor, then 1 £ o(Cgg) was taken as
the adjustment, whichever gave the greatest change in the total cross-section. The
photon energies were not simply corrected by Cg and C, since strictly these factors

apply only for beam energy photons.

The uncertainties on the Standard Model cross-sections are summarised in ta-
ble 3.4. The relative signs of the errors are important as they show how the shift-
ing and smearing of the photon energies during their reconstruction can change
the distribution of events among the bins. Although the uncertainties were evalu-
ated at each of the seven centre-of-mass energies studied, only eight independent
y-parameters are assigned, four for the scale uncertainty and four for the resolution
uncertainty, since the calibration of the detector was constant over each of the four

years of interest.
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Theoretical Uncertainty

The Standard Model expectation from a second Monte Carlo generator, KK2F [72]
was used to crosscheck the results from NUNUGPYV. The predictions for the total
accepted cross-section at each centre-of-mass energy are in excellent agreement, as
shown in the final column of the lower section of table 3.4. A comparison of binned
cross-sections from the two generators was also made, in order to evaluate any
possible uncertainty in the shapes of the Standard Model M., and E,, distributions,
not manifest in the good agreement of the total cross-sections. These results have
also been entered into table 3.4: for some bins the errors are large due to the low
statistics available from KK2F, though in the bins with higher statistics (7 and 8)
good agreement is again seen. Any unknown theoretical difference between the two

generators was associated with a single extra free y-parameter.

A further theoretical uncertainty has been assigned by comparing the NUNUGPV
prediction for the variation in the cross-section of ete™ — Z~~ with the anomalous
couplings with that reported by Belanger et al. [24]. Their findings are reproduced
in figure 3.7 and using the same cuts on the final state photons (E, > 5 GeV and
20° < 6, < 160°) the results from NUNUGPYV are superimposed. The parameters
ko and k. used by Belanger et al. are related to ay and a. by

_ 2
ap,c = 49 kO,c:

where g = e/sinfy and the constraint that ap. = a}ffc = aUZ’C is imposed. Since
NUNUGPYV models the vy final state rather than the more general Z~~v produc-
tion, an additional cut of 80 < M. < 120 GeV has been applied to the NUNUGPV
M. distribution in order to select the Z— vwyy part of the ete — vy~ signal.
The NUNUGPYV cross-section has also been multiplied by a factor of five to account
for the other possible Z decay channels. It is found that the NUNUGPYV cross-
sections are up to 10% lower than the Belanger et al. curves, though it is estimated
that approximately 6% of the NUNUGPYV signal is lost through the M. cut. An
uncertainty of 4% is therefore assigned to the binned and total cross-sections at all

centre-of-mass energies.
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Figure 3.7: The cross-section for eTe™ — Zyvy as a function of the anomalous couplings at the
ZZ~~ vertex, comparing the prediction of NUNUGPV with the results of Belanger et al. [24] at
Vs = 200 GeV. The energy scale A = Myy. Cuts on the photons of E, > 5 GeV and 20° < 8, <

160° were used.

Normalisation Uncertainty

In addition to the 4% theoretical error from above, other sources of systematic
uncertainty also taken to affect the binned and total cross-sections by the same
proportion have been considered. Consequently, these leave the first (shape) term
of the likelihood function unaltered and affect only the overall normalisation through

equation (3.3).

The uncertainty associated with extra initial-state radiation (ISR) corrections
has been assessed by comparing the Standard Model expected cross-sections ob-
tained from NUNUGPV with ISR enabled to those obtained when the ISR photons
are produced with no transverse momentum (£5% on the normalisation). The lumi-
nosity error, obtained using the ROCROS software [73], is £0.3%. The systematic
error associated with the correction for losses due to coincidental random detector
hits is much less than 1% and so is neglected, as is the error associated with the

expected background contribution from processes other than ete™ — vwyy(7).
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Altogether, an uncertainty of 6.4% on all cross-sections is therefore assigned,
taken to be independent of energy. A final additional free y-parameter is introduced,
bringing the total number of free parameters in the likelihood fit to 10 for the

systematics in addition to up to four anomalous couplings.
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Vs/GeV Likelihood Bin Number Total
1 2 3 4 5 6 7 8 9 10
ECAL Scale Uncertainty
183 -26 26 2.7 -41 -18 -2 059 1.3 59 -0.31  0.30
189 -9.3 43 -22 40 30 6.7 -091 -0.10 6.8 -1.2 0.38
192 -0.82 85 4.6 18 19 1.5 -0.71 -0.55 1.8 -0.23 <0.1
196 20 8.1 -1.8 14 82 26 -0.72 -0.29 -0.10 -0.10 0.10
200 -0.21 36 26 17 88 6.6 -1.0 -0.45 0.67 050 0.10
202 4.0 16 3.6 15 10 15 -0.61 -0.49 0.32 0.20 0.19
206 37 81 28 24 24 17 -15 -1.2 -0.33 -0.13 0.18
ECAL Resolution Uncertainty
183 -1.0 050 16 36 7.2 -96 -022 052 23 -030 0.14
189 -0.12  0.62 1.1 10 12 3.0 -0.31 -0.11 1.4 -0.32 -0.13
192 1.3 -50 -66 -94 -97 -63 0.12 -0.12 -1.1 0.53 -0.24
196 2.7 -32 24 -71 -53 -64 0.11 -0.70 -1.7 039 -0.42
200 <0.1 -044 -19 -89 -57 -59 022 <01 -1.7 0.13 -0.23
202 -7 13 54 -69 -44 -69 028 018 -1.2 0.23 -0.10
206 054 -11 -67 -13 -11 -94 091 <01 -22 -0.62 -0.42
Theory Shape Uncertainty
183 -82 130 120 0.12 -29 -18 2.2 -3.6 -30 -9.1 -1.8
189 -36 -34 6 89 41 42 1.9 -0.10 45 -3.5 0.91
192 180 230 -100 64 68 11 051 -51 -7.3 -99 -1.9
196 -9.9 86 -12 8.1 -13 -6.3 1.8 -1.9 11 -13 -2.2
200 14 260 -100 0.51 -1.7 51 29 49 -17  -59 -1.9
202 34 11 260 -78 ~-15 -18 -3.1 45 -20 -3.6 -4.4
206 -33 100 86 12 -10 69 3.1 95 -13 -6.2 -3.6

Table 3.4: Percentage errors on the Standard Model accepted cross-sections in each of the 10 bins
of the likelihood function, arising from the ECAL energy scale and resolution uncertainties and the
uncertainty in the shapes of the M., and E,, distributions. The results at each centre-of-mass
energy are shown. The errors on the total accepted cross-sections are given in the final column.
Large errors are found in some bins for the theoretical uncertainty due to the low population of

these bins by the KK2F statistics.
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Chapter 4

Results and Conclusion

This chapter presents the constraints found on the anomalous couplings at the
WWnry and ZZ~vy vertices from the analysis of the OPAL v7yy events. These
limits are combined with those from OPAL analyses of other processes also sensitive

to the same anomalous couplings.

4.1 Monte Carlo Studies

Before comparing the Monte Carlo expectations with the data, bias tests were per-
formed to ensure that the likelihood fit procedure behaved correctly. The limits on
the anomalous couplings that may be expected from the OPAL data were also found

from an ensemble test.

4.1.1 Bias Tests

The bias tests used Monte Carlo samples generated with different anomalous cou-
plings as inputs to the likelihood fit. The tests were intended to verify that for a
sample generated with an anomalous coupling @ = age, a minimum in —In(a) at

afy = Ggen 18 returned by the fit. In each case, the sample used as the input was
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excluded from the fifteen samples that were reweighted to obtain o (ay' , aY¥, aZ, a?)

and o2 (ag¥,al, af,a?). For each anomalous coupling parameter studied the other

three were kept fixed at zero and the systematic uncertainties were neglected.

The results are shown in figure 4.1. Due to the quadratic dependence of the
cross-section on each of the coupling parameters, a second minimum is always found
at agy = —agen (not plotted.) However, in all but one of the eight tests with non-zero
anomalous couplings, this false minimum was always at a higher value of —In L(a)
than the true minimum. It is concluded that the likelihood function used can suc-

cessfully constrain the anomalous coupling parameters from the OPAL data.

4.1.2 Ensemble Test

In this test, 5000 sub-samples were selected from each Standard Model Monte Carlo
sample, such that the number of events in each sub-sample had a Poisson distribu-
tion with a mean equal to the number expected in the data at that centre-of-mass
energy. For each coupling a, the distribution of the difference, Aln L(a), between the
minimum value of the — In-likelihood returned by the fit and the value of the — In-
likelihood with @ = 0 was obtained. The other three anomalous coupling parameters
were fixed at zero as were the parameters governing the systematic uncertainties.

The fraction of the 5000 samples with Aln L(a) > 1.92 was 2.7%, 2.6%, 2.0% and

W
c

1.8% for the couplings ay’, al¥, a4 and a? respectively. A Aln L(a) interval of 1.92
therefore represents a confidence level of slightly more than the Gaussian 95%. That
the actual 1.92 likelihood interval contains about half the number of sub-samples
expected from Gaussian statistics reflects the fact that in cases where the num-
ber of events fluctuates below the Standard Model expectation the likelihood fit is

constrained to return ag; ~ 0.

The expected 95% confidence level limits on each parameter were obtained by
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Figure 4.1: Bias test results. For each of the four couplings, the value of the parameter extracted

from the fit, agg, is plotted against the coupling value with which the input sample was generated,

agen. The 95% confidence level error bars are drawn.
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averaging the 5000 upper and lower limits from the ensemble test:

—0.040 GeV™? < a)' /A% < 0.046 GeV~?,
—0.095 GeV™? < a¥ /A% < 0.095 GeV~?,
—0.014 GeV™? < a%/A? < 0.025 GeV~?,
—0.034 GeV™? < a?/A? < 0.033 GeV 2.

Assuming that the Standard Model describes the data, these are the limits reflecting
the statistical tolerance of the analysis which may be expected on the anomalous

coupling parameters.

4.2 Events Selected from OPAL Data

Within the 1997 to 2000 OPAL data set, the numbers of events passing the full
acceptance cuts at each centre-of-mass energy are shown in table 4.1. Good agree-
ment is seen with the NUNUGPYV Standard Model expectations. The total number
of observed and expected events falling into each of the ten bins of the likelihood

function is given in table 4.2.

The distributions of M. and E,, for the data events compared to the Standard
Model expectations are shown in figure 4.2. In both cases, the Standard Model
Monte Carlo describes the data well.

4.3 Limits on AQGCs from ete™ — vy

Single parameter fits have been performed by minimising the — In-likelihood as a
function of the AQGC parameter of interest, together with the parameters con-
trolling the systematic errors. The resulting one-dimensional likelihood curves are
presented in figure 4.3. It can be seen that the systematic uncertainties have a very

small effect on the curves, which are dominated by the data statistics.
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V/5/GeV [ £ dt/pbt NUNUGPV SM Data
183 54 2.5 0
189 175 7.9 10
192 29 1.3 1
196 72 3.1 0
200 74 3.0 3
202 37 1.5 1
206 211 8.3 5

Total 652 27.6 20

Table 4.1: The number of accepted v7yy events in Standard Model Monte Carlo and OPAL data

by centre-of-mass energy.

Bin Number Mye./GeV E.2/GeV Observed Expected
1 < 60 10 - 25 0 0.1
2 < 60 25-45 0 <0.1
3 < 60 >45 0 <0.1
4 60 - 80 10 - 25 1 0.5
5 60 - 80 25 - 45 2 0.4
6 60 - 80 >45 0 0.1
7 80 - 120 10 - 25 5 11.7
8 80 - 120 25-45 6 8.3
9 80 - 120 >45 1 0.8
10 > 120 — 5 5.7
Total — > 10 20 27.6

Table 4.2: The total number of accepted events in Monte Carlo and data in each of the ten bins

of the likelihood function.
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Figure 4.2: Recoil mass and second photon energy distributions for the accepted vvyy events in

OPAL data and Monte Carlo.
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The Gaussian 95% confidence level intervals consistent with the data on the

anomalous couplings varied individually are:

—0.040 GeV™? < al"/A? < 0.037 GeV 2,
—0.114 GeV 2 < aV/A? < 0.103 GeV 2.
—0.009 GeV 2 < a%4/A? < 0.026 GeV 2,
—0.034 GeV ? < a%/A* < 0.039 GeV 2

These are all compatible with zero and are in good agreement with the expected
Standard Model limits from the ensemble test of section 4.1.2. They are comparable
to the AQGC limits found by ALEPH in this channel [32]. As expected, since
the total cross-section for ete™ — vTyy depends more strongly on the possible
anomalous ZZ~~y contribution than on possible WW+~ contribution (figure 3.1), the

W

a” coupling parameters are more tightly constrained than their "V counterparts.

The results of a fit allowing two AQGC parameters to vary simultaneously are
shown in figure 4.4, again with the two parameters not plotted fixed at zero. The
95% confidence level contour is drawn at a — In-likelihood interval of +3.0 and all
systematic effects are included. The relatively tighter constraints on the Z couplings
compared to the W couplings are evident in these plots. Furthermore, since the
anomalous ZZ~yy and WW~~ couplings affect different regions of the invariant mass
and second photon energy distributions, the limits on the a? and ay’ are uncorre-

lated. The same is true for the limits on a? and a.

Two-dimensional projections of the full four-dimensional fits are superimposed
in figure 4.4. In these plots, at each point in the plane defined by the two AQGC
parameters of interest, the likelihood is also minimised with respect to the other
two AQGC parameters. Again, due to the choice of binning of the M. and E,,
distributions, in the cases where the two AQGC parameters plotted are associated
with the same vertex, plots (b) and (d), allowing the other two parameters to float
has only a small effect on the width of the likelihood function. The minimum in
these plots represents the overall most likely values of the four AQGC parameters
favoured by the eTe™ — v7yy data. The results are in excellent agreement with the

Standard Model: no evidence for new physics is found.
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parameters not plotted are fixed at zero.
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4.4 Combined Limits on AQGCs

Limits on the parameters a;' and a)' have been found in a recent OPAL study
of the ete™ — WHTW~~ process [26]. In addition, limits have been placed on
at and a? from the qqyy final state [74]. The results from these channels have
been combined with those from the vvy~ final state through the addition of the
appropriate likelihood curves. The actual combinations have been performed by

Mark Thomson in the preparation of [74].

Combined limits on the WW=~~ couplings

The one-dimensional likelihood curves for the )’ and a)¥ coupling parameters ob-
tained from the v7yy and WHW ™+ channels are superimposed in figure 4.5. There
are no significant correlated error sources between the two channels so the combi-
nation is made by summing the two curves. Allowing both WW~~ parameters to
vary simultaneously gives the combined likelihood contour of figure 4.6. The AQGC

arameters aZ and aZ are fixed at zero.
0 C

The inclusion of the results from the vy final state provides only a small
additional constraint on the anomalous WW~~ couplings found from the WTW=+
analysis. Double-minima are seen in the summed likelihood curves, arising from
the double-minima seen in the likelihood curves from the W W=+ channel. The

combined 95% confidence level limits on the coupling parameters are:

—0.020 GeV™? < ay' /A% < 0.020 GeV~?,
—0.052 GeV™? < aV/A? < 0.037 GeV~>.

No deviations from the Standard Model are seen.
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Combined limits on the ZZ~~ couplings

The summed one-dimensional likelihood curves for the parameters a? and a? from

the qqyy and vy~ final states are shown in figure 4.7, again assuming independent
systematics for the two channels. Similar sensitivity to these AQGCs is provided
by both channels. Allowing both ZZ~~ parameters to vary simultaneously gives the
likelihood contours of figure 4.8. The AQGC parameters a)’ and a)¥ are fixed at

Zero.

The corresponding combined 95% confidence level limits on the possible anoma-

lous contributions to the ZZ~vy vertex are

—0.007 GeV %2 < aZ/A* < 0.023 GeV 2,
—0.029 GeV % < a?/A? < 0.029 GeV 2

Again, no deviations from the Standard Model are observed.
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Combined Limits on ay and a.

Since OPAL and other LEP experiments have reported limits on the WW~v and
ZZ~y AQGCs in terms of the parameters aq and a. [29, 31, 30, 27], limits are also
reported here imposing the extra condition that ayY = af = a¢ and a)¥ = a? = a..
This constraint allows the likelihood curves from the vvyy, qqyy and WTW ™y
channels to be combined. The results for the one- and two- dimensional fits are

shown in figures 4.9 and 4.10.
The 95% confidence level limits on the parameters ay and a. are

4+0.002 GeV™? < ao/A? < 0.019 GeV ™2,
—0.022 GeV™? < a./A? < 0.029 GeV ™2,

Due to the influence of the double-minima, the Standard Model is disfavoured by
Aln L = 2.0 in the ag fit. In the Gaussian approximation this corresponds to only
2.0 standard deviations, however. Thus, the results from this overall combination

of channels are consistent with the Standard Model.
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4.5 Summary

It has been shown in chapter 1 how the vy~ final state is sensitive to possible
AQGGCs of the form WWn~~vy and ZZvyy. The acoplanar photon pairs arising in
this final state have been selected from OPAL data at centre-of-mass energies 183-
209 GeV, using the event selection criteria outlined in chapter 2. Subsequently, the
maximum likelihood function constructed in chapter 3 has been used to constrain

the anomalous coupling parameters ay', ay, a4 and a?. Both the selection of the

acoplanar photon pair events and the binning of the likelihood function were opti-
mised in order to attain maximal sensitivity to the possible AQGCs. The systematic

uncertainties, although small, were considered in this optimisation.

The resulting 95% confidence limits on the AQGC parameters from the vy

final state are

—0.040 GeV™? < a)' /A% < 0.037 GeV~?,
—0.114 GeV™?> < a¥V /A% < 0.103 GeV~?,
—0.009 GeV™? < a%/A? < 0.026 GeV~?,
—0.034 GeV™? < a?/A? < 0.039 GeV 2.

where A is the energy scale of the new physics. Combining these results with those

from the qqyy and WHW ™+ final states at OPAL, these limits are tightened to

—0.020 GeV™? < a)' /A% < 0.020 GeV~?,
—0.052 GeV™? < aV/A? < 0.037 GeV~?,
—0.007 GeV™? < a%4/A? < 0.023 GeV ™2,
—0.029 GeV 2 < a%/A? < 0.029 GeV 2.

Limits obtained when allowing two parameters to vary have also been reported. All

results are consistent with the current Standard Model expectations.
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Chapter 5

The ATLAS Semiconductor
Tracker Barrel System Test

ATLAS (A Toroidal LHC ApparatuS) is a multi-purpose detector being constructed
at CERN to study the physics in the TeV mass range that will be accessible by
the Large Hadron Collider (LHC). This chapter gives an introduction to the LHC,
ATLAS and the ATLAS Inner Detector, of which the Semiconductor Tracker (SCT)
forms one component. This is followed by a description of the physical principles and
operation of the silicon micro-strip detectors that make up the SCT. The results of
tests performed at the SCT barrel system test are then presented. The final section
describes and demonstrates techniques for the measurement of common-mode noise

in binary read-out systems.

5.1 Experimental Framework

5.1.1 Introduction to the LHC

The LHC is being constructed in the 27 km circumference tunnel that previously

housed the LEP synchrotron. Consisting of two beam pipes, the new accelerator will
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collide protons at 7+ 7 TeV, though due to the composite nature of these particles
only a small fraction of the total 14 TeV centre-of-mass energy will be available for

257! initially, rising to

hard physics processes. The expected luminosity is 103 cm™
103" cm~2s7! in the high luminosity phase after three years. Like LEP, there will be
four interaction points around the ring where the new detectors ATLAS [75], CMS,

ALICE and LHC-B are being constructed.

5.1.2 The ATLAS Experiment: An Overview

The 44 m long and 22 m high ATLAS detector (figure 5.1) is intended to realise the
main physics goals of the LHC project: searches for the Higgs boson and for super-
symmetric particles. Extending outwards from the beam pipe, ATLAS comprises
an Inner Detector (ID), a solenoid magnet, a liquid argon (LAr) electromagnetic
calorimeter, a hadronic calorimeter and a muon spectrometer with an air-core toroid
system. The ID and SCT will be outlined in more detail below: for a description of

the other components refer to [75].

The LHC bunch crossing rate will be 40 MHz, with a projected total interaction
rate of 1 GHz. Each detector subsystem has a pipeline memory to hold the events
pending a level-1 trigger [76], which will reduce the rate to a maximum of 100 kHz.
Following the level-2 trigger, the filter and the event builder, events will be stored
at 100 Hz, amounting to approximately 10° Mb of data per year of running.

5.1.3 The Inner Detector: Introducing the SCT

The ID [77] will occupy the most central region of ATLAS and is designed to provide
precision tracking of charged particles from the interaction region to the electromag-
netic calorimeter. The complete sub-detector (figure 5.2) is 7 m long and extends
to a radius of 1.15 m. Its location inside the solenoid allows the momentum and
charge sign of charged particles to be measured from the curvature of their paths in

the 2 T magnetic field.
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Figure 5.1: The complete ATLAS detector.
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Figure 5.2: The ATLAS Inner Detector.

The SCT [77, 78, 79] is intended to contribute to the momentum, vertex and im-
pact parameter measurements of the ID by finding four precision points per particle
track. The barrel component will cover the 30 to 55 cm intermediate radial range
of the ID with four nested barrels 1.5 m in length and is capped at each end by two
end-caps, each of 9 disks. The four SCT barrel layers are to be tiled with a total of
2112 identical modules [79, 80] in 32, 40, 46 and 56 rows of 12. These modules are

described in detail in the next section.

In addition to the SCT, the ID comprises also a PIXEL detector and a Transition
Radiation Tracker (TRT). Compared to the silicon strips of the SCT, the PIXEL
technology to be used in the inner-most part of the ID is more expensive and requires
more material per track. However, the PIXEL sub-system is necessary to provide the
high granularity required for track reconstruction and secondary vertex finding in
the high track density p-on-p environment. The outer Transition Radiation Tracker
(TRT) will measure a further 36 points per track, giving overall reliable pattern

recognition for the track finding algorithms.
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5.2 The ATLAS Silicon Micro-Strip Detectors

The SCT employs silicon micro-strip technology which has been in use for over 10
years, though the 61 m? area of the SCT is an order of magnitude larger than any
such previous generation detector. A brief introduction to the principles of operation
of silicon detectors is given in the first part of this section: a more comprehensive
review can be found in [81]. The following parts describe the SCT barrel modules

and their noise performance in more detail.

5.2.1 Physics of Silicon Detectors

The electron energy levels of pure crystalline silicon are grouped into bands. At
absolute zero, all atoms retain their four valence shell electrons and the valence band
energy levels are fully occupied. These electrons can be easily thermally excited into
the conduction band, however, the bottom of which lies at just 1.1 eV above the top
of the valence band. Since the electrons promoted to the conduction band, and the
resulting hole states which are created in the valence band, are mobile, silicon is a

semiconductor at room temperature.

Silicon may be doped by introducing either a small group V or group III type
impurity. The first of these forms of doping produces n-type silicon, in which the
donor atoms of the group V element contribute additional electrons to the conduc-
tion band. In the second case, the acceptor atoms easily attach electrons from the
silicon, and consequently the resulting p-type material has an excess of holes in the

valence band.

The detectors of the SCT modules consist of an n-type silicon bulk. The micro-
strips are formed by implanting strips of p*-type material, in which the doping with
an acceptor impurity is heavier than the doping of the bulk with the donor atoms.
At the resulting p*-n junction, the electrons in the conduction band of the n-type
material diffuse to fill the holes in the valence band of the p-type material, creating

a potential difference across the junction and a region almost devoid of free charge
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carriers. This depletion zone extends further into the n-type material due to its
weaker relative doping. By applying a reverse bias voltage, the intrinsic potential
difference of the diode is enhanced and the depletion region can be made to extend

throughout the n-type bulk.

Charged particles traversing the bulk material deposit energy according to the
Bethe-Bloch equation [82]. In the 285 pum thick silicon of the SCT detectors, the
most probable amount of energy deposited by one minimum ionising particle is
85 keV. Since approximately 3.6 eV is required to create one electron-hole pair, this
corresponds to the production of about 24 000 such pairs. The liberated holes are
swept by the field to the p*-type implants closest to where the incident charged
particle passed through the bulk. The resulting signals induced in the aluminium
micro-strips, which are bonded on a layer of insulator above the p™ implants, can

then be read out.

5.2.2 The Barrel SCT Modules

A single module (figure 5.3) comprises four silicon detectors, each of which has an
active area of approximately 6 mm by 6 mm covered by 768 channels of 80 pm
pitch. These detectors are joined in pairs end to end to create two 12 cm long
sensors which are then glued back to back with a 40 mrad stereo angle, either side
of a thermally conductive baseboard. The read-out of charge from the micro-strips
is performed in groups of 128 by twelve ABCD front-end ASICs [83]. These are
mounted on a hybrid card which wraps around the middle of the four detectors, as
visible in figure 5.3. The charge collected in one channel is amplified by the gain
(~ 50mV/fC) and discriminated against some threshold (1 fC or ~ 50 mV), with

the resulting binary output being stored in a pipeline memory.

The spatial resolution perpendicular to the strips of a single detector is approxi-
mately 23 pm. Within a double-sided module the actual r-¢ resolution is improved
to approximately 20 yum. Owing to the stereo offset between the two detector planes,

a resolution in the z-direction of around 1000 pm is achieved.
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Figure 5.3: Photograph of a single SCT barrel module. The six chips on the upper side of the
hybrid card are visible.

5.2.3 Noise in Binary Read-Out Systems

In a binary read-out system the level of noise is a crucial parameter since it deter-
mines how high the threshold must be set in order to limit the rate of false hits
which arise due to the noise, which in turn influences the detection efficiency. If
the threshold is set too low, the number of noise hits is increased, which leads to a
reduced tracking performance. Moreover, the total amount of data which has to be
read out is also increased. However, the threshold cannot be made arbitrarily high

without a loss of efficiency.

The random noise in any detector channel can be assumed to have an independent

Gaussian distribution given by

1 z?
P(r) = ———=exp (——) ,
( ) 27TQ?nd 2Q?nd
where the size of the noise in units of charge, =, has an RMS value given by the

width Qg This RMS value is conventionally taken as a measure of the size of the

noise present. The observed occupancy, O, arising due to the noise, above some
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threshold, Qiy,, is then given by

O(Qu) = / " P(a)ds,

chr

which evaluates to the complementary error function, or “S-curve”:

O(Qinr) = %erfe (%) :
rnd

In the SCT, the high occupancy due to real hits demands that the noise hit rate be
less than 5 x 107* [77]. Under the Gaussian assumption, this requires that Q. be
set, at 3.3 times the width of the noise distribution, @),,q. The nominal operating
threshold of 1 fC, designed to give 99% efficiency, therefore dictates that the RMS
noise be less than 0.3 fC, equivalent to the charge on 1900 electrons (1900 ENC).
This limit accounts for the anticipated lifetime of the experiment: the design limit

on the noise is 1500 ENC, which includes the contributions from the detectors and
the ASICs.

A summary of the design specifications referred to in this section is given in
table 5.1. Comprehensive testing of the modules is required to ensure they meet
these standards and the system test, the subject of the next section, has played a

significant role in this quality assurance.

Parameter Specification
Operating Temperature -7°C
Operating Threshold 1fC
Resolution in r-¢ < 20 pm
Resolution in 2 < 1000 pm
Noise < 1500 e~
Occupancy due to noise <5x107*

Table 5.1: Specified operating conditions, resolution and noise performance of the SCT modules.
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5.3 The SCT Barrel System Test

The system test of the barrel SCT [84] was conducted at CERN from 2000 to 2003.
Its primary goal was to operate as many of the modules as possible in a configuration
as close as possible to that of the final SCT, thereby testing the behaviour of the
modules in such a system and comparing to their stand-alone performance. The

system test also served as a test-bed for various grounding and shielding options.

5.3.1 Setup of the System Test

The system test simulated a section of the inner-most SCT barrel in all the details of
the mounting, cooling, supply and shielding of the modules. A drawing of the barrel
design is shown in figure 5.4. Figure 5.5 is a photograph of the actual system test
arrangement, the key components of which are outlined below. For a full description

refer to [84, 85].

Mechanical Support

The modules were mounted on the carbon-fibre sector by further carbon-fibre brack-
ets. The sector could accommodate a maximum of four rows of 12 modules, though

not all positions were instrumented with power tapes and read-out fibres (see below).

A plastic cover was used to shield the modules from light and provide a gas-tight
enclosure. Under the usual operating conditions, the enclosed volume was flushed

with dry nitrogen, resulting in an atmosphere with a humidity of 40% or less.

Cooling

When operated the modules each produce up to 10 W of heat and this was dissipated

by the cooling pipes on to which the baseboards were clamped. Three cooling pipes
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ran the full length of the sector. An ethanol-water mixture was pumped through the

pipes at 10°C, keeping the operating temperature of the modules at around 25°C.

Power Delivery and Data/Command Transfer

The modules were powered and read out by prototype opto-harnesses [87]. These
consisted of 50 pym thick aluminium-on-kapton tapes to deliver the low voltage (LV)
power to the ABCD chips and the high voltage (HV) for the detector bias, together
with optical fibre bunches for the transfer of command signals and data packets
to and from the chips, respectively. Each harness could serve 6 modules and they
entered from either end of the sector: there were three harnesses to supply 18
modules on one half of the sector with a further single harness entering from the
other end to supply 6 more modules there. Thus, at most one full row of 12 modules,

plus two additional half rows of 6, could be operated.

Each module was interfaced to the power lines on the main opto-harness with
a dog-leg. These also held the opto-package which converted both the optical com-
mands sent to the chips to electrical signals and the data from the chips to optical
signals for transmission to the DAQ system. The chips were operated at their nomi-
nal voltages of 3.5 V for the analogue and 4 V for the digital circuits. The detectors
were biased at 100 V.

Power Supply and Read-Out Scheme

Power supply and read-out were provided by a VME-based system drawn schemati-
cally in figure 5.6 [88]. LV power for the chips and opto-packages and the HV detector
bias came from the SCT-LV and SCT-HV components, respectively. The CLOAC
and SLOG generated the 40 MHz clock, command and trigger signals. These were
both connected to the OPTIF, which converted the commands from electrical to
optical signals for transmission to the modules and the data received from the chips
back to electrical signals for subsequent decoding by the MUSTARD. The system
was controlled by the ROOT-based DAQ software SCTDAQ [89] running on a win-
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dows NT PC connected to the VME system via a National Instruments interface
card. A second PC was used to run the Detector Control System (DCS) to monitor

the ambient and cooling pipe temperatures and the humidity.

Shielding

The system test considered two alternative grounding and shielding schemes. How-
ever, in the absence of extra noise being forced into the system, no difference between
the two schemes was observed. All results shown here are for the “standard config-

uration”: refer to [84] and [90] for the precise details.

5.3.2 Analysis Methods and Results

Results are presented here of tests with one full row of 12 modules. The two halves
of the row were served by independent harnesses so this configuration checked for
possible interference effects between them. The results are interpreted by compari-
son not only to the SCT design specifications but with reference to each module’s
stand-alone performance recorded on the electrical-read-out test bench. Before be-
ing operated on the sector, all modules were first tested on this electrical stand,
which bypassed the optical link and had well controlled shielding, with the mod-
ule under test sitting in a grounded metal box. In principle the modules’ optimal

performance should have been returned in this system.

Three Point Gain Scans

These scans were used to find the amplifier gain and the noise, )4, for all channels
of the modules. Triggers were issued at a few tens of kHz in conjunction with
a known amount of charge being injected into every channel from the calibration
circuits on the ABCD chips. The channel occupancies were measured as a function of
the threshold in mV, yielding the characteristic S-curve for each channel charting the

fall in occupancy with increasing threshold. The responses (in mV) of the amplifiers
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to the injected charge were then obtained from the threshold values at which the
occupancies had fallen to 50%. In the so called “three point gain” approach, the 50%
points were plotted for input charges of 1.5, 2.0 and 2.5 fC and the gain determined
from the slope of this response curve. The gain was then used to derive ;4 from the
width of the S-curve obtained from the 2 fC scan. Gain and ENC values averaged

over the 128 channels of each chip are usually quoted.

Figure 5.7 compares the ENC values measured from the row of 12 modules
operated on the sector with each one’s individual noise performance on the electrical
stand. In this and all following similar plots, the module names on the z-axis reflect
the physical arrangement of the modules on the sector. The multi-module results are
comparable to those seen on the electrical stand. The general trend for the multi-
module noise values to be slightly lower most likely resulted from the pre-biasing
of the detectors when operated on the sector (see below). Typical noise values
were around 1600 ENC compared to the specified limit of 1500 ENC. However,
the specification applies to the low temperature (-7°C) conditions within ATLAS
and an improvement of approximately 6 ENC per 1°C temperature decrease can be

expected over the room temperature results shown here [84].

Noise Occupancy Scans

In these tests the occupancy arising from noise alone was measured, in the absence of
any injected charges. Results are quoted at the nominal operating threshold (1 fC),
at which the noise occupancy should be less than 5 x 10~%. As shown in figure 5.8
all modules performed well within this noise occupancy limit, despite being outside

the Qg ENC limit as measured with the three point gain scans.

The noise occupancy as a function of the threshold measured in units of charge,
Qinr, could be obtained by scanning ()i, and sending varying numbers of triggers,
between 2000 and 108, to compensate for the decreasing number of noise hits as the

threshold was increased. Assuming a Gaussian random noise distribution for each

92



%) 2000 I
E [ --@ - Elec. Stand
g 7 ® —@— Multimodule
.g 800 - b
1 — (] g
= 9 ® %
[ ‘ \"‘\” \\,’ \‘,‘ “.‘r‘\‘
L ® v | @ "u ? . .,\‘e,\;“
1600 ‘aiwe | © (Supall P %' *a ®
9 _‘ | L v N
- Ry, sl
1400 —
1200 —
7\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

0035 0046 0011 0019 0018 0029 0036 0026 0052 0030 0022 0008
Module

Figure 5.7: The ENC values by chip as derived from three point gain scans, comparing module
performance in a row of 12 on the sector with their stand-alone performance. The module names
are given on the z-axis: the 12 points per module correspond to the chip averaged noise values.

The ENC values are in units of the electron charge.

channel, the occupancy O should vary with the Q. for Qny > Qg as

1 2
InO ~ __%.
2
rnd

The resulting linear dependence of In (O) on @2, seen in one chip is shown in
figure 5.9. Any deviations from such behaviour are indicative of non-Gaussian noise

pick-up: none are seen.

The Qma values in ENC extracted from the slopes of In (O) vs Q2,, for all chips are
shown in figure 5.10. The noise occupancy method therefore offers an alternative way
of determining the ENC values to the three point gain scans. The two approaches are
not completely independent, however, since the three point gain scans are required to
measure the gain and thereby allow Qi to be found from the threshold DAC value
in mV. The input noise values given by the noise occupancy method are slightly

lower than those obtained from the three point gain scans, which is consistent with
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Figure 5.8: The noise occupancy values at 1 fC threshold by chip for a row of 12 modules on the
sector, compared to the specified limit of 5 x 107*. The module names are given on the z-axis:

the 12 points per module correspond to the chip averaged noise values.

the observation that the three point gain scans recorded lower noise values when
lower values of injected charge were used: the noise measured with a 0.5 fC injected

signal was approximately 20% lower than with a 2 fC injected signal.

Repeated Noise Measurements

The ENC by chip was measured over a sustained period of time, either by repeating
the three point gain or noise occupancy scans. If the modules were biased for several
hours before commencing the data taking, the noise occupancy tended to be stable,
as shown in figure 5.11(a). However, if the measurements commenced immediately
after biasing the detectors, the noise occupancy was seen to decrease with time. An
extreme example is shown in figure 5.11(b). Following subsequent investigation, this

trend is understood in terms of the similar change with time seen in the inter-strip
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Figure 5.10: The ENC values by chip comparing between a row of 12 modules on the sector with

their stand-alone performance, as derived from noise occupancy measurements. The module names

are given on the x-axis: the 12 points per module correspond to the chip averaged values.
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capacitance of the detectors [91, 92].
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& | Www ﬂu MM M Ml W}W;H o

Figure 5.11: The typical noise occupancy values for one chip over a period of several hours with

(a) and without (b) pre-biasing of the modules.

Cross Talk

The system test has been the only place to simulate the SCT multi-module ar-
rangement and it was therefore prudent to test for possible cross talk between the
detectors when arranged in their true geometry. Real signals were produced in the
detectors of one of the modules (0029) using a Sr90 S~ source. These were trig-
gered on using a scintillator connected to the CLOAC external trigger feature. The
scintillator was placed underneath module 0029 and the timing and discrimination
adjusted for maximum efficiency. During data taking the full hit pattern for every
event was recorded. Subsequently, events with a hit in the top and bottom of the

target module were selected.

The quantity x for every channel has been calculated from

o (Osrc - Oref)
X = (\/50') ’

where O is the probability of a hit in conjunction with a real hit and O, is a

(5.1)

reference occupancy, with spread o, taken from an equivalent data set collected in
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the absence of the source. In the case where Og. = O, the x distribution will
be centred on zero with unit spread. As indicated in figure 5.12, neglecting one

unmasked noisy channel, no evidence for any cross talk between modules was seen.
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Figure 5.12: The quantity x of equation 5.1 plotted for all channels. Real hits were generated in

module 0029. The results are consistent with there being no cross talk.

5.3.3 Conclusions

System tests with a row of 12 SCT modules showed the noise performance of the
modules on the sector to be within the SCT design specifications and comparable to
individual module tests. Many other measurements were made, including the use of
a different geometry of modules and operating the modules at 0°C. The exhaustive
results can be found at [85]. In summary, the system test has been invaluable in

providing assurance of the functionality of the final SCT design.

Using the standard analysis tools reported in this section, no indications of non-
Gaussian noise pick-up were seen. This motivated more sensitive tests for the pres-

ence of common-mode noise, as described in the next section.
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5.4 Measurement of Common-Mode Noise

Common-mode noise is of particular concern in the analysis of binary data obtained
from analogue signals that may have been affected by coherent distortions. In the
case of the SCT, an external noise source in the proximity of the detectors could lead
to coherent variations in the signals across groups of channels. If the read-out were
analogue, this common-mode contribution could easily be deduced from the pedestal
heights and subtracted from the signals on an event by event basis. However, such
corrections cannot be made in the binary read-out system employed in the SCT,

demanding that the common-mode noise pick-up be negligible.

It is assumed throughout this work that the common-mode source has a Gaus-
sian distribution which adds coherently to the Gaussian random noise on a group of
channels. For the SCT modules it is natural to consider such a group to be the 128
channels of a single chip sub-system. Working in this theoretical framework, meth-
ods to detect and measure common-mode noise have been reported elsewhere [93].
In the first part of this section this framework is established and the methods re-
viewed before being extended. In the following section they are applied to a barrel

SCT module operated at the system test.

5.4.1 Theoretical Framework

All noise levels are normalised to the single channel random noise, (Q;,q. The thresh-
old, 7, is also expressed in units of (),,q. In this notation, the distribution of the

random noise in any channel is now given by

Pl = e (-5).

which has unit width. The distribution of common-mode noise, z, is

P(2) 1 22
z) = exp | —=—
V2152 P\T22)
and adhering to the usual convention the width s is taken as the magnitude of

the common-mode noise, in units of Qg (Qemn = $Qma). The two Gaussians are



convolved to give a total noise distribution

P = o (3% )

where a = = + z. The observed occupancy above some threshold 7 is then given by

which evaluates to the complementary error function (S-curve),

1 T
O(r) = §erfc (W) :

In the three point gain method of measuring the noise performance, the S-curve
for each channel is obtained by scanning the threshold whilst injecting a known
charge into the amplifier. In the Gaussian approximation, the width of this S-curve
is given by the sum in quadrature of the random noise on that channel with any
common-mode noise that the channel is sensitive to; 1 + s? in this notation. In
principle, s can be determined by comparing to a similar measurement taken in
an environment free of common-mode noise, though such a method is likely to be
insensitive to small s due to the extra errors introduced by the change in operating
conditions. More sophisticated techniques are therefore required to measure s when

the common-mode pick-up is small.

Although the common-mode noise is generally not expected to have a Gaussian
distribution, it may still be approximated by a Gaussian when it represents a small
component of the total noise and the complementary error function remains a close
fit to the S-curves. If the common-mode noise leads to a non-Gaussian behaviour
of the total noise it can be detected by employing less refined methods than those
described here, for example by looking for non-linear deviations in the In O vs Q3

behaviour [93].
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The Correlation Matrix Method

Any common-mode noise pick-up across the channels of one chip leads to a corre-
lation between their occupancies. The correlation matrix for all channels of a chip
therefore gives an immediate indication of the presence of common-mode noise. The

amount of correlation gives a measure of the magnitude of the common-mode noise.

The correlation between two channels A and B at some threshold 7 is given

by [93
Y[ ] OAB(T)—OA(T)OB(T)

~ V/Ou(r) — Oa(1)2\/O5(r) — Op(r)?

where O 4(p)(7) is the occupancy of channel A (B) and O4p(7) refers to the occu-

CAB(T)

pancy of channels A and B together, given by the number of common hits divided

by the number of events.

The distributions of the uncorrelated random noise in channels A and B are given

by the Gaussians

where it is assumed that the size of the random noise is the same in each channel.
Studies of the behaviour of SCT modules have demonstrated that this assumption
is a good approximation for the channels of one chip [80]. From these it is possible
to define a two dimensional noise distribution, P(z,y), given by the product of the

Gaussians associated with each channel:
P(x,y) = P(x)P(y).

The occupancies above some threshold 7 can then be obtained by evaluating the
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more general integrals

oo

0s0) = [ [ Playds
Op(7) :/oo /oo Pz, y)dz dy, (5.2)

Oap(T / / (x,y)dx dy.

Oa(1) and Op(7) evaluate to the same complementary error function with unit
width: the size of the random noise is the same in both channels and so at a
given threshold their occupancies are equal. In the absence of common-mode noise,
O4p(7) is just O4(7)? (or Op(7)?) giving Cap(r) = 0: for purely random noise

there is no correlation between the occupancies of two channels.

On the introduction of common-mode noise via P(z), the distributions of the
total noise in each channel are given by P4(a) and Pg(b) where as before a = z + z
and b = y + z. Since Pa(z + z) and Pg(y + z) are correlated by virtue of their

common component P(z),
P(a,b) = P(x + z,y+z) # P(x + 2)P(y + 2).
However, since the three distributions Pa(x), Pg(y), P(z) are all independent
P(x,y,2) = P(z)P(y)P(2)

and subsequently P(a,b) can be obtained by means of a change of variable to P(z +
2,y + z,2) and integration over all z. The result is

1 1 2\ 2 2172 2
P(a,b) = mexp (—m((1+s Ja® + (1 + s7)b° — 2abs )> :

In the absence of common-mode noise (s = 0) this reduces once again to the product
of two Gaussians. The occupancies O4(7), Op(7) and O4p(7T) are now given by
equations 5.2, replacing P(x,y) with P(a,b) from above. O4(7) and Og(7) are the
complementary error function with width 1+ s%. O4p(7) must be solved numerically
and is greater than O4(7)? (or Og(7)?) giving Cap(7) > 0. The correlation between
channels A and B as a function of s is plotted in figure 5.13 for several different
thresholds.
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Figure 5.13: The correlation between two channels as a function of common-mode noise, s, for
thresholds, 7 = 0, 1, 2, 3.

It should be noted that in addition to the correlations between the channels of
one chip, it is also possible to measure the correlations between pairs of chips within
or between detector modules. The correlation between any two chips C and C} is
found by averaging the correlations between each channel i of the 128 channels read

out by chip C; with its counterpart i’ of 128 in chip Cs:

i,i'=128
1

00102 = m Z Cisr.

ii'=1

This gives the required result that the correlation of any chip with itself is unity.

If the two chips can be represented by two channels A and B, assuming they are
both susceptible to the same source of common-mode noise it is possible to write in

analogy with the previous section

1 1
P(a,b) = —) exp <—2(

21/ (1 4 2s? m((l +rs?)a® + (1 + )b — 2ab7“52)) ,

where r is the ratio of the noise pick-up in chip A to that in chip B. Thus, once

the size of the common-mode noise in each chip is known, the correlation between

102



them is predicted and is generally non-zero if the amount of noise pick-up is not
identical (r # 1). In a matrix of correlations between two chips, then, there is
no new information that is not concealed in the unit entries along the diagonal.

Chip-chip correlations are not considered any further here.

Coherent Occupancy Method

Any common-mode noise causes coherent fluctuations in the occupancies of groups
of channels from one event to the next above or below that expected from purely
random noise. The distribution of the number of channels in an event register-
ing a hit above threshold, N, is therefore sensitive to common-mode noise. In
the absence of common-mode noise the N, distribution is binomial, denoted by
P(Ney) = Bin(Ney; O(7)) for a hit probability O(7) and threshold 7. The mean

number of hits is given by the binomial mean

Ney = nO(7),

where there are n = 128 channels and the variance of the distribution is

Var(Ney) = nO(r)(1 — O(r)) = Nay(1 — Nov/n).

Hence the expected variance can be found from the observed mean number of hits
per event, No. An observed distribution wider than this indicates the presence
of common-mode noise. To measure the size of this common-mode contribution
requires quantifying the difference between the observed and expected variances of

the N,, distribution.

A common-mode noise contribution to the random noise signal is equivalent to
shifting the threshold for all channels susceptible to the common-mode noise in the
opposite direction by the same amount. Assuming Gaussian common-mode noise,

this shift can be modelled by giving the thresholds a Gaussian distribution [93]:
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where 7 is the original threshold. The N, distribution becomes a superposition of
binomial distributions for varying thresholds,

P(No) = / " Bin(Noy; O(r))g(r)dr

o0

which has a mean

N = /_OO nO(r)g(r)dr

o0

and variance
Var(Ne) = Nl = W)+ o — 1) [~ O(r)glr)ds

The observable I was introduced in [93] where it was defined as

2 _ sin(«)
1 — sin(«)
with L .
Var(Ney) — Ney (1 — Hev)
n(n —1)

If the observed variance is equal to that expected from binomial statistics then I'

o =

and the common-mode noise contribution are zero, no matter how many channels
there are or how the threshold is set. Figure 5.14 shows I' plotted as a function of
s for several different thresholds. Defined in this way, I' has the useful property of
approximating the ratio of common-mode noise to single channel random noise when
operating at the 50% occupancy point (7 = 0). However, it is unlikely that detectors
would really be operated in this regime, and the measurement of common-mode noise
at high thresholds will be more important (see next section) at which I' loses much

of its sensitivity. This motivates the definition of an alternative observable, €2, given

by
Q= _" Vai]\;‘”)— 1 +1]—1.
(Tl - 1) Ny Ney

Again, ) quantifies the difference between the observed and expected variances but

is now chosen so that the first term in the brackets leads to the cancellation of the
O(7) in the integral expressions for N, and Var(Ng, ) which previously rendered I’
less sensitive in the high threshold, low common-mode noise regime. {2 is plotted in

figure 5.15.
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Figure 5.14: The observable I' as a function of common-mode noise, s, for 7 = 0, 1, 2, 3.
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Figure 5.15: The observable (2 as a function of common-mode noise, s, for 7 = 0, 1, 2, 3.
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Distorting Effects

The mathematical assumptions of both methods require that the thresholds for all
channels in the chip under consideration be identical. This is achieved through
the “trimming” procedure [89] in which the offsets for all channels within a chip,
or ideally an entire module, are adjusted to equalise their physical thresholds for
a globally set DAC threshold. The residual spread in the thresholds of the 128
channels about their set value is not modelled in either method. In addition, this
tuning is optimised at the nominal operating threshold of the detectors. Since the
gain is not precisely the same for all channels, the further the threshold is moved
from its nominal setting the more dispersed the threshold becomes. Some variation
of the results with threshold is therefore to be expected, and the best estimate for the
common-mode noise will be obtained when the threshold is set as close as possible

to its nominal value.

5.4.2 Application of Methods to the SCT

The two methods described in the previous section were applied to six ATLAS SCT
modules operated on the sector. The results for one of the modules are discussed in
this section, though similar findings were obtained using the others. It was known
that coherent noise effects in the system used were small [84] and so common-
mode noise was created by injecting a 10 MHz sine wave signal into the shield
that surrounded the detectors. It is assumed that the noise measured without this
injection is purely random. The S-curve for every channel of each of the twelve chips
was measured with and without the noise injection and the results averaged by chip,
to give the total noise @i, and the random noise ().nq for each chip, respectively.

The quadratic difference between these noise measurements gives a measure of the

2 —

size of the common-mode noise pick-up in each chip, s = Qemn/Qmna, from Q7 =

Q3. — Q%4 This is plotted by chip in figure 5.16. The error bars arise from the

rnd*

estimated error on the measured S-curve random and total noise values.
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Figure 5.16: Common-mode noise by chip, obtained from the quadratic difference between the

S-curve noise values Qng (Without noise injection) and Qo (With noise injection).

The nominal operating threshold for the SCT is 1 fC. Thus, for the reasons given
in 5.4.1, the common-mode noise was sought when operating with the threshold set
as close as possible to this value. Normalising to the typical random noise in the
system gives 7 &~ 4.5. In practice, therefore, it was necessary to compromise on
the threshold such that in a reasonable time sufficient events could be read out
to provide adequate statistics. This was particularly relevant when applying the
correlation matrix method, for which the data taking and analysis routines were
slow due to the need to read-out the full hit pattern in the detector on an event by

event basis.

The Correlation Matrix Method

The theory for the correlation matrix method outlined in section 5.4.1 considers only
a two-channel system. To obtain a value for the noise pick-up within a chip therefore
requires some average of the correlations between all the channel-pairs of that chip,

C (7). The correlation matrices obtained for the 12 chips are shown in figure 5.17.
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The distribution of strip-strip correlations is approximately uniform within any one
chip but varies notably between chips, reflecting the spatial distribution of noise
pick-up across the module seen in figure 5.16: chip 5 clearly shows the greatest
noise pick-up, due to its proximity to the cooling pipe, and correspondingly the

most notable strip-strip correlations.

The individual plots of the correlations between the channels of one chip are

approximately uniform, so the chip-average C'45(7) was obtained from
(7_) _ OAB(T)—OA(T) OB(T)
2
VO - 040 05 - 057)

by measuring the quantities O(7)(= Op(7)) and Op(T) representative of that

Cap

27

chip.

The theory then predicts how Cap(7) should vary with the ratio of common-
mode noise over random noise, s, at a given threshold. However, the intrinsic
random noise will generally be unknown as the S-curves yield Q. in the presence
of common-mode noise. Given the quadratic relation between Qnq, Qior and Qemn,
however, it is possible to convert observations on the correlation and the total noise

into the size of the common-mode noise expressed as s using an iterative technique.

The results at 0.2, 0.4 and 0.6 fC threshold, based on samples of 100 000, 300 000
and 500000 events, respectively, are shown in figure 5.18. The precision on the
common-mode noise measurement in each chip is limited by the error on the total
noise values obtained from the S-curve chip-averages and the statistical errors on the
measurements of O4 and O 4p, which worsen at higher thresholds, requiring larger
sample sizes as 7 is increased. At 0.6 fC the large number of events required to
measure O 4p with reasonable accuracy became prohibitive to any further increase

in threshold.

The Coherent Occupancy Method

As with the correlation method, an iterative technique has to be employed to convert

the measured values of €2 into common-mode noise values by chip, given the chip-
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Figure 5.17: Correlation matrices seen with noise injection. The x- and y-axes indicate the channel
number from 0 to 127 and the gray-scale shows the amount of correlation. It is evident that the

greatest noise pick-up was seen by chip 5.
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averaged measured values of Q;,;. Since the measurement of €2 requires the recording
only of the total number of hit strips per event, not the actual hit pattern, faster
data taking permits higher thresholds to be used. The results at thresholds up to
0.8 fC (1000000 events) are shown in figure 5.19.
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Figure 5.18: Common-mode noise by chip from the correlation method at 0.2, 0.4, 0.6 fC threshold.
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Figure 5.19: Common-mode noise by chip from the 2 method at 0.2, 0.4, 0.6, 0.8 fC threshold.
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Results

Good agreement is seen between the two methods and the shape of the distribution
of the common-mode noise across the chips is in agreement with that seen from
the direct comparison of the random and total noises in each chip taken from their
respective S-curves. However, the results from both methods tend to underesti-
mate the common-mode noise compared to this direct measurement. This may be
explained by the different ways in which noise is measured. The S-curves whose
widths give the total noise @)y are obtained using 2 fC signals injected into the
amplifiers, whereas no charge is deliberately injected when obtaining the correla-
tion matrices or the Ng, distributions. As mentioned in 5.3.2, the noise measured
at the input to the amplifiers depends on the size of the signal presented. With
larger injected signals, the measured noise tends to be higher, which could lead to
the higher values for the common-mode noise deduced from the three-point-gain

measurements.

5.4.3 Summary

Common-mode noise in a system where the data are read out using a binary scheme
can be measured in several ways. It leads to measurable correlations between the
occupancies of groups of channels. Alternatively, the effect of coherent noise pick-
up on the N,, distribution for a group of channels may be used to measure the
magnitude of the pick-up. Either method relies only on information taken from the
system in the presence of common-mode noise; no bench mark (s = 0) measurements

are necessary for comparison.

The effect of an unmodelled dispersion in thresholds has been investigated using
a Monte Carlo technique and is found to be a reduction in the observed variance and
therefore €2, for a given level of common-mode noise. The effect is small, however:
with a threshold of 0.6 fC, an unmodelled typical Gaussian spread of 0.05 fC would
result in a common-mode noise pick-up of 0.2Q,,q being underestimated by 5% by

the coherent occupancy method. For the correlation matrix method the effect of any
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threshold dispersion is cancelled by the act of averaging over the chip. The effect on
the results shown in figures 5.18 and 5.19 is negligible. It should be noted that the
correct modelling of the Gaussian spread in thresholds becomes important as the
spread increases. With an unmodelled 0.12 fC dispersion, a 0.2Q),,q common-mode
noise pick-up would be underestimated by 20%. Large dispersions in the threshold

may arise after irradiation of the detectors and front-end electronics.

The method based on the average occupancy per event is much faster than the
correlation matrix method, since it requires only the total number of hit strips per
event to be recorded. This saves the use of slow data taking and analysis routines
required to read-out the full hit pattern in the detector on an event by event basis
and thereby calculate the correlation matrix. When working with a system in which
the nominal threshold is high compared to the random noise, as is the case for the

SCT, the €2 method is therefore the most appropriate choice.

5.4.4 Measurement of Common-Mode Noise on the Sector

Having validated the methods, the intrinsic common-mode noise on the sector was
measured. The coherent occupancy method was applied, without injecting any noise
into the shield. The results for the 12 module test are shown in figure 5.20, based on
a sample of 500000 events taken at a threshold of 0.8 fC. The errors are generally
large due to the low total noise, but the upper limit on the common-mode noise
pick-up was found to be less than 300 ENC. For most chips, Qcmn Was between 100
and 150 ENC. The modules which showed the smallest uncertainty on common-
mode noise were those with comparably high total noise, such as 0026, though the
actual common-mode noise component for these was not any higher than in the
other modules. Thus, no pattern in the noise pick-up was seen and it is concluded
that the variations in the total noise resulted only from the differing levels of random

noise in the modules.
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Figure 5.20: The common-mode noise values in ENC by chip for 12 modules operated on the

sector. The module names are given on the z-axis: the 12 points per module correspond to the

chip averaged values.
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Chapter 6

The W~~~ Process at ATLAS

In this final chapter an introductory Monte Carlo study of the qq — W~~ process
at the LHC is presented. This process is sensitive to a possible anomalous WWn~~y
vertex. The Monte Carlo generator W2GRAD implemented as part of the ATLFAST
detector simulation program is used to model the [*1;+v final state at ATLAS. The
principal backgrounds, which are expected to arise from events in which jets are mis-

identified as photons, are also evaluated.

6.1 Physics Processes at ATLAS

The collisions recorded by the detectors at LEP were between elementary electrons
and positrons and occurred in the centre-of-mass frame. At the LHC, however, it is
composite protons which will collide at /s = 14 TeV. It is the partonic constituents
of these which can undergo hard scatters and as these partons each carry some
unknown fraction of their parent proton’s momentum the partonic level interaction
does not occur in the centre-of-mass frame. Of the 14 TeV centre-of-mass energy
of the protons, only the parton centre-of-mass energy v/§ is available for physics

processes.

Since v/ is a priori unknown, straightforward momentum conservation cannot be
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used in the reconstruction of events produced in p-on-p collisions. However, before

such a collision takes place, it is known that the momentum in the plane transverse

to the beam is approximately zero. The presence of any final state particles with

high transverse momentum, pr, given by pj. = p2 + p2, therefore indicates that a
miss

hard scatter has occurred. Any missing transverse momentum, pf'*, within the

acceptance and limitations of the detector, can be associated with neutrinos.

Due to its cylindrical symmetry, it is natural to describe events within ATLAS
using a coordinate system which takes the beam direction as the z-axis and uses the
azimuthal angle, ¢, with the interaction point as the origin. However, rather than

using 6, the pseudorapidity 7, given by
= —Intan —,
7 2

is a more useful quantity, since in the limit of massless particles differences in 7 are

invariant under longitudinal Lorentz boosts.

6.2 The W~~ Process and AQGCs

The LHC will be able to probe anomalous quartic gauge boson couplings through the
processes of vector boson fusion and triple vector boson production. The possibilities
for studying the theoretically most interesting quartic vertices which involve four
massive gauge bosons, for example through the scattering of W bosons (refer to

section 1.2.3), have already been the subject of study (see for example [94]).

The first sign of triple vector boson production at the LHC is likely to come from
the W~ process. Tri-boson production of three massive gauge bosons will be much
harder to observe, since such processes cannot play a role at v/ below, for example,
3Myy, in the case of WWW production. Furthermore, the subsequent decays of all
three massive vector bosons must proceed leptonically if the products are not to be
swamped by the much larger QCD background. This is to be contrasted with the
W~ signal, which will be visible from v/ > My and which has a cross-section

leading to observable final states suppressed by only one branching ratio.
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As shown in figure 6.1, W+~ production is sensitive to the coupling at the WW~~

vertex. The effects of a possible AQGC contribution to this vertex on the qq — [Fy=

Figure 6.1: The lowest order Standard Model QGC diagram contributing to the W~y process,
which may receive an anomalous contribution. The other Standard Model diagrams can be found

explicitly in [95].

cross-section at the LHC have been studied in [33]. The authors worked in the same
effective Lagrangian framework as that of section 1.2.3, with the condition that
a? = ay = By and a? = a)¥ = B.. A minimal set of cuts were employed to avoid the
infrared and collinear divergences present in the W~~ cross-section and guarantee

that the photons and the charged leptons were isolated:

Transverse momentum of photons, pr. > 20 GeV, with psuedorapidity, |n,| <
2.5

Transverse momentum of electron (muon), pr, , > 20 (25) GeV, with pseudo-

rapidity |7, < 2.5 (1.0)

Transverse momentum of neutrino, pr, > 20 GeV

Separation of final state photons and charged leptons, AR > 0.4,
(where AR = /(A¢)? + (An)?)

A further cut on the transverse mass of the lepton-neutrino system, M;l"j), was
then imposed in order to select that part of the [*v,+yy signal not arising from final

state photon radiation from the charged lepton. This transverse mass is given by:

MY = (pr, +pr,)? — (7. +p7,)*.
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For W— [¥vs, M) satisfies 0 < M\ < My and the distribution of M{"") peaks
at the W mass. However, in events in which one or both photons are emitted from
the charged lepton, the four momenta of the final state lepton and neutrino will
not reconstruct to that of the W, and the transverse mass is reduced below Myy.

Imposing the cut

65 < M) < 100 GeV

therefore selects the W(— [£v+ )y part of the total [+~ signal.

Assuming a detector efficiency of 85% for electrons, muons and photons the
expected LHC cross-section reported by [33] for qq — W(— [*y+)yy using the
above selection was 1.08 fb. In 30 fb~! of data, corresponding to the first three

years of LHC operation, approximately 32.4 events are therefore expected.

The effects of a possible WW~vy AQGC on the distribution of the transverse
momentum of the most energetic photon, pr.,, is shown in figure 6.2. The signif-
icance of the AQGC contribution can be enhanced by cutting on pr,, at around
200 GeV, above which there is very little contribution from the Standard Model
processes. It was found that the distribution of the invariant mass of the photon
pair, M,,, offers the greatest sensitivity to the possible anomalous WW~~ coupling.
This distribution is plotted in figure 6.3.

6.3 Measuring the W~~ Process at ATLAS

In this work the W~~ process at ATLAS has been studied using events generated
by the W2GRAD Monte Carlo program and processed by the ATLFAST [96] de-
tector simulation software. The approach, including the event selection criteria, is

described in this section.
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Figure 6.2: Left: The normalised transverse momentum distribution for the most energetic photon
in the qq — [Ty process in the Standard Model and with the AQGC parameter 3y # 0. Taken
from [33]. Right: The same Standard Model distribution obtained from the Monte Carlo program
W2GRAD: refer to section 6.3.1.
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Figure 6.3: Left: The normalised invariant mass distribution for the photon-pair in the qq —
I*v,+y7 process in the Standard Model and with the AQGC parameter By # 0. Taken from [33].
Right: The same Standard Model distribution obtained from the Monte Carlo program W2GRAD:

refer to section 6.3.1.
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6.3.1 Monte Carlo Signal Generation

The Monte Carlo program W2GRAD [97] of Baur and Stelzer has been used to
generate the W~y signal events at leading order. The program includes all Standard
Model diagrams leading to the [T1;+v~ final state, including initial state radiation
(ISR) and final state radiation (FSR) photons. As a crosscheck, the Standard Model
distributions of pr., and M,, according to the selection used in [33], described in
the previous section, have been reproduced. These are plotted adjacent to the
corresponding distributions in figures 6.2 and 6.3: good agreement is seen. For the

remainder of this study, only the exclusive channel qq — e~ v,y is considered.

6.3.2 ATLFAST Reconstruction and Event Selection

The generated events have been processed by ATLFAST, the fast detector simu-
lation software for ATLAS. The ATHENA version 6.0.3 of the software was used.
ATLFAST models the basic geometry of the detector, taking into account the re-
gion of precision physics covered by the Inner Detector, the region covered by the
calorimetry and the granularity of the calorimeters. Isolated photons, electrons and
muons are selected, jets are reconstructed and the missing transverse energy is es-
timated. ATLFAST makes no allowance for detection efficiencies, so appropriate
multiplicative factors have to be applied by hand. Particle mis-identification is also
not modelled. The latter is an important factor governing the rate of the principal

backgrounds and is the subject of section 6.4.

The W+ events can be triggered in ATLAS through either the two photons hav-
ing pr, > 20 GeV or the electron from the W decay satisfying pr, > 25 GeV [98].
As shown in figure 6.4, the qq@ — e 7.y cross-section falls sharply as the cut on
the minimum photon transverse momentum, prﬁin, is increased. To be as inclusive
as possible, therefore, the basic selection criteria employed on the quantities recon-

structed by ATLFAST are as follows :
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Figure 6.4: The cross-section for qq — e~ 7.y as a function of the minimum photon transverse

i

momentum, p?vn. The other cuts listed in section 6.3.2 of the text are imposed.

e Two photons, both with py, > 15 GeV and |n,| < 2.4.

One electron with py, > 25 GeV and |n.| < 2.4.

> 20 GeV

Missing energy satisfying pr

miss

Separation of photons, AR,, > 0.4, and each photon and electron, AR, > 0.8

Transverse mass of e~ v system: M\ > 65 GeV

Generator level cuts were chosen sufficiently far from these cuts on the reconstructed
quantities to ensure that events absent at generator level could not be smeared by

ATLFAST such that they would pass the selection.

6.3.3 Simulation Chain

The simulation of the signal process proceeded as follows. Weighted events were gen-

erated by W2GRAD, which was implemented as an external process to PYTHIA [99]

120



within the ATHENA-ATLFAST framework. PYTHIA was used to add extra QCD
showers, beam remnants and underlying events and model the subsequent fragmen-
tation and decay of the partons. Events were then selected from all those generated
using an accept/reject algorithm. This accepts an event k with probability wy /wmax,
where wy, is the weight of the event and wp.y is some maximum weight. The events

outputted from the algorithm were therefore all of unit weight, and these were passed
to the ATLFAST simulation.

It should be noted that this is a leading order study in QCD only. The higher
order quark-gluon initiated processes, such as qg — Wq'yy, are not modelled in
W2GRAD.

6.4 ATLFAST Jet-v Mis-Identification Rate

The most important backgrounds to W+~ are anticipated to be Wy + jet and
W + 2jet events [95] in which one or both jets are mis-identified as photons. The
probability for a jet to be mis-identified in this way is 1/ Ryej, where R, is referred to
as the jet- rejection factor. Since the cross-sections for W plus one- or two-jet events
are several orders of magnitude higher than the cross-section of the signal process,

a high jet rejection factor is essential to control these background contributions.

A study of photon identification using the full ATLAS simulation software found
the jet-y rejection factor to be approximately 1300 for a photon efficiency of 80%,
for jets with pr ~ 20 GeV at low luminosity [100]. That is, approximately 1 in
1300 jets were falsely identified as photons. For the majority of these, the false
identification occurred because the jet contained a “real” photon, for example from
the decay of a pion. It has been suggested in [101] that this jet rejection can be
improved by up to 70% by employing isolation as an additional criterion for photon

identification, at the cost of a small loss of efficiency.

To evaluate the expected background contributions from mis-identified jets in

W~ + jet and W + 2jet events, 1 million of each type were generated using PYTHIA
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and simulated in ATLFAST. The process qq — W+~ with additional jets from QCD
ISR, but no FSR or QED ISR, was used to produce the W+ + jet sample. For the
W + 2jet sample, the q@ — W process, again with additional QCD ISR and no FSR
was used. The qq — gW and qg — qW processes were not employed since these
are only accurate for events in the high py tail, pr > My [102]. For both samples
the W was allowed to decay only to an electron and its neutrino. For every jet in a
W~ + jet event which, when re-labelled as a photon, allowed that event to pass the
selection, the event was accepted with weight 1/1300. The events of the W + 2jet
sample were tested against the cuts taking each jet re-labelled as a photon together
with every other jet similarly re-labelled. The events that passed were accepted with

weight (1/1300)2.

As ATLFAST makes no allowance for particle mis-identification, only photons
that are present in the PYTHIA event record can be reconstructed. However, as
stated above, the majority of the mis-identified jets arise by virtue of some part
of the QCD shower fluctuating to a real photon, and ATLFAST can therefore also
reconstruct such showers as photons. Since the rejection factor evaluated in [100] in-
cludes these contributions, taking with unit weight any W+~ + jet or W + 2jet events
which are accepted without any jet re-labelling would double-count the background.
It was found that the rate of such events was about three times the expectation,
based on a rejection factor of 1300, though this is thought to be a problem of the
current ATLFAST definition of an isolated photon [103].

6.5 Summary and Results

W+ production proceeding to the [*v+vv final state could be the first tri-boson
signal observed at the LHC. The process is sensitive to a possible AQGC coupling
of the form WW~~. The Standard Model contribution to the exclusive e~7,y final
state has been evaluated and simulated at ATLAS. Background contributions from
W + jet and W + 2jet events, in which one or both jets are mis-identified as photons,

have also been evaluated assuming a jet- rejection factor of 1300.
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Applying the selection of section 6.3.2 and assuming an ATLAS efficiency of 80%
for photons and electrons, the expected accepted cross-section for qq — e~ vy is
0.48 fb. This corresponds to 14.4 events being expected in the 30 fb~! of data that
will be available in the first three (low luminosity) years of LHC operation. The
rates for qq — [~ 7;yy will be about four times greater, depending on the ATLAS
acceptance and efficiency for muons. Multiplying by four gives ~ 58 signal events,
which is almost a factor of two higher than that reported in [33] and consistent with

the lower value of the photon transverse momentum cut used here.

The background contributions in 30 fb~! from W + jet and W + 2jet events
are 9.2 and 5.3 events, respectively, assuming a low luminosity rejection factor of
1300. This gives an overall signal to background ratio of approximately 1:1. It is
likely that this could be improved by making additional requirements on the photon

isolation, albeit at the cost of some photon efficiency.

The expected distributions of ps., and M, in the first three years of ATLAS
data are shown in figure 6.5. Both the Standard Model signal and background con-
tributions are plotted. By cutting on the photon transverse momentum, the total
Standard Model contribution can be largely removed. Above pr,, = 200 GeV, for
example, both the Standard Model signal and background rates are negligible. Any
AQGC contribution would then be signalled by an excess of events in this high py
region, as shown in figure 6.2. Similarly, the total Standard Model contribution to
the M, distribution is very small above M,, = 500 GeV, again allowing a clear
signal for the possible anomalous WW~~ coupling to be seen here. The proposals
reported in [33] for constraining the possible AQGC using its effects shown in fig-
ures 6.2 and 6.3 therefore remain valid after including the further Standard Model

backgrounds considered here.

The expected limits on the anomalous coupling parameters ay’ and a)’ at ATLAS
could be found given a Monte Carlo program for qq — [7;yy in which the WWn~~
AQGC vertex is implemented.
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Figure 6.5: The expected distributions of pr, and M, in signal and background, for the accepted

e U,y events in 30 fb~! of ATLAS data at low luminosity.
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