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ABSTRACT
A search for non-statistical fluctuations was performed in 200 GeV per nucleon oxy-
gen and sulphur ion-emulsion interactions selected by a high transverse energy trigger.
No clear signal of dynamical correlations or of unusual fluctuations was found.
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1. INTRODUCTION

In ultrarelativistic nucleus-nucleus collisions, the possibility that an enhancement
in multiplicity fluctuations may indicate the formation of a quark-gluon plasma was sug-
gested by many authors [1]. During hadronization, the formation of clusters of particles
in restricted pseudorapidity intervals is expected as a signature of local deflagrations.
The particles produced might therefore be expected to show correlations and unusual
~ fluctuations in the rapidity density distributions.

Multiplicity fluctuations can also be dircctly related to the presence of possible
dynamical correlations. ‘Their study then allows a deeper insight into the behaviour of
the strong interaction in a dense medium.

In this paper, we present a systematic search for non-statistical fluctuations in
200 GeV per nucleon %0 and 32§ interactions on emulsion nuclei, selected according
to transverse energy Er. This selection defines samples of central interactions, i.e.
those with small impact parameter b, and we therefore look for possible dynamical
fluctuations in conditions where the effects of geometrical fluctuations, corresponding
to large variations of b, are mimimized.

Two different kinds of analyses were performed: one suitable for the study of
possible collective effects separating the geometrical and the dynamical contributions
to multiplicity fluctuations [2]; the other, mainly devoted to the search for possible
‘intermittency’ phenomena, uses the technique of factorial moments. This technique [3,
4] also permits the analysis of single events with large multiplicities.

2. SAMPLES OF EVENTS

The data were collected in emulsion stacks exposed to 200 GeV per nucleon *0
and 325 ions at the CERN Super Proton Synchrotron (SPS). The interactions were se-
lected by means of multiplicity and transverse energy triggers in the HELIOS-NA34/2
apparatus; the experimental set-up and the general study of interactions is described
in detail elsewhere [5]. For the purposes of the present work, we recall that tracks of
close-to-minimum ionizing particles (# > 0.6) from the interactions were selected. The
accuracy on the angular measurements was such that the uncertainty on the pseudora-
pidity (7 = —Intan 6/2) of a single particle is less than 0.1 units within the range we
use; this was obtained by repeated measurements [5).

The transverse energy Er is defined by a calorimetric sum over all particles con-
tained in the pseudorapidity range 0.1-3.0. From the Et distributions obtained in
HELIOS [6], it is seen that a sufficiently high cut-off on Et efficiently selects central
collisions produced in the heaviest target nucleus. The chosen value of E’Fi“ corresponds,
for each projectile, to the ‘shoulder’ of the do/dET distribution on silver. With this
selection, it is mostly the central collisions with Ag nuclei that survive; interactions on
Br nuclei are depressed by a factor of ~ 5 with respect to Ag ones, whereas interactions



on the light elements, H, C, N, O, are completely suppressed. The main features of the
events in the selected samples are shown in Table 1.
Average charged-particle pseudorapidity densities

1 dn ‘
= — ' 1
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as high as pmax ~ 120 and ~ 75 for the 32S-Ag and the '°0-Ag central interactions,
respectively, were observed. We note that, among the charged particles, there is a
contribution from electron pairs owing to both Dalitz decays of n° and v conversions
close to the interaction vertex; the cffect of this contamination will be discussed later.

3. GEOMETRICAL AND DYNAMICAL FLUCTUATIONS

According to a theoretical scheme [2], it is possible to classify non-statistical mul-
tiplicity fluctuations into geometrical and dynamical categories. The former refers to a
sample of events with different impact parameters, which leads to an ‘intrinsic’ varia-
tion of the charged-particle multiplicity from one event to another; the latter includes
fluctuations which can be present at all stages of the collision processes, and which arise
from thermalization, hydrodynamical expansion, hadronization processes, and so on.

‘New’ physics could be contained in the dynamical fluctuations, so it is useful to
separate these two contributions, as suggested in ref. [2]. In this scheme the normalized
moments of the experimental multiplicity distribution Cj,

()
e

Ci = (2)
are computed as a function of the charged-particle multiplicity n in different pseudo-
rapidity intervals. The intervals are centred around the peak of the pseudorapidity
distribution and increased symmetrically. This choice minimizes the contamination
from particles produced in the fragmentation region and avoids problems arising from
poor statistics in some of the bins. The second and third moments should depend on
{n) and {n)? as follows:

Ly =Cy(n) — 1= 5(n), (3)
Ly = C3(n)? ~ 3C2{n) + 2= S53(n)?. - (4)

In this theoretical approach, geometrical (ui) and dynamical () fluctuations are ex-
pected to contribute to the slopes: S = ui + vi. The former describes the dependence
on the impact parameter: for a sample of collisions with fixed impact parameter, y; is
equal to 1 by definition. Therefore by choosing an appropriate sample of central colli-
sions, the dynamical fuctuations, being the only possible contribution to a value S; >
1, can be isolated.



This analysis was performed on our samples of central interactions (see Table 1),
selected by Et. The central value of 7 was chosen to be 2.8 for both samples of central
O and S emulsion interactions. Figure 1 shows the quantities Ly and L3 as a function
of (n) and (n)?, respectively. A fit of the data to a straight line gives

Oxygen: S, =1.010+0.004, 53 =1.031+0.012,
Sulphur: S, =10151+0.004, 53 =1.04610.012.

The results are consistent with the behaviour of the parameters S2 and S3, which is
independent of the pseudorapidity intervals. To avoid an undcrestimate of the errors,
which arises from the strong correlation in the data, each sample was divided into several
independent subsamples and the errors were computed from the dispersion.

The same analysis was performed on a different sample of S ion-emulsion collisions
selected within a narrow window of Et around a central value much lower than the
previous cut-off. This sample is expected to show fewer dynamical luctuations than that
of central collisions, Within 110 < E1 < 120 GeV, we obtained S2 = 1.011£0.005. This
value is also consistent with the absence of geometrical fluctuations and underlines the
effectiveness of an E1 cut when selecting events with an almost fixed impact parameter.

In order to check the possible significance of the small values found for S; — 1,
the same analysis was also performed on a sample of 1000 S-Ag interactions generated
by the IRIS code [7], by requiring an impact parameter b < 3 fm, corresponding to
nearly complete overlap. The value thus obtained is S; = 1.018 £ 0.002. Within
the same sample, events selected in the tail of the transverse encrgy distribution gave
S, = 1.005 £ 0.001. '

All this suggests that in our samples of central interactions, there is on the average
no sign of large dynamical fluctuations, with possibly some residual geometrical fluctua-
tions. The fact that a similar analysis performed by another group [8] provides values of
Sa consistently higher than 1 on samples of ‘central’ interactions that represent o~ 10%
of the total cross—section in emulsion is well explained, because their selection does not
strictly retain events with nearly constant b.

4. STUDY OF NON-STATISTICAL FLUCTUATIONS
IN THE MULTIPLICITY DISTRIBUTIONS

* A different, more general approach was used to decide whether fluctuations observed
in a rapidity density spectrum are statistically significant [3]. This analysis involves
computation of the scaled factorial moments as a function of a varying é7 within a fixed
pseudorapidity interval An.

Slightly different procedures were proposed [4] for the analysis of a sample of events.
We will adopt the one suitable for an event-by-event analysis (‘exclusive’ moments).



For a given bin size 67, the i** factorial moment F; is defined for an event:

Fi(én) =

'km'(km_l)"'(km—i'i'l), (5)

Ma

- n{n —1).. (n—z+1)

where n is the multiplicity of the event within the pseudorapidity range An, M =
An/én, and km is the multiplicity within the m'™ bin of width &n.

"The scaled factorial moments averaged over the events ({F})) must saturate as 7
decreases, if the fluctuations are purely statistical, or when a correlation exists with
a range larger than the saturation width. However, if ‘intermittency’ is present, i.e.
rapidity correlations of many different sizes, the following power law is expected [3):

(F) = (%}f - ©)

If the pseudorapidity density varies significantly over the range studied, the correc-
tion factor

(1/M) ZK:] {(1/5’7"‘)~fénm p(n)dn]i

Ri(6n) = ;
[(1/1572) Jan p(n)dn]

(7)

should be included [4, 9}, and the proper variable to be used in the analysis is (F})/R;
rather than (F}). The values of R;(én) have been computed, for each sample, from the
average pseudorapidity distributions, appropriately smoothed.

The exclusive moments of each event were analysed in two different ways: i) for
different values of &7, averagés of the F; over the samples were performed to fit a linear
dependence of In{F;) on Inén with slope ¢;; ii) the slopes ¢! were determined for each
event from the values of F;(én) and then averaged over the sample, (#!). In the first
case, as the values of (F}) from different choices of én are strongly correlated, errors
on ¢; determined from the spread of the points around the fitted lines are likely to be
underestimated. In the second case, reliable errors are computed from the spread of the
¢; distributions.

When selecting events with an overall large multiplicity, these methods of analysis
must be used with care in order to avoid generating large fluctuations that destroy the
significance of the higher moments. For this reason we restricted the analysis to the
pseudorapidity interval n = 1.2-4.8 and for 65 we used values ranging from 1.0 to 0.2.
In this way, only very seldom does a single value of k,, turn out to be less than 10.



Table 2 shows the value of the slopes ¢; and (¢;) for the different projectiles.
Consistent values were also obtained in a smaller rapidity window, n =-2.1-3.9, where
the factors R; are much closer to 1. This confirms that the corrections introduced are
efficient, and that they allow a meaningful comparison with results obtained with a
different choice of the rapidity window.

All the values of ¢; from the oxygen sample appear to be systematically larger than
the corresponding ones from the sulphur sample. The same trend in the ¢; results was
observed in ref. [10], in samples of quasi-central interactions of 200 GeV per nucleon 160
and 32S on Ag(Br) nuclei of an emulsion target. Also, numerical values of ¢; seem to
agree, within the errors, with those obtained in the present work, even if for the oxygen
sample they appear to be some 20% higher than ours. In ref. [11], with the same beams
and target and at the same energy, but with an analysis that apparently does not include
the R; factors, almost the same values of ¢; for oxygen and sensibly higher values for
sulphur are found, when the same selection as in ref. [10] is used. Much higher values of
the slopes are observed when a looser selection is applied. It is difficult to perform any
more quantitative comparison because of our much more stringent selection of central
interactions, which implies a much higher average multiplicity.

The values of {¢;) are smaller than the corresponding ¢;, but the trend is less
evident in the sulphur sample than in the oxygen one. This is to be expected because
the method that computes (¢!} performs the average as {ln F}}, instead of the In (F})
used to compute ¢;. The difference between the two averages becomes noticeable when
the distributions are wide. As the F; distributions for any én become larger with
increasing 1, but, for a given i, shrink when the multiplicity of the events increases, the
result is readily explained. Figure 2, showing distributions of Fi(én = 0.2) and of ¢;
for the sample of sulphur ion—emulsion central interactions, illustrates this point. One
could try to extract ‘exceptional’ events from these distributions by requiring single
values of ¢} in excess of three times the spread of the corresponding distribution. It is
found that with the present multiplicities, this limit corresponds to a signal 10 to 20
times the average value. No such event was found in our sample.

From the results shown in Table 2 it is also seen that, as expected, the errors on
() are larger that those on ¢;, which are calculated from the linear fit. Assuming
that the former can be taken as representative of the latter, the values of ¢, from both
projectiles turn out to be two to three standard deviations different from zero. However,
before drawing any conclusion on this point, it must be checked whether there are known
sources leading to the same effect.

5. RESULTS FROM MONTE CARLO AND CONCLUSIONS

A Monte Carlo computation was performed in order to study the behaviour of
moments and slopes when purely statistical fluctuations are present, or when some bias
is introduced. One thousand events were generated for each sample with a multiplicity



per pseudorapidity bin (6n = 0.1), computed according to a Poisson distribution with
average value equal to the multiplicity in the same bin of the average event.

Table 2 shows the results from the Monte Carlo events, obtained by performing the
same analyses as those carried out on the data samples. It is seen that the values of ¢;
are nearly zero for any order; values of (¢;), computed from single events, are negative
for the highest order moments owing to the effect discussed in section 4.

In order to check if the observed signal can be explained with known sources of
correlations, electron pairs were included in the simulated events. Electron pairs with
pseudorapidity separation én < 0.1 are in fact expected to be present in our sample
owing to both Dalitz decays of 7% and v conversions so close to the interaction vertex

-as to be indistiguishable from other charged particles originating from the primary
interaction.

Assuming that the 7° average multiplicity is half that of the charged pions, Dalitz
decays contribute with 0.006 pairs per charged particle; ¥ — e*e™ are expected to be
0.025 per charged particle per millimetre path in emulsion (radiation length: X, =
2.9 cm). Assuming that the region 0.5 mm downstream from a primary interaction is
too ‘black’ to recognize the conversion pairs, we expect on the average a total of 0.0185
electron pairs per charged particle. Their tracks were generated in our Monte Carlo
events by randomly removing the corresponding number of tracks in proportion to the
local multiplicity and by adding pairs of tracks (i.e. within the same 6 = 0.1 bin) in
the same way. In order to check the consistency of the results, further samples were
generated with twice the above-considered rate of pairs.

The analyses performed on the new samples, again reported in Table 2, show that
the addition of electron pairs leads to a clear signal of intermittency, comparable with
that observed in the experimental samples. The same trend is found when considering
(¢%). Furthermore, the signal increases linearly with the rate of the added pairs, but
more quickly (x 1.5) for oxygen than for sulphur interactions. It is seen that if the
electron pairs were the only source of the observed effect, in the sulphur sample a rate of
(2.6£1.1)% would be required, consistent with the assumed one (1.85%). In the oxygen
sample, where one would infer an even lower proportion of gamma-ray conversions due
to the lower multiplicity, the required rate is (3.7 & 1.6)%. In this sample one could
therefore suspect the presence of an unexplained effect, e.g. real intermittency.

In conclusion, multiplicity fluctuations have been studied in central 1°*0-Ag and
325-Ag interactions at 200 GeV per nucleon selected according to high values of E. On
the average, no sign of dynamical correlation has been detected in either sample. The
analysis performed by means of scaled factorial moments, however, gives some evidence
of an ‘intermittency’ mechanism. The same analysis was performed on single events:
we have shown that the same results can be obtained, on the average, for high enough
multiplicities (this is not the case for oxygen), and that reliable errors can be estimated.
Most of the signal can be readily explained by taking into account the effect of electron



pairs from both Dalitz decays and conversion. The possibility of a small residual signal
being left in the O-Ag sample of central interactions cannot be ruled out.
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Table 1

Main characteristics of the samples used in this work: N,, is the number of events. {E1) and
(n) are the mean transverse energy and the mean charged multiplicity, respectively; o, and o,
are their standard deviations; f is the fraction of the selected interaction cross-section on Ag nuclei
and on the whole emulsion, respectively.

Beam Er Ne | (E7) ore | (n) | ou | f(Ag) | f(emulsion)
0.l <np<3.0
(GeV) (GeV) | (GeV) (%) (%)
Oxygen > 85 38 103 9 252 | 30 3.7 0.9
Sulphur > 155 76 173 9 394 48 1.4 0.4
Table 2

Values of ¢; obtained from the samples of 200 GeV per nucleon %O and %S central interactions.
MC shows the corresponding results from events generated by a Monte Carlo simulation, without
and with added electron pairs (see text); {@!) represent averages of the slopes computed from each
event, for the same samples.

Beam Ney $2 2 P4 b5
Oxygen -38 3.007 =+ 0.002 0.021 £ 0.006 0.047 £ 0.013 0.090 £ 0.025
MC 1000 0.0005 £ 0.0004 0.002 £ 0.001 0.004 £ 0.003 0.008 £ 0.006
MC 1.85% ete~ 0.005 =+ 0.001 0.015 4 0.002 0.029 £ 0.005 0.048 £+ 0.009
Sulphur 76 0.005 & 0.001 0.014 & 0.002 0.029 £ 0.005 0.050 £ 0.007
MC 1000 0.0003 £ 0.0003 0.001 & 0.001 0.003 £ 0.002 0.006 £+ 0.003
MC 1.85% ete~ 0.003 =« 0.001 0.010 & 0.002 0.020 £ 0.004 0.034 £ 0.007

(#3) {$%) {64) (#5)
Oxygen 38 0.006 = 0.003 0.017 £ 0.010 0.029 £+ 0.021 0.036 + 0.034
MC 1000 0.0002 £ 0.0006 | —0.001 £ 0.002 [ —0.005 £ 0.003 | —0.018 + 0.005
MC 1.85% ete™ 0.005 =+ 0.001 0.012 £ 0.002 0.019 £ 0.004 0.020 £ 0.006
Sulphur 76 0.004 + 0.002 0.012 £ 0.005 0.021 £ 0.011 0.029 + 0.017
MC 1000 0.0001 £ 0.0004 0.000 £ 0.001 | —0.001 £ 0.002 [ —0.004 £ 0.004
MC 1.85% ete~ 0.003 £ 0.0004 0.009 + 0.001 0.016 £ 0.002 0.022 £ 0.004




Figure captions

Fig. 1 Values of L, as a function of {n) [linc a, sece Eq. (3)] and of L3 as a function of
(n)? [line b, see Eq. (4)]. Straight lines represent the result of a it to the experimental
data.

Fig. 2 Distributions of Fy (én = 0.2) (a) and ¢; (b), for i = 2 to 5, from 200 GeV per
nucleon **S-Ag(Br) central interactions.
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