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Abstract

We present measurements of global event shape disiributions in Lhe hadronic decays of
the Z° The data sample, corresponding to an integrated luminosity of about 1.3 pb~t,
was collected with the OPAL detector at LEP. Most of the experimental distributions we
present are unfolded for the finite acceptance and resolution of the OP’AL detector. Through
comparison with our unfolded data, we tune the parameler values of several Monic Carlo
computer programs which simulate perturbative QCD and the hadronization of parions.
Jetset version 7.2, Herwig version 3.4 and Ariadne version 3.1 all provide good descriptions
of the experimental distributions. They in addition describe lower energy data with the
parameter values adjusied at the Z° energy. A complele sccond order matrix clement Monte
Carlo program with a modified perturbation scale is also compared to our 91 GeV data and its
parameter values arc adjusted. We obtain an unfolded value for the mean charged multiplicity
of 21.28 &+ 0.04 + 0.84, where the firsi error is statistical and the second is systemaltic.
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1 Introduction

The measurement of distributions which characterize hadronic event structure in ete” an-
nihilations allows a general check on the global consistency of Quantum Chromodynamics
(QCD) to describe experimental data, because global event shape variables such as ‘Thrust
and Sphericily are sensitive to the distribution of quarks and gluons crealed in the ete™ an-
nihilation process. The most important uncertainty which affects these consistency checks is
the mechanism by which quarks and gluons become confined inside hadrons (fragmentation),
for which there is nol yel a theoretical description. As a consequence, QCD calculations do
nol, directly predict the distribution of hadrons observed in an experiment. Inslead, perturba-
tion theory is incorporaled into a Monte Carlo simulation program which is used to gencrate
a parton state. A model for [ragmentation is apphed {o these partons Lo oblain the hadron
state which may be compared to the experimental measurements. '

A nurber of Monte Carlo programs describing multi-hadronic evenl production in ete”
annihilations has been developed, cach of which represents a specific application of perturba-
tion theory to QCD in conjunction with a model lor the parton fragmentation. I s important
to include more than one Monle Carlo program in a comparison of QCD predictions with
experimental data in order Lo establish which features of the Monte Carlo description may be
attributed Lo universal aspects of QCI), common to all models, and which features depend
on the details of a particular model.

Tn this paper, we present experimental measiurements of distributions which characterize
the global properties of multi-hadronic events in 7" decays, vsing a large sample of events
collected with the OPAL detector at LET. Most of the distributions are unfolded for the finite
acceptance and resolution of the OPAT defector. We compare our measurements Lo scveral
QCD based Monte Carlo programs and optimize their parameter values. We compare the
predictions of the optimized Monte Carlos to hadronic event shape distribulions measured al
lower c.m. energies at PEP and PETRA.

In section 2 we describe those parls of the OPAL detector which are relevant for our
analysis. We describe the OPAL data sample and our event selection criteria. In section 3
we define the global event shape distributions which we use. Seclion 4 contains a descriplion
of the Monte Carlo programs which are compared to our data. The procedure for unfolding
the experimental distributions is presented in seciion 5; the unfolded data are presented in
scclion 6. Section 7 contains an exposition of our technique and resulls for the optimization
of the Monte Carlo parameter values. The comparison of optimized Monle Carlo with the
hadronic Z® decay data is conlained in section 8. In scction 9 we extend this study to include

¢*te— annihilation data collected al lower c.m. cnergies by other experiments. Section 10
surmmarizes our results.



2 The OPAL Detector and Hadronic Z° Decay Sample

The data were recorded with the OPAL delector at the CERN ete™ collider LIP. The

present analysis is based on the entire OPAL daia sample collected in 1989, corresponding
to an integrated luminosity of about 1.3 pb='.

The main features of the OPAL delector have alrcady been described [1]. Here we will
brielly mention those aspects which are relevant for this paper. The tracking of charged
particles is performed with a large volnine cylindrical drift chamber of the jel chamber type,
which is 4 meters in length and 3.7 meters in diameter. W is enclosed by a solenoidal maguet,
which provides an axial field for the measurcment of charged pariicle momenta. "The jel
chamber covers a polar angle ra.ngé of |eosf] < 0.92 and records up to 159 space points
for each charged track which traverses its volume. The time-of-flight (TOTF) counter array
contains 160 scintillator bars which surround the magnet coil in the barrel region of OPAL
and covers the angular range |cosf] < 0.82. Particles from the interaction point are recognized
by their proper timing with respect to the heam collision time using this TOF array. The
clectromagnetic calorimeter has three paris: a cylindrical part outside the TOF array with
9,440 lead glass blocks, 25 radiation lengths in depth, covering the angular range |cosf| < 0.82,
and two endcap parts with 1,132 blocks cach, 20 radiation lengths in depth, covering the

angular range from 0.81 < |cosf| < 0.98. The tolal solid angle coverage of the eleciromagnetic
calorimeter iz 98% of 4. '

The data acquisition system was triggered il al least one of the following conditions
was fulfilled: (1) the energy deposited in the electromagnetic calorimeter exceeded 6 GeV;
(2) there was a signal in al least three now-adjacent scintiflator bars in the Lime-ol-Might,
system; (3) there were at least two charged tracks detected by a trigger logic utilizing the
jeb chamber information, for which both tracks had a transverse momentum greater {han
400 MeV /c with tespeet Lo the beam axis and pointed toward the vicinity of the collision
point. An on-line event, filter [2] using the lead glass and time-of-flight informalion selecled
hadronic Z° decay candidates. The combined trigger and selection efficiencios (97 £ 0.6%) and
the residual background from [rom lau pairs, two-photon processes, heam-pipe interactions
and cosmic radiation (< 1%) have been determined by varions methods which are described

in [3]. Tn total we obtained 29,197 multi-hadronic event candidates, which were nexl, processed
off-line through the Ml event reconstruction programs.

For the present analysis, we examine these multi-hadronic event candidates in two stud-
ies: one employs depositions of energy in the clectromagnelic calorimeler (“chrsters™) and
one employs charged tracks reconsirncted in the jei chamber, By performing the analysis
using these two independent measures of our mulii-hadronic sample, we obtamn the means Lo
verily the consisiency of the measurements and Lo establish that they are free of significant.
systematic bias. In particular we are able to establish that any devialions of Monte Carlo
prediction from dala are not due to imperfections in the simulation of the OPAT defector
response, by studying our data in this manner. We applied additional selection eriteria to

the sample of 29,197 multi-hadronic events in order 1o obtain well contained evenis for each
of the lwo cascs.



For the sludy based on clectromagnetic clusters, we wsed clusters which had an energy
larger than 100 MeV Jor those in the barrel part of the calorimeter or 300 MeV for those in
the endcap pari of the calorimeter. In addition, we required that the clusters be associaled
with more than a single lead glass block. We ne

xt required that the thrust axis of an cvenl,
defined using the accepied cluslers, lic more th

an 30 degrees in polar angle away [rom the
beam axis. Afler applying this cut we oblained an cvent sample of 21,511 events.

For the study based on charged iracks, we required that al least five well reconstructed
tracks be present in the event, where a well reconstructed track had
space poinls, a'transverse momentum and polar
150 MeV /e and 20 degrees, respectively, and

the interaction point of less than 5 cm in the

at least 20 measured
angle with respect to the beam axis of ai, loast
an extrapolated distance of closest approach Lo

direction perpendicular (o the beam axis. The
subsequent selection and analysis used only those iracks which satisfied these criteria. We

required thai the transverse momentum balance P, | defined by Py, , = |32 Pt/ 3 FARE
where the sums are over the Lransverse momenta g,
axis, satisfy P, < 0.40. A reconsirncied track was occasionally assigned an unrealistically
large momentum value, i.c. considerably Jarger than the bheam energy (because of a small
level of random noise in the Jet chamber): onr last cul eliminated events having such a {rack

(Tess than 2 per cent of all evenis were so rejected). In tolal we obtained a sample of 21,402
evenls.

; of particles with respeci to the beam

The dala have been collected at center-ol-mass (

GeV. Tor the global event shape distributions studied in this paper, Lhe difference between
these energies is unimportant and data from the different c.m. energies are merged. The
Monte Carlo event samples which are cormpared 1o {hese o
energy value of 91.3 GeV, corresponding to the w
the experimental sample.

c.m.) enecrgies between 88.28 and 95.04

ala were gencrated with a c.m.
cighted mean of Lhe energy of Lhe events in

3 Experimental Distributjons

A large number of event, shape variables have heen developed in order to characlerize the

structure of multi-hadronic final states in cte” annihilations. The event, shape distributions
which we sindy are the [ollowing:

L. Thrust, T

T

2. Thrust major, Tnajor

T

3. Thrust minor, 7.
bl minog

4. Oblateness, O
2. Sphericity, S
6. Aplanarity, A

7. The D variable



8. The 2nd Tox-Wollram moment normalized o the 8th wmoment, (/1) -
In(1/x,), with 2, = 2-|p;|/ Fem.

10. Charged frack multiplicily, n,

‘Distributions 11 are based on thrust variables. Thrust 7 [1] is given by the cxpression

. Z |7 - n| '
1 -

T = max \ ; (1)
i |l

Npheust 15 the axis fi for which equation 1 is salislied and is taken to be the event axis. Narrow

two jel evenls have T~ | while isotropic events have 7'~ (.5. The Thrust major value
[y Al
I

major cquals expression (1) for directions 7 = Nmajor 1 Lhe plane perpendicular Lo iz, ..
and 1s a measure for three jel structure. In the analogous manner, the Thrust minor value
Triner 18 given by exprossion (1) evaluated for the direction 7 = fipming, perpendicular to

both n and fig,, . The cvenl, )Lm(‘ is the plane defined by Pynruws and fpn.i
Thruast ajor ] T j0

thus planar evenls have T, &~ 0. Oblaleness O is the dillerence () — Lnajor — Tinor;
events which are symmetic around fiqp,,,, have () = 0.

Distributions b and 6 are based on the. momentu tensor S8 [5 which s defined by
. y ¥

In this expression, the sumn runs over all parlicles i in the ovent and o and A label Lhe
Cartesian coordinates of the 3-momentum pi. The cigenvalues of §7% are denoted G, Qs

and (3, for which @, < Qy < Q3 and Q, +Qy + Q4 = 1. Sphericity S and .!\plmm.fity A

are given by

-
—

§=5(@+Qs) (3)

3

S = 0 lor narrow two jei evenis while § =~ | for spherical events, Planar events have A ~ 0.
Therclore S and A are related Lo 7 and to Tinar, respectively, but are quadratic in momentum
and arc thus more sensitive to the h eh momentum particles in an event than are these last
lwo variables.

The D variable [6] (distribution 7} is based on (he spherocity tensor 877 [7]) which is the
linear analog of the sphericity Lensor:

-3

g
"= ( : pl?/‘hl ; v, I = 1,2,3 . (5)

‘1|r

The cigenvalues Ay, Ay and Ay of the spherocily Lensor are used Lo consiruct (he 1) variable:
D=27-(A-A2-23) ; (6)

D)= 0 for two jel and planar evenis and is a measure of four Jel strueture,



We inciude the 2nd Fox-Wollrarn moment Hy [8] in our study. This distribution is nor-

malized Lo the Oth moment Hy. The ratio of momenls (12/110) (distribution 8) is given
by

. L 205 1917 - (B cos?8;, — |
(o) 170) = L. A (_J cos”0; ) ; M
2 > 1P|l
(Hy/Ho) = 1 for iwo jet events. Ti differs from Thrust variables and from variables con-

structed from the momentum or spherocily tensors in thad

it contains no reference Lo an
event axis.

We also examine the distribution

In(1/z,), with z, =2 |pi|/F.,. (8)

and the charged track mulliplicity distribution Mol (d'isi,ril_)l_lt,i(ms 9 and 10). We do not

unfold these two distributions for the effects of detector acceptance and resolution to allow

a systemalic check on our Monte Carlo parameter oplimization wmethod and on (he QCD
model descriptions.

4  QCD Monte Carlo Simulation Programs

We next describe the QOD based Monte (

arlo models which we compare Lo our data. We
have selected four siuch models: Jelsel v

ersion 7.2 [9], Herwig version 3.4 [10], a sccond order
matrix element Monte Carlo with a modified perturbation scale [6] [11] [12] and Ariadne
version 3.1 [I13]. The four Monte
approach with regard to their applic
their modeling of confinement.

arlo programs together represent a wide difference of
ation of perturbation theory to QCD and with regard lo

In the following, we discuss our implementations of these Monte Carlos and describe the

adjustable parameters which control the momentum space distribution of hadrons.

4.1 Jetset version 7.2

There arc a large variety of options provided by Jelsel for simulating the evolution and frag-
mentation of partons. We choose the default oplion, by which the original quark-antiquark
pair created in ete” annihilation initiates a parton shower based on a leading logarithmic
coherent branching formalism [14] and by which the transition to hadrons occurs according

to the Lund string model for [ragmentation {15]. Jeise

i incorporales a procedure by which
the first gluon branching in the leading logarithmic shower is mapped onto the first order
malrix element distribution Tor ete~

e = q9g. This feature is inlended (o compensale for
the unreliable description provided by the leading logarithmic approximation Tor the rate
of hard, acolincar gluon emissions. An option of Jelset which we change from defauli is to
allow pholon emission from the quarks and antiquarks in the parton shower (final-state QKD
radiation). This final-state radiation is not important,

for the multi-hadronic event shape
distributions which we sludy, however,



The main paramelers of Jetset which control the momentum distributions of hadrons are
histed in lable I. The parameler Agep is the QCD scale parameter, whose value determines
the extent to which partons will branch; g specilies the minimum mass-squared valuc lo
which partons may evolve and il serves to terininate the shower. T'he three paramelers o,
a and b belong to the fragmentation phase: o, controls the transverse momentum spectrum
of hadrons with respect to the underlying siring directions while @ and b control the lrag-
mentation funclion, or longitudinal momentum spectrum of hadrons, also with respect to
the underlying string directions [15]. For our parameter oplimization (section 7) we do not
consider variation of the b parameter because its valuc is strongly correlated with that of a: it
is generally sullicient to consider variation of cither one or the other of these two paramncters.
Other fragmentation paramelers arc mainlained al their default values.

The eleciroweak formalism in Jelset is based on the first order resulls of [16]. As such,
the radiation of al most one inilial-state photon is possible. The absence of higher order

clectroweak processes has no important consequences for the study of the global structure of
multi-hadronic events in Z° decay as is considered in this paper.

4.2 Herwig version 3.4

Like Jetset, Herwig is a parton shower Monte Carlo based on a leading logarithmie coherent,
branching formalisin and with a model for parton fragmentation. Herwig contains a very
detailed simulation for the parton shower phase, while implementing a simple scheme Tor
ragmenialion. Herwig includes the interference belween parlons due Lo parton spin, Lo the
full leading logarithmic level [17], for example; it does not contain a mechanism to matel
the parton level distribution to the 3-jel matrix clement in ils general shower environment,
however. Tragmentation is performed by associaling parfons at the end of the perturbalive
phase inlo colorless nbjects called clusters which then decay into two hadrons whose identity
is determined by the available phase space [18].

The main parameters of Merwig for the control of the momeninm distributions of hadrons
are given in table 2. The QCD scale parameler Agen specifies the likelihood Tor branching
i the shower; mg is a formal mass value assigned Lo the ghion. In conjunction with the
quark masses (whose values were lefl unchanged), m, serves lo terminate the perturbative
evolulion. The parameter AM,,,. is a threshold parameier which delermines whether a large

mass cluster will evolve through a string-like mechanism to lower mass clusters rather than
decay to hadrons direcily.

Ierwig contains only the Born level electroweak cross section describing quark pair cre-
alion and so does nol permil the emission of an inilial-slate photon. Therelore we use Jelscl
o generate the initial gg(y) system, for the Herwig implementation (this is relevant only
for the event samples which include simulation of the OPAL detector). The g7 system so
obtained is used to iniliale a parton shower according Lo the Merwig algorithm. At the end
of the parton shower, the parlons combine to form clusters which then decay Lo hadrons,
again following the Herwig scheme. I'he simulation of the decays of these primary hadrons is
performed using Jetset (version 7.2) rather than Herwig, however, because the decay tables

9



and decay algorithms of the former model are generally more complete and in belter agree-
ment with experiment than those of Lhe latier. Thus the Jetset and Herwig models which we

employ are identical in their descriptions of the clectroweak sea ttering and of the decays of
hadrons.

4.3 Ariadne version 3.1

Like Jetset and Herwig, Ariadne is based on the simudalion of a parton shower. Ariadne

differs from these leading logarithm models, however, in that ghion radiation is expressed

as coherent emission from a parton system, or color dipole [19], rather than as independent
ermission from a single parton § — qg or g — gg.

The dipole formulation of ghion radiation incorporates interference phenomena into the
perturbative framework (azimuthal correlations hetween partons, reduction ol emission prob-
ability for sofl gluons, etc.) in a manner which is considerably less complex Lhan is the case
for Jetset or Herwig. In the dipole scheme the kinematics of the parton branchings

are given
by Lorenlz covariant expressions, again an ad anlage rel

alive Lo the leading logarithm based
programs. Because gluon emission is expressed as radialion from a parton system, the st
order malrix element distribution for ete™ — q4g s incorporated into Ariadne in an integral

and natural way. IPurthermore, Ariadne treats interference for the case of hard glion emis-

sions, in addition lo that of sofl gluon emissions. The fragmentation of partons and decay
ol hadrons in Ariadne3! are performed using Jetset version 7.1 which is identic

al Lo Jeiscel
version 7.2 for these two mechanisms.

The parameters which most aflect the predictions of Ariadne [or multi-hadronic eveni,

slructure are listed in table 3. The parameicrs Agen and PP control the perturbative
shase; the paramelers o, « and b belong Lo the Jelset fragmentation ansatz and have the
1 ) g1

same meaning as the corresponding parameters in table 1. ‘I'he options of Ariadne which

control dipole evolution, such as the functional form of the variable which terminate

s shower
development, are left with the defanlt definitions provided by the anthors.

4.4 The ERT Matrix Element with a Modified Perturbation Scale

‘The matrix clement program which we nse is that of Magnussen [12], whose work is based

tpon the resulls of Ali and Barrciro [[1]. This implementation of the 2nd order dilferential
expressions of Fllis, Ross and Terrano [6] incorporates the scale =k E2_ (k< 1)al
which the strong coupling constani, as(11?) is evaluated. U

sc ol this modilied scale leads Lo
a betler description of mulli-jel rates in ete”

annihilations, by second order QCD natrix
clement. Monte Carlos, than docs use of the non-modified scale p? =2 [12]{20].

'/C.ﬂ‘t.

I is necessary in the Monle Carlo trealment of matrix olement calculations to imposc

finite jet resolution criteria, by which four parton states which fail certain culs

are reassigned
lo the two or three parton evenl calegories.

Por our case, any lwo partons i and j with
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invariant mass m;; which satisfies

2 2
Mi; < Ymin - 107 )

are combined into one, where i, 1s a cutoll paramneier. Thereis some ambiguity in the man-
ner by which the 4-momenta of the two partons should be combined: the Magnussen program
7

uses the “Ig recombinalion” procedure [12] and so we refer (o this Monte Carlo as “ERT-

0. “The ERT-E0 Monte Carlo uses Jelset, version 6.3, 1o describe parton fragmentation
and hadron decay.

The maim parameler values of ERT-E0 which are relevani to our study are listed in

table 4: yn:, and & have been discussed above; Azrz 18 the QCD scale parameter in the

MS renormalization scheme while ¢, @ and b are the Lund lragmentation paramelers. We
use the symmetric Lund fragmentation Tnction [15] for all five quark specics d, u, s, ¢
and b. The parameter values listed in the “Defanlt Value” column of table 4 were obtained

through comparisons with e*e™ multi-hadronic annihilation data al c.m. energics of 35 and

44 GeV [12]. For our parameter adjustment we sel the value of Ymin b0 0.01 as recornmended

in [21] and employ the values for k and Agz given in [12].

5 The Unfolding Procedure

"To unflold the measured distributions for the effects of finite deteclor resolution and accep-
lance, we employ bin-by-bin correction constants. To determine these constanis, a distribu-
tion is generaled in the form of a histogram for two Monte Carlo samples: a sample (1) with

no delector simnlation and a sample (I1) using the same Monte Carlo but including deteclor
simulation and initial-state radiation. The cvenis of sample (11) are subjected to the same

reconstruchion algorithms and event, selection eriteria as are the real data. The Monte Carlo

sample (1) treats all particles with lifetimes greater than 3+ 107" 5 as stable particles and

mcludes all stable charged and neutral particles including neutrinos and nentrons. Lel U,N'C'

be the number of entries in bin ¢ of a distribution and N9 be the number of evenls gen-

eraled, for sample (1). Let DM and NM-€ e the number of entries in hstogram bin i and

the number of events which survive alier event reconstruction and selection, for sample (7).
The correction factor C; for bin i is then

_ (Uf'\LC. /Arlf)\,f.(_}.)

C; (DIE. JNETY (10)

This Tactor muliiplies the number of enlries 1), measured experimentally, fer bin 7 of the
distribuiion, to give the unfolded cxperimental value U;:

Ui = C;- D (1
Il is important that the Monte Carlo with detector simulation and initial-state radiation

provide a good descriplion of the distribution at the detector level, for this technique to be
applicable.



The OPAL deiector simulation program [22] is based on the GEANT3 package [23] devel-
oped al GERN. It simulates the elfects of energy loss, bremssirahlung, Compton scatlering,
multiple scattering, della-ray production, pair production, hadronic interaclions, phe
tric interactions and positron annihilation on the Monte Carlo particles which are tracked
through a detailed model of the OPA L detector. As an end resull we obtain Monte Carlo

evenis in the same flormal as {he experimental events collected with our data
system,

oelee-

acquisition

We now discuss the bin-by-bin correciion procedure as it rel

principle, a bin-by-bin correction procedure is jusiificd when ji
unfolding with a madrix [21]:

ates to our analysis. In
L is a good approximation to

U=A-D (12)

where 1) and U are veclors. The veclor I) represents the distribution
direcily from experimental daia (“deteclor level”); the vector [ represents the unfolded
di'stribul,io_n; A is the malrix which relates them. Fintte resolution implies that an element
which appears in a certain bin of a histogram atl the defe

tector level may appear in a different
bin ai the unfolded level, thus that a bin-lo-bin nigration

ihe two levels. A bin-by-bin correction procedure is a good approximation to a matrix
procedure when this bin-to-hin migration is small, which implies that the matrix A in (12)3s

approximately diagonal: that the bin widths have been adjusted to refleci the experimental
resolution.

as 1l i1s determined

may ocent in passing belween

We determine the experimental resolution for a region of an evenl shape variable by
generating Monte Carlo events, without delector simulation, having a value for that variable
in the chosen region, and observing how imuch migration to other regions occurs when detector
simulation and event selection are ncluded. We define the resolution for a given region of
a distribution to be the bin width which is necessary so Lthat less than 10 per cent of the
evenls migrale o olher regions afler inclusion of delecior simulation and event, sclection,
We obtain good representations of multi-hadronic event shape distributions measirred by the
calorimeter when detector simulaiion and initial-slate radiation are included with the Mon(e

Carlo prediclions [25]), making us confident that the resolution valies which we derive are
realistic reflections of the actual experiment.

In figure | weshow the Throsi distribution as an illustration of how we select {he histogram
bin widths. We have determined the resolulion for this distribution to be aboul 0.03 for the
region ahove 0.90 nsing the definition of resolition given above, For ligure 1 we generale the
Thrust distribution using a bin width of 0.01 for > 0.93, which is

purposely chosen Lo he
narrower than (he resolution

» and apply bin-by bin corrections to-a Monte Carlo sample of
erwig events which include initial-state radiation and which

our deteclor simulation program. The correciion factors are
opltimized parameler valuoes (section 7). The pomis with e
unfolded Terwig events. The solid histogram shows (he I1e
inttial-state radiation or detector simulation (generator level); the dashed histogram shows
the corresponding distribution for Jetsel. "The unfolded Herwig values for the Lwo highest
hins (1" > 0.98) are biased toward (he Jetsel distribution, i.c. toward the Monte Carlo used to

calculate the correction constants. "This demonstrates that important biases can be introduced

have been processed through
determined vsing Jetsel with our
reor bars in figure | indicale the
rwig distribntion oblained withon £

12



inlo data by a bin-by-bin correction procedure. This bias can be especially important il the
bin widths are much narrower than the experimential resolution [24]. For hadronic event shape
distributions, this problem is particularly acute for regions which correspond to narrow two jet
events where the distribution falls off rapidly in value, such as the Thrust region above 0.98.
fn contrast, no particular bias is introduced by the correction procedure for Thrust values
between about 0.90 and 0.98 even though the hin widths are narrower than the resolution in
this region as well. We conclude that certain regions of the event shape distributions may be
binned rather narrowly, according to the experimental statisiics rather than to the resolution,

without introducing undue bias. These regions generally correspond to the central paris of
the disiributlions.

'To select the bin widths for the unfolded distributions, we therelore apply the type of
analysis represented in figure 1 to identily those regions where the bin widths may be rather
narrow compared to the resolution while avoiding the introduction of a bias as is discussed
above. Tor those regions where a bias is apparent becanse the unfolded Ilerwig distribution
lies systematically above or below the gencralor fevel Herwig distribution, we cmploy bin
widths which equal the resolution values; otherwise we employ narrower bin widths. By

sclecting the bin widths in this manner, we keep the bias which is introduced by the unfolding
procedure ai a reasonably small level.

6 The Unfolded Data

To unlold our data, we use correction factors C; delermined from Jelset72, using Lhe oplimized
parameter scl {section 7). Jetsel with these parameter valnes provides a good description
of the event shape disiributions we unfold when simulation of the detector and initial-state
radialion arc included, which makes if. suitable for the calculation of C;. The values of
which we oblain are between 0.80 and 1.20 for 106 of the 109 bins in the unfolded distributions;
the largest value is for one bin of Aplanarity (C;=1.11). Tn addition a few bins of the
distributions are nol unfolded, such as the region of 10,:,.., between 0.00 and 0.0 1, becayse of
the largeness of the corrections which would be required. Thus the values of the corrections
which are used to unfold the distribuiions are reasonably close Lo unity.

For some of the distributions there is a rather rapid change in the value of the correction
constant belween a bin and its neighbor. Such a situalion holds for the first bin of Sphericity
and Aplanarity and [or the last bin of Thrust, for example (sec figure 2). This situation occurs
becanse the ellect of the detector is to migrate events towards the narrow Lwo jet region, duc
to finite granularity in the calorimeter by which energy depuosits in the core of a jet are merged.
This effect does not introdiice a bias of any significance into the unfolded measuremenls as
we have deiermined through the sindy of bin widths discussed in scclion 5. Initial-slate
pholon radiaiion, whose elfecls are also removed in ihe unfolding process, contrilinles about,
A per cent (or less) to the values of the bin-hy-bin correction constants. The smallness of this

contribution is becanse energelic initial-staie photon radiation is suppressed by the 29 pole.

We consider iwo sources of systematic error for the unfolded data values. The first of these

accounts lor residual Monte Carlo bias which remains despite the adjnstment of histogram bin
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widths to minimize this effect. To accounl for this residual bias, we assign a syslemaltic error
to each unfolded dala point equal Lo the absolute value of the difference between the Herwig
prediction for ihat bin with no initial-state radialion or delector simulation and the value
of the Ilerwig distribution for that bin with initial-stale radiation and detector simulation,
which has been unfolded using the Jetset correction values. This cotresponds to the difference
between the points with error bars and the solid histogram in figure 1, for example, using the
final bin width assignments. This method of assigning the systematic error to the measured
daia points thereby incorporates a direct measurement of the bias which is introduced by
the unfolding process. The second source of systematic error which we consider is due to
misteprescnlation of the calorimeter measurements by the Monie Carlo. We study this by
changing the representalion of that detector in the detector simulation program and observing
the effect on the unfolded measurements. The cMciency of light collection by the light guides,
the difference in response of the dillerent. types of lead glass blocks and the amount of material
belween the collision point and the calorimeter were varied. 1n addition the neutron content In
the Monte Carlo generator was varicd by a factor of three in order Lo ascertain the importance
on our correclion values of an imprecise knowledge of the particle composition in Z? decays.
These studies demonstrate thal the error duce to detector misrepresentation or uncerlaioty in

the particle composition is small compared to the other crrors and we do not include them
tn our final error values.

In figures 2 (a)-(h) and in tables 5-12 we present our unfolded measurements of the
multi-hadronic event shape distributions. The values of the correction conslants C; used to
unfold the data are shown in the small insel above cach distribution. -Also shown m these
figures arc the predictions of the QCD Monie Carlos using their oplimized parameler values.
The difference between the Monte Carlo predictions and data points, in uniis of slandard
deviation, are shown in the small inset below cach distribution.

The errors on the data points in figure 2 arc a combination of the statistical and systematic
errors on that quaniity, added in quadrature. The stalistical crrors are derjved through

propagation of errors from equation (11) and include the statistical errors on the correction

factor values. The statistical errors on the Monte Carlo cnrves in fignre 2 are iypically a

facior of three Lo four less than the errors shown for the cxperimental data. In tables 5-12
the statistical and systemadtic errors arc given separately.

7 Monte Carlo Optimization

An important factor in the determinalion of the “best” values for

a phenomenological pa-
rameter set is the sclection of the distributions to be employed

for Lthe parameier constraint.
We adopl a simple scheme and optimize the parameier values of the QCD models using the

Tomajor and (I3[ Ho) distribulions only. The sclection of these two distributions is suggested
(1) because they are sensitive Lo varialion of the main parameters for all four of the QCD
models, (2) because the two distributions together do not constrain cvery degrec-of-freedom
for mulli-hadronic event struciure and (3) because they are generally well behaved with re-
gard to the unlolding, cf. the correction factor values shown above figures 2 (b) and (h).
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The distributions T,..;,, and (H3/Hy) together do not constrain particle multiphcity, nor
do they completely constrain the other unfolded distributions which we examine: an event
which has an intermediate value of Tiino, can be in the two-jet region of (Hy/ ) and 1,450,
or very lar [rom the two-jet region as measured by these two variables. Haviug adjusted
the Monte Carlos to describe 50 and (Hy/ 1), we will therefore be able Lo verily the
global consistency of the QCD model descriptions by examining the model predictions for
olher distributions: the validity of this consistency check would be less transparent should

the Monie Carlo paramelers be adjusted using a set of distributions which constrains all
degrees-of-lreedom.

We nexi describe our Monte Carlo parameter optimization method, which contains two
clements: (1) multi-parameter variation based on x? values and (2) single parameter varialion

based on visual inspection of systematic trends. Element (1) 15 used for the coarse adjustment
of parameler values, element (2) for the final adjustment.

We begin by examining the predictions of a Monte Carlo for the T, and (Hg/ﬂg)
distributions, using either defaull parameter values or parameter values determined from
lower encrgy ee™ annihilation data. I the Monte Carlo sample so generated is in reasonable
agreement with our measurements (which is true for Jetset and Ariadne), we skip to step (2) of
the previous paragraph for final adjustment. 1l the model requires coarse adjustment (which
is true for Herwig and the ERT-T0 Monte Carlo), we first apply an iterative mualli-parameier
fitling algorithm based on x? values in order io achieve approximate agrecement with the
dala. This multi-parameter fitting algorithm is based on a first order Taylor expansion of
the predictions of a Monte Carlo in terms ol the parametlers being tuned, and follows the
technique presented in rel. [26]. Monte Carlo studies have shown that this filiing algorithm
finds the “correct” parameter values of a Monte Carlo, within reasonable limits, when Monte

Carlo evenls are used as a toy data sample for which the correct parameter values are therefore
known.

We use llerwig as an example ol this model tuning method. The parameters whose
variation are considered are Agepp, my and M., whose defaull values are given in table 2. We
obtain x? values of 97.5 (10 bins) and 109.3 (11 bins) between Herwig and the unfolded data,
(or Tonaior and lor (I /11,), using this defaull sei. For the multi-parameier filting algorithm,
we ernploy relatively small samples of 5,000-10,000 Monte Carlo events at cach point of the
paramcter space in order Lo minimize computer time. Application of this algorithm resulis in
the values Agepy = 0.1, my = 0.65 and M,,.. = 2.2 which give much better agrecment wilh
experiment: x? = 8.2 for Tiej0- and x2 = 9.6 for (I,/1,). We next adjust the parameters
one at a lime, slarting with these values and employing larger Monte Carlo statistics of
50,000 evenls at cach point, to scarch visually Tor systemalic improvements in the description
ol data. 'The final optimized parameter sel. for Herwig is Agepn = 011, m, = 0.65 and

M e = 3.00 which leads to x? valnes of 8.4 (10 bins) and 6.2 (11 bins) lor the Tinajor and
(M, /H,) distributions, respectively.

For Jelset we consider variation of the paramelers Agep, Qo, 7, and a, whose defanlt
values are given in table 1. We begin not with these defanlt values but with values which the
TASS0 collaboration found to give a good description of their data at F,, =35 GeV [27):
Agen =026, Q0= 10,0, =039 a =018 and b = 0.31. Jeilsct with the TASS80O paramelers
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also describes our data quite well [25]: we find x?2 values, between Jetset72 and the unfolded
distributions, of 10.1 (10 bins) and 13.8 (11 bins) for Truuj0 and (Hy/ Hg) using the TASSO
parameter set. We thus proceed direcily to final adjustment. The optimized parameter set
for Jetset is Agep = 0.29, Qo = 1.0, o, = 0.37 and a = 0.18. Tor this oplimized sel we
obtain x? values of 7.7 (10 bins) and 4.0 (11 bins) for the Tyu,.;. and (Hy/ Hy) distributions,
respectively, when compared to the unfolded measurements.

In a similar manner, we obtain the values Agep = 0.20, Py = 1.0 and oy = 0.37 in an
optimization of the Ariadne parameters (table 3) to the Tinajor and (Hy/Hy) histograms. We
do not vary the parameters @ and & in this instance but utilize the same values which are
chosen for Jelset. The x? values between the optimized Ariadne model and data are 7.1 (1o

bins) for 1,45, and 5.0 (11 bins) for (H,/H,).

Lastly, we present our optimized parameter sct for the ERT-FE0 model. For this Monte
Carlo we have considered variation of the parameiers 74, @ and b and find values of 0.52, 1.2
and 0.60, respectively. The x? values between the BRT-1E0 Monte Carlo and the unfolded

data are 17.0 (10 bins) for Trn,50, and 23.7 (11 bins) for (H,/H,), compared to values 62.5
and 42.7 yielded by the default parameter sci listed in table 4.

We next generaled new Monte Carlo samples for Jetset and lterwig which included simu-
lation of the detector, inilial-state radiation and the optimized parameter values, from which

the final correclions and systematic errors for the unfolded distributions (figure 2 and tables
5-12) were derived.

8 Comparison of Monte Carlos with 91 GeV Data

We next discuss the goodness-ol-description of our 91 GeV data by the QCI models using
the optimized parameter sets. We include not only the unfolded distributions presenled in
figure 2 but additional distributions employing the charged track based event sample.

From figure 2 it is seen that Jetset provides a good overall description of the unfolded
distributions. Tlerwig also provides a good overall description, but Hs predictions lie sys-
tematically below the data in the low stalistics tails of the Thrust, 7.ni0., Oblateness and

Sphericity distributions. This lowness of the Herwig predictions relative Lo the data is mostly

encompassed within the systemalic errors assigned to the measurements, however. 1l Herwig
is used to calculate the correclion constants instead of detsel, the unfolded daia points lic
closer to the Tlerwig curves: it is the Jetsel predictions which demonstrate a systematic devi-
ation with the data in Lhis case. We do nol observe systemalic differences between the Jetset
and Herwig predictions when detector simulation and initial-state radiation arc included.
Both models yicld an cqually good description of the measared event shape distribulions at
this level. We conclude that the lowness of the Herwig predictions relative to the unflolded
data, for the Tow statistics tails of the four distributions Jjust mentioned, does noi represent
a discrepancy with our data. A residual bias toward Jelset is prescent for these tails because
the bin widths in these regions cannol be so large as to prevent all migration into other

regions when the effecls of detector resolution are included (section b} this residual bias is
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accounted for by the errors which are assigned 1o the measurements. A possible source of
the difference between the Jetset and Uerwig curves in figure 2 is the 3-jel malrix clement
which is incorporated into the Jeisel parton shower algorithm bul which is lacking in that of
Herwig. Inclusion of this feature in Herwig could result in a larger rate for hard, acolinear

gluon bremsstrablung thus bringing its predictions in the tails of distributions like Thrust
and Sphericity closer to those ol Jetset.

Armadne also deseribes our measured distributions well. Generally speaking, ils predictions
for the shapes ol the variables are guite similar to those of Jetset. At the parton level, the
Jetset and Ariadne predictions for the event shape distributions are also very similar. This
implhies thal the dilferences between the dipole and leading logarithm parton showers are not
important for the global distributions which we study. Because of the similarity in the parton
level distributions, we conclude thai the similarity in the predictions of the two Monte Carlos
at the hadron level is not due entirely Lo the reliance of Ariadne on Jetset for fragmentalion.

The ERT-EQ model does not provide as good a description of the measurements as do the
parton shower models. There are important discrepancies with data for the high siatistics
bins of Thrust and (fy/11,), which correspond to two-jei-like regions, for example. The
relatively poor description of these regions is presumably due to the lack of hard, somewhal
colincar radiation in Lhe matrix element treatment, related to the finite value of the cutolf
parameler Ymin. Al the c.m. energy of 91 GeV, the value of 0.01 assigned to that parameler
means that the minimum invariant mass for real parton emission is about 9 GeV/c2 The
mvariant roass region for real parton emission below 9 GeV/c? is therelore feft unpopulated
in the matrix element ireatment. This gap is partially but not entirely filled by adjusiment
ol the [ragmentation parameters. The value 0.01 is close to the minimum which can be
assigned Lo the parameter y,.,:,.: should ils value be less than this, the probabilily for two
Jet production would become negative which is not physical. By mcluding the two jet region
along with the rest of the distribution for the parameter constraint, (so as to treal all Monte
Carlos in an equivalent manner), we force the ERT-T30 Monte Carlo to describe a region for
which it is not suiled. The TRT-E0 model also shows discrepancies with data in regions of
distributions which can be associaled wilh four jel production, such as the tails of 1,000,
Aplanarily and the I variable, where its predictions are low relalive to the measurements.
Similar discrepancies of 2nd order natrix element, Monte Carlos with 91 GeV dala have heen
reported by the ALEPI [28] and DELPHT [29] collaborations, using parameter values which
arc adjusted to describe lower c.m. energy event samples. Certain regions of the distributions

which are dominated by 3-jet production, such as the tail of the Thrust distribulion, are
reasonably well described by ERT-F9.

The x* values between the Monte Carlo predictions and our unfolded measurements arc
given in lable 13. These x? values emphasize the good descriptions provided by the (hree
parton shower models. By far the largest contributions to the overall x? value of BRI-T0 are
from the 7,0, and Aplanarily distributions.

The predictions of the optimized QCD Monte Carlos for the charged multiplicity distribu-
tion ng, provide an independent test of Lheir consistency al deseribing multi-hadronic event,
structure at 91 GeV since the mode! optimization method (section 7) is based on comparison
with the T.,.:0. and {1,/ 11,) distributions, neither of which are directly related 1o thal quan-
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tity. The Jelset and Herwig predictions for charged multiplicity are shown in comparison with

the OPAL data in figure 3 (a). This distribution is not un folded: therefore the Monte Carlo
predictions include initial-state radiation and detector simulation. The description of this
disiribution is good by both Jetset and Herwig. Without detector simulation or initial-state
radiation we obtain mean charged particle mulliplicity values < Nen. > of 21.4 for Jetset,
21.2 for Herwig, 20.9 for Atiadne and 19.1 for ERT- I20, using the optimized paramcter sels.
These values may be compared o the OPAL measured value for the unfolded mean charged
multiplicity: < ng > = 2198+ 0.04 + 0.84 , where the firsl crror is statistical and the
second is systematic. This measured value for

< Ren, > has been oblained by applying
a correction constant from Jetset which equals

the ratio belween that model’s prediciion
for < ng. > withoul delector simulation or mitial-state radial

< Ren. > when these two effects are included. The systematic error includes the conlribution
from QCD model dependence (0.2 units}, uncertainty in delecior performance (0.5 units),
uncertainty in the track reconstruction (0.7 uniis) and the uncertainty relaled to the irack
and eveni selection (0.1 units cach). Our unlolded value for < Newn. > agrees well with those
presented in [28] [29] [30]. The three parton shower models with

are In good agreement with the measured value for < nep. > while the value provided hy the
matrix elemeni model is somewhat Tow.

ton and its prediction for

their optimized parameters

In figures 3 (b), (c) and (d) we present the Tajor, (Hy/ 1), and In (1/=,) distributions,
measured with the charged irack based event, sample. Tor figures 3 (b) and (c) the pariicle
momenta have been projected into the plane perpendicular to the beam axis to make use
ol the best momentum measurement. The distributions of ligure 3 are not unfolded for
detector cffects or inilial-staie radiatjon alowing us to employ narrow bin widths based on
the evenl statistics. The predictions of {he optimized IMerwig
detector simulation and initinl-staie radialion,
based distributions are well described by both

and Jetsel models, including
are also shown in ligure 3. The charged track

Monte Carlos: in conjunction with the good
descriptions provided by these Monte Carlos for the nnfolded distributions of lignre 2, this

demonstrates the consislency between our measurements and the QCD model descriptions.
From two independent experimental measurements, one from the electromagnetic calorimeter
and one from ihe jef, chamber, we thus establish a systematic check on our unfolded dala
and on the consislency of Lhe QCD model descriptions. The x* values yielded by Jelsel and
Herwig for the charged irack based distribulions arc given in lable 14.

9 Comparison with Lower Energy Data

An importani test of ihe QCD maodels comes Trom comp
] I

aring their predictions to data al
dilferent. ¢.m. energies nsing the same parameter valies, We next compare muli-hadronic

event shape distributions measured by the MARK? [31] and TASSO [27] collaborations af,
29 GeVoand 35 GeV, respectively, to the prediclions of the QD Monte Carlos which we have
optimized 1o the OPAT data, We study the Thrusit, Sphericity and Aplanarity distributions as
these are standard event shape measures which have been un folded for the effects of detector

adiation by the three experiments. We do not,
include the ERT-I0 Monie Carlo in this study becanse this Monte C

resolution and acceptance and for initial-sla e r

atlo cannot, be expected
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lo describe data at very different c.m. encrgies using the same paramelter set.

Figures 4 (a), (b) and (c) show the OPAL measurements of the Thrust, Sphericity and
Aplanarity disiributions in comparison to those of TASSO and MARK2. The peaking of
the Sphericity and Aplanarity distributions toward low values for the 91 GeV data, relative
to the lower energy data, and the corresponding peaking of the Thrust distribution toward
high values, can be atiributed to two sources: (1) jet narrowing associated with the larger
c.m. energy, which is a kinematical elfecl related to the lessened importance of {ragmentalion
as a mechanism lo populate the tails of the distributions as the c.m. energy increascs, and
(2) QCD scaling violations associaled with a smaller rate for acolincar gluon radiation at
higher c.m. energies. Monte Carlo studics employing Jetiset and Tlerwig demonstirate that
over 30 per cent ol the diflerence in the shape of the Thrust and Sphericity distributions
belween 29 and 91 GeV can be aitributed Lo scaling violations, for cerlain regions, while
the difference in the shape of the Aplanarity distribution between the different encrgies 1s
almost entirely related to jel narrowing. For example, the Thrust distribution | [No (dN/dT)
decreases in value by aboul 441 per cent between the MARK2 and OPAL measurements for
the region of Thrust between 0.72 and 0.88. By using Jetsel Lo unfold these distributions for
25 per cent is expected in this region because of the change in the parton state by ilsclf; the
corresponding number we derive from Herwig is 22 per cent. Thus about half of the difference
beiween the MARK2 and OPAL measurements for the Thrust region below about 0.7 can
be attributed to a QCI) scaling violation according to these studies. An analogons study
of ihe Sphericity distribulion above values of 0.3 shows that more than 70 per ceni of the
difference between the MARK2 and OPAL measurements in this region can be attributed
to a scaling violation. The unfolding of the distribulions for fragmentation is to the level of
parton virluality which exists at the end of the perturbative shower in Jelset or in iTerwig.

We now discuss the descriptions of the data ai the three ¢.m. energies by the optimized
Monte Carlo programs. Jeiset72 provides a good description of the measurements for the
three c.m. energies, as observed from figure 4. This is not particularly surprising given that
our optimized parameter set for Jetsel is not very different from that of TASSO. The slightly
low prediction of Jetset for the tail of Aplanarily ai 91 GeV is not present for the lower c.m.
energies. The corresponding study lor Herwigdd is shown in figure 5. Herwig also provides
a good overall description of the measurecments for the three c.m. cnergies excepl thal ils
predictions are loo peaked toward (he high Thrust region at 29 and 35 GeV and there is
some discrepancy wilth the 29 GeV data for the lowest bin of Sphericity and Aplanarity. For
Aplanarity, the llerwig prediction at 91 GeV agrees well with measurement: this is less the
case at 29 or 35 GeV for which the Herwig prediclions lie above the data in the tail. This
suggests a similarity in the energy scaling behavior of Jetsel and Herwig in that the Aplanarity
distribution predicted by both Monte Carlos becomes softer, in comparison to data, as the
c.m. energy increases. Ariadne also provides a good description of the measurements for
the three c.m. energies, as presented in figure 6, excepl for a difference belween the model
predictions and data for the highest bin of Thrust and for the lowest bin of Sphericity and
of Aplanarity at 29 GeV. This is analogons 1o the situation we observe for Herwig for Lhese
same bins. The Aplanarily distribution of Ariadne softens slightly oo much relative to data
with increased c.m. energy as we observe also lor Jelsel and for Herwig.
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The x? values between the measurements and QCD models are given in table 15 for the
three c.m. energics. From this table, il is scen thai the x? values hetween the MARK?2 data
and Jeiset are considerably smaller than they are between the MARK? data
the MARK2 data and Ariadne. By far ihe largest contributors to the x? values of Herwig
and Ariadne are the one or two lowest (for Sphericity and Aplanarity} or highest (for ‘I'hrust)
histogram bins, however. We also include in table 15 the x? values between the MARKY
data and Monte Carlo predictions with the last iwo bins of Thrust,
Sphericity and the first bin of Aplanarity excluded. These latier x? values possibly allow a
more meaningful assessment of the descriptions of the 29 GeV dat

and Herwig or

the firsl two hins of

a by Werwig and Arjadne.

The dala in figures 4, 5 and 6 and in table 15 demonstrate that, globally, all three QCD
parton shower models provide quite satisfactory descriplions

of the measurements for the
three c.m. cnergies.

10 Summary

We have presenied experimental measurements of o
event struciure in the hadronic decays of the Z°,
of 29,197 multi-hadronic Z° decay events whicl

istributions which characterize global
These mneasurements are based on a sample

have been collected with the OPAT, detector
al. LEP. We have unfolded most of these distributions for ihe

and acceptance and [or initial-state photon radiation.
ol Jetset72, Herwigd4, Ariadned! and a second order
with a modified perturbation scale (ERT-E0) h
Trajor and (Hy/ ) disiributions.

eflccts of deteclor resolufion

The values of the principal parameters
ERT-based matrix element Monie Carlo
ave heen adjusted to describe the unfolded

Our optimized parameter values for Jetsel do nol differ significantly from those lonnd by

the TASSO collaboration at a c.m. energy of 35 GeV [27] but they are quite dilferent from

the default values and from those of (he MARK? collaboration [31].

For the Herwig, Ariadne
and ERT-10 models, onr oplimized parameler sels are quite difle
1 ]

rent from those provided by
the authors. After adjusting the parameter valies to hest describe the 7,5, and (H,/ 1)

distributions, we find thal Jetset, IMerwig and Ariadue, all of which are based on a parton

shower, provide good descripbions of the olher un folded event shape distributions. Since the
tuning procedure does not constrain all degrees-ofl-freedom which describe mulli-hadronic
event structure, this agreement of the QD rmodels demonstrate

s their general cansistency
for describing (he 91

eV data. The ERT-T0 model provides a reasonable descriplion of
some regions of the distributions which are dominate

d by three jet production, such as the
Lail of the Thrust distribution, bul  as expected

1t does not describe the Lwo el region
well. The ERT-T0 model also displays discrepancy with the dal

a Tor distributions based on
momentum out of the event, plane, such as 7

minar and Aplanarity.

The unfolded event shape distributions are based on measurements with the clectromag-
netic calorimeter. We include detector simolation and inital-state radiation with the models®
predictions, using our oplimized parameter sels, and compare io charged track bhased distri-

hutions. We observe the same trends between Monte Garlo description and the charged track

measiirements al this defeclor level, nsing Tai0r and (H,/ 1) as examples, as we observe
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between Monte Carlo description and the calorimeler measurements at the unfolded level.
The charged track based predicltions of Herwig and Jetset for < n,y, > and In (I/z,) are
also in agreemenl with our observations, further establishing the consistency of the QCD

model descriplion of the 91 GeV dala. We obtain an unfolded value for the mean charged
multiplicity of < ng > =21.28 + 0.04 + 0.84.

Herwig, Jetsel and Ariadne with the adjusted parameter sels provide, in addition, a
good description of malti-hadronic event siructure as observed al about one third our c.m.
energy value by the TASSO and MARK2 collaboralions. T'his demonstrates the consisiency

of the QCD models for describing the delailed features of global event structure in e*e~
multi-hadronic annihilations over a very large energy range.
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Figure Captions

Figure 1: Merwig events with detector simulation and mitial-state radiation which have been

unfolded using Jelset (points with error bars) compared to Tlerwig (solid curve) and Jetset
(dashed curve) without detector simulation or nitial-state radiation.

Figure 2: The unfolded event shape distributions at 91 GeV. The errors on the data points

include the Tull statistical and systematic errors. The predictions of the QCD models with
their optimized parameter values are also shown.

The staiistical errors on the model pre-
dictions are typically three

to four times smaller than the errors shown for the data. The
sinall inset above cach distribulion shows the correction constants used [or unfolding; the

insel below each distribution shows the difference between the model predictions and data in

nnits of standard deviation, calenlaied using the full errors. The distribulions are normalized
to the number of evenis Ny in the samples.

Figure 3: Event shape distributions based on charged tracks, compared to the prediclions of
Jetsel and llerwig with their optimized parameter values. The dala are not unfolded; the
Monle Carlo predictions include detecior simulation and initial-state radiatjon. There are

about 4,000 cvents in the Monte Carlo samples. The distributions are normalized to the
number of events N, in the samples.



Figure 4: Unfolded measurements of the Thrust, Sphericily and Aplanarity distributions at
91, 35 and 29 GeV, compared to the predictions of Jetsel72 with its oplimized parameter
values. The 29 GeV curve for Thrusi and Sphericily is shown on a reduced scale to simplfy
the figure.

Figure 5: Unflolded measurements of the Thrusl, Sphericity and Aplanarity distributions at
91, 35 and 29 GeV, compared to the prediclions of Herwigdd with its optimized parameter
values.

Figure 6: Unfolded measurements ol the "Thrust, Sphericity and Aplanarity distributions al
91, 35 and 29 GeV, compared lo the predictions of Ariadne3! wilth ils oplitmized parameter
values.
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Table 1: The main paramelers of Jetsel version 7.

2 which control the momentum distribution
of hadrons. The values of Agep, Qo, 7, and a arc oplimized throngh comparison with
our data. The error assigned Lo a parameter is an estimate of the one st

andard deviation
value, which describes the variation which is permitled Lo the p

arameter while remaining in
agreement with our global event shape measuremenis (including < ng, >)

when the other
paramelers remain fixed.

Parameter | Monle Carlo name | Defanlt Value Optimized Value
Agen PARJI(81) 0.10 GeV 0.29 1307 GeV
Qo PAR.J(82) 1.0 GeV 1.0 03 GeV
T, PARJ(21) 0.35 GeV 0.37 2308 GeV

a PATRI(11) 0.50 0.18 1012
b PARJI(42) 0.90 GeV—2 0.31 GeV~?

Table 2: The main parameters of Herwig version 3.4 which control the momentum disiribution
ol hadrons. The values of the three parameters Agey, m, and M

maz are optimized through
comparison with our data. The errors assigned to the parameter values have the same meaning
as for Lable 1.

Parameter | Monle Carlo name | Defanlt Value Optimized Value
Agen QCDLAM 0.20 GeV 0.110 £ 0.007 GeV |
m, RMASS(13) 0.65 GeV 0.65 1302 GeV
M s CLMAX 5.0 GeV 3.0 *34 GeV
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Tabte 3: The main parameters ol Ariadne version 3.1 which control the momentum distribu-
tion ol hadrons. The values of Agep, P and o, are oplimized through comparison with

our data. The errors assigned to the parameter values have the same meaning as for table 1.

Patameter | Monte Carfo name | Defanlt Value | Oplimized Value
Agcn VAR(1) 0.25 GeV 0.20 & 0.02 GeV
pyrin VAR(3) 0.50 GeV/e | 1.0 252 GeV/c

0, PARJI(21) 0.35 GeV 0.37 £ 0.04 GeV
a PARJ(41) 0.50 0.18
b PARJ{12) 0.90 GeV~? 0.31 GeV~2

Table 4: The main paramelers of the ERI-E0 malrix clement Monte Carlo which control
the momentum distribution of hadrons. The values of a4 a and b are oplimized through
comparison with our data.

Parameler | Monte Carlo name | Defaull Value | Optimized Value
o, PAR(12) 0.125 GeV 0.520 GeV
a PAR(31) .00 1.20
b PAR(32) 0.60 GeV~—? 0.60 GeV~—2
Ymin PARE(S) 0.015 0.010
Mg PARE(2) 0.090 GeV
k, optumnized XAP 0.005
scale factor
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Table 5: "The unfolded Thrust distribulion al 91 GeV. The first error is statistical and includes
Lthe statistical uncertainty for the correction factor, the sccond is systematic.

Bin nr. | Throst Range I/Ng (AN/dT )
1 0.50-0.62 0.0014 4 0.0008 + 0.012
2 0.620.72 | 0.142 4+ 0.016 <+ 0.028
3 0.7220.76 | 0389 £+ 0.031  + 0.085
1 0.76-0.80 | 0623 + 0.051 <+ 0.104
5 0.80-0.82 | 0.842 -+ 0.075 4+ 0.103
6 0.82-0.84 1182 & 0.092 4+ 0.092
7 0.84-0.86 1105 4 0.092 + 0.07
8 0.86-0.88 188 + 001 4+ 0.04
9 1 0.88-0.90 261 £ 004+ 001
10 0.90-0.92 360 4+ 006+ 0.0
i 0.92 0.9 549 &£ 019+ 0.4
12| 091097 | 1060 + 029 4+ 096
13 0.97-1.00 958 £ 018 4+ 044
rmean 0.50-1.00 L9309 £+ 0.0007 +  0.0041 |
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Table 6: The unlolded T},.;:,, distribution at 91 GeV.

Bin nr. | Traj0r Range 1/ Ng ( dN/dT 50 )
1 0.00-0.06
2 0.06-0.12 2.84 + 011 + 0.07
3 0.12-0.16 1.39 + 011 + 0.07
4 0.16-0.20 2902 4+ 0.091 + 0.07
5 0.20-0.24 | 2188 + 0.083 + 0.5
13 0.24-0.28 1690 = 0.074 + 0032
7 0.28-0.32 1.227 £+ 0.061 + 0.009
8 0.32-0.40 0,770 £+ 0.035 + 0.030
9 0.10-0.48 0433 4+ 0.026 4+ 0.076
10 0.18-0.64 0.147 X 0.010 +  0.043
11 0.64-0.80 0.00184 £ 0.00075 £ 0.002
mean .06-0.80 0.1856 & 0.00t3 £ 0.0056
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Table 7: The unfolded 7T,,,.... distribution at 91 GeV.

Bin nr. | 15, Range 1/No (dN/dT,000r )
1 0.00-0.04 -
2 0.04-0.06 6.87 4+ 0.8 + 1.70
3 0.06-0.08 I1.88 + 028 + 050
4 0.08-0.10 1080 + 0.28 4+ 0.86
b) 0.10-0.12 700 £ 022 +  0.50
6 0.12-0.14 1.46  + 017 + 0.01
(. 0.14-0.16 278 £+ 0.13 + 0.02
8 0.16-0.18 .65 + 0.10 + 0.02
9 0.18-0.20 L0443 £+ 0.081 £+ 0.018
10 0.20-0.24 0586 + 0.048 + 0.020

Cil 0.24-0.28 0.248 + 0.033 £ 0.023
12 0.28-0.36 0.O70 £ 0011+ 0.009
13 0.36-0.14 0.0121 + 0.00556 + 0.009
14 0.14-0.52 0.0017 + 0.0012 + 0.002

mean 0.01-0.52 0.1009 -+ 0.0006 + 0.0032

30




Table 8 The unfolded Oblateness distribution at 91 GeV,

Bin nr. | Oblateness Range 1/No { dAN/dO)
1 0.00-003 | 1021 = 022 & 098
9 0.03-0.06 858 + 0.8 4 (.12
3 0.06-0.08 66 £ 006 4+ 0.007
1 0.08-0.10 323 4+ 003+ 0.4
5 0.10-0.12 250 4 012  + 0.8
6 0.12-0.14 208 £ 001 L 0.6
7 0.14-0.16 70 + 011 £ (.06
8 0.16-0.20 1381 £ 0.061 + 0.0
9 0.20-0.2. 0.859 & 0.050 4 0.100
10 0.21-0.28 0.569 + 0.037 + 0.113
11 0.28-0.36 0.357 + 0.023 + 0116
P 0.36-0.18 0.2 4+ 0010 & 0.02
mean 0.00-0.18 0.0825 + 0.0000 +

0.0057

31




Table 9: The unfolded Sphericity distribution at 9] GeV,

32

[ Bin ne. | Sphericity Range | I/No ( AN/dS ) T
i 0.00-002 | 1790 £ 030 4 pag
9 0.02-0.01 0.07 4 026 4+ 013
3 0.01-0.06 535 £ 008 4+ 008
1 0.06-0.08 327 4+ 015 4 0.5
5 0.08-0.10 240 £ 013 4+ 000
6 0.10-0.12 70 £ 000 4 003
T 0.12-0.14 1304 £ 0.089 4 (.08
8 0.14-0.16 LO&0 4 0092 1 00923
9 0.16-0.18 0809 + 0.071 4+ 0098

10 0.18-0.20 0737 4+ 0073+ 0.028
1 0.20-0.21 0.585  + 0.9 <+ 0.028
12 0.24-0.28 0A56 4+ 0011 0.028
13 0.28-0.36 0301+ 0.022 £+ g.098
1 0.36-0.44 0177 + 0017+ 0.0
15 0.44-0.60 0.1095 4+ 0.0098 <+ 0023
16 0.60-0.80 0.0326  + 0.0055 <+ 0015
17 0.80-1.00 0.00141 + 0.00065 + 0.0010
n.ea.n: 0.00-1.00 [ 0.0772 = 00071 +  0.0060 |




Y

Table 10: The unfolded Aplanarity distribution at 91 GeV.

Bin nr.

Aplanarity Range

t /Ny ( ANJdA)

L 0.000-0.006 72.1 + 1.1 + 548
2 0.006-0.012 5.7 £ 1. + 351
3 0.012-0.016 21.26 L 0.89 +  0.83
4 0.016-0.020 1295  + 0.68 + 0.50
5 0.020-0.024 8.27 £+ 0.5l + 0.08
6 0.024-0.028 6.30 £+ 0.50 + 0.07
T 0.028-0.032 4.36 + 0.42 +  0.07
8 0.032-0.040 273+ 0.20 + 0.06
9 0.010-0.048 1.84 4+ 0.7 + 0.0
10 0.018-0.056 1.27 X+ 0.16 + 0.04
11 0.0566-0.072 714 L+ 0.077 +  0.02
12 0.072-0.088 0425 & 0.061 = 0.006
13 0.088-0.104 0.241  +  0.01] +  0.006
14 0.104-0.136 0.11h  +  0.021 + 0.016
15 0.136-0.168 0.058 + 0.022 + 0.016
i6 0.168-0.200 0.021 L+ 0.010 + 0.001
17 0.200-0.230 0.0131 £ 0.0071 +  0.029
m.ea.n 0.000-0.230 0.01241 £ 0.00021 4+ 0.00080
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Table 11: The unfolded I Variable distribution at 91 CoV.

Bin nr. | I} Variable Range 1/Ng (dN/dD)
1 00000025 | i858 4 028 & 040
2 0.025-0.050 695 4+ 019 4+ 0.03
3 0.050-0.075 318 4 0.15 +  0.01
1 0.075-0.100 2.1 + 0.1 + 0.003
h 0.100-0.125 L7041+ 0093 <+ 0.007
] 0.125-0.150 1.288° + 0.085 <+ 0.015
7 0.150-0.175 1038 £+ 0083 & 0.022
8 0.175-0.200 0.850 £ 0.071 4+ 0.027
9 0.200-0.250 0.519 4+ 0.038 + 0.033
10 0.250-0.300 0.379  + 0033 <+ 0.037
N 0.300-0.100 0.2)1 4+ 0019 + 0.038
12 0.400-0.500 0.095 4+ 0011 4 (.029
13 0.500-0.600 0.0422 = 00072 + 0.016
14 (.600-0.700 0.0200 + 0.0059 + §.0007
15 0.700-0.800 0.0127 4+ 0.0053 + 0.0055
16 0.800-1.000 0.0029 + 0.0013 + 0.0037
mean 0.000-1.600 0.0691 + 0.0012 + 0.0051
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Table 12: The unfolded (/] Hy) distribution at 91 GeV.

Bin nr. | (Il3/ Hy) Range I/No ( IN/d(HTy/ 1) )
1 0.000-0.150 0.0308 L 00067 £ 0.0175
2 0.150-0.300 0.260 £ 0016 £ 0.019
3 0.300-0.450 0475 £ 0.021 &+ 0.063
4 0.450-0.550 0.631 + 0028 £+ 0.021
b (.550-0.600 0.891 + 0.062 &+ 0.058
6 0.600-0.650 1.012 £ 0.051 £ 0.065
T 0.650-0.700 1.279  + 0.067 + 0.056
8 0.700-0.750 1.625 £ 0.066 £+ 0.030
9 0.750-0.800 | 2.151 £ 0073 £ 0.006
10 0.800-0.850 | 2.960 <+ 0.089 =+ 0.037"
11 0.850-0.925 3691 + 0079 £+ 0.035
12 0.925-1.000 —

mean 0.000-0.925 0.7130 £ 0.0023 £+ 0.0104

Table 13: The x? values beiween the unfolded event shape distributions and the oplimized
Monte Carlo predictions. There are 50,000 events in the Monte Carlo samples.

Distribution Nr.bins | Jelsel72 | Herwigdd | Ariadnedt | ERT-F0
Thrust T 13 5.0 14.8 8.6 21.9
Tninor 13 12.1 15.1 14,1 118.3
Tonasor 10 1.7 8.1 7.1 17.0
Oblateness O 12 6.0 13.5 9.4 30.8
Sphericity S 17 8.5 11.2 6.1 13.5
Aplanarity A 17 10.1 7.3 10.4 81.2
The 1) variable 16 5.0 21.6 18.2 24.7
(I, /Hy) i1 4.0 6.2 5.0 23.7
Tolals 109 | 584 | 1001 89 | ashi




‘Table 14: The x? values between the data and opiimized Monte Carlo predictions for charged
track based distributions. The data are not unfolded: the Monte Carlo predictions include

detector simulalion and initial-state radiation. There are abont, 1,000 events in the Monte
Carlo samples.

Distribution | Nr.bins | Jetsct72 | lerwigd+ |
Mo, 39 hl.3 18.9
Trsjor 32 28.7 31.0
(Hy/ 1) 27 201 33.1
In.(1/x,) 29 15.9 19.8
Tolals 127 116.0 162.8




Table 15: The x* values between the Monte Carlos oplimized at 91 GeV and the unflolded
OPAL, TASSO and MARK2 measuremenls, for the Thrust, Sphericity and Aplan

arity dis-
tributions. There are 50,000 cvents in the Monte Carlo samples.

OPAL (91 GieV) [ TASSO (35 GeV) | MARKS (29Gov) |

Thrust o '
JelselT2 | 5.0 (13 bins) | 105 (11 bing) | 168 (22 bins)
RS S 13.7(20 bins)
lerwigd4 | 148 (13 bins) | :70.2 (11 bins) | 141.4 (22 bins)
- | 86.2 (20 bins)
Ariadnedl 8.6 (13 bins) 5.6 (14‘.1')ins) 71.7 (22 bins)
- 33.1 (20 bins)

Sﬁhnricii.y

Jeiscl2 | 8.5 (17 bins) 13.9 (18 hins) 30.1 (10 bins)

28.1 (38 bins)
39.9 (_l_8l l)ms) 16022 (10 bins)
' 699 (38 bins)

Herwighl § 11.2/(17 bins)

Ariadne3l | 6.1 (17 bins) | 10.0 (I8 bing) 127.1 (10 bins)
| 31.2 (38 bins)

Aplanarity 1
Jetset72 | 101 (17 bins) | 17.0 (11 bins) 31.0 (24 bins)
30.6 (23 bins)
lerwigdt | 7.3 (17 bins) 20.0 (11 bins) 192.1 (21 bins)

87.00 (23 bins)
Ariadnel | L0.1 (17 bins) F2.0 (11 bins) 62.1 (21 bins)
32.8 (23 bins)
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